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ABSTRACT

AN ANALYSIS OF HOUSING VALUES AND NATIONAL FLOOD INSJRANCE REFORM

UNDER THE BIGGERT-WATERS ACT OF 2012

Previous research has shown that both flood risk and insuranmoaipee are capitalized
in housing values. This paper examines the effect of Natfdaad Insurance Program reform
implemented by the Biggert Waters Act of 2012 and the Homeow#teosl Insurance
Affordability Act of 2014 on housing values over a three-and-ayelf time period. It is
hypothesized that the effects of increasing flood insuraaiess through the elimination of
established subsidies was capitalized in home values resuoltngss of value in areas where
subsidies are maintained. The paper presents a hedonidiffiecencein-difference OLS model
which is then tested for flexibility to the policy period and isthess to the treatment group. The
evidence indicates that (1) housing values trend differentlpreas with subsidies than areas
without and (2) that this effect is correlated with flooslurance reform periods and robust to the
definition of the treatment group. | conclude that the &iggiyVaters Act had a negative impact

on median home values for areas with subsidized policies.
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CHAPTER ONE

INTRODUCTION

Goalsand Structure of the Study

This paper considers recent reform of the National Flooddnsar Program (NFIP)
under the Biggert Waters Act of 2012 (BW1Zhe “Big Questiofi this paper aims to answer is
whether changes in the administration of insurance iprersubsidies had a measurable effect
on residential housing markets across the United StEttesNFIP has over 5.6 million policies,
almost one for every twenty households across the U.S. Witlmpplementation of BW12 in
January and October 2013 the reform measures effectivebaised the rates of property owners
who received subsidized NFIP premiums. Whether subsidiesehaiieated or substantially
reduced and when these changes took place depended upqretbé pgyoperty covered
however, all subsidized policies were affected by the reforter,Lan March 2014, these
measures were scaled back due to popular recall of BW12. $hageaof the Homeowners
Flood Insurance Affordability Act of 2014 (HFIAA) renegotiated tians of subsidy phase out
period and reestablished some subsidies resulting in refupisgerty owners who overpaid.

The main goal of the paper is to assess the differenoedran home values between
those zip codes directly impacted by the policy and those natlgiirepacted by analyzing
home values in all time periods before, during and after impkati@m of BW12. This is done
by applying a basic differende-differences model to a panel of median home values from
January 2010 to May 2015. Anecdotal evidence found in places asedaglocal news media
reports and official testimony at congressional hearingsnhgised that uncertainty surrounding

both the expectedxante magnitude of these changes andethpost realization of increased



insurance premiums slowed or stalled housing markets as argh a substantial number of
subsidized structurésThe economic rationality for an observable change in homesaround
reform implementation posits that as the expense of homeswpedor a particular structure
rises its transaction value will decrease by the samendasamount in order to maintain a
consistent net value of the property. An alternative but nataity exclusive theory is that an
increase in insurance premiums could lower housing valwzsibe it signals greater flood risk
to the market. Either drop in property values could be restateceds@ion in land rents due to
the increased internalization of flood risk. The primary afriis paper is to determine if the
increasen the effective NFIP flood insurance premium resulted inekes®s in median home
values according to this logic, though it may not be possibld tohieh theory is the leading
factor.

This paper is comprised of five chapters. The first chapteeptean introduction to the
study, the National Flood Insurance Program and previous cbas€dnapter Two introduces the
basic methodology. The data used in the study is presentedpteChi@ree along with a general
strategy for overcoming empirical estimation issues. Ch&jatar presents results of the
established model, several modifications and robustness testé dfdadentified trend and to
alternate causal explanations. The final chapter conctbdestudy by summarizing the findings

and suggesting areas for future research.

1 See the testimony of Donna Smith in Insuring Our Future: Building a Flood Insurance Program That We Can
Live With, Grow With and Prosper With: Hearings before the Committee on Appropriations Subcommittee on
Homeland Security (Insuring Our Future, 2014)



The National Flood Insurance Program: From Past to Present

The National Flood Insurance Program (NFIP) was establish£968 as a flood
insurance program underwritten by the Federal Governnmehbperated by the Federal
Emergency Management Agency (FEMA). The NFIP is deento support the provision of
flood insurance in areas that private insurers are ungiltiroffer coverage. The necessity of
expanding flood insurance coverage became apparent afterdterBetsy triggered massive
uninsured losses in the Gulf of Mexico in 1965. In order for hangbusiness owners or renters
to be eligible to receive flood insurance their communitiestrparticipate in the program.
Participation requires communities to engage in flood mitigedimh loss reduction efforts that
meet or exceed FEMA requirement theory this leads to a win-win situation whereby
communities reduce the risk of catastrophic flooding, inslesisen their exposure to covered
losses and the Federal Government reduces the need to takpayers for emergency
assistance. Today, policies are administered either ditectREMA or by property and casualty
insurers who participate in the “Write Your Own” Program.®

Subsidies were not a prevalent part of the original NFIP bre exganded a few years
after its inception. The intent was that by lessoninditi@@cial impact on property owners the
program would be more appealing to community membersseEdsidies were naheans
tested and instead were offered to the owner of any strubatrevas already standing when it

was drawn into a federally designated flood zone by a new fedecal Fisurance Rate Map

2 According to the Government Accountability Office such efforts include “diverting the flow of water through
well-designed channels and retaining walls, or by containing the water through ponds” (GAO, 2014). Itisalso
worth noting the existence of the Community Rating System, which is a voluntary incentive program offered
to communities that exceed the minimum requirements of the NFIP, also offers reduced rates but these are
not considered to be subsidized.

3 The Write Your Own program allows private insurers to issue policies underwritten by the Federal
Government in exchange for an expense allowance.



(FIRM). The expectation at the time was that the stddubsidized properties would decrease
as structures reached the end of their useful life; how#vsrhas taken longer than expected
and nearly a quarter of property owners with NFIP policiigsteive subsidized insurance
premiums (American Rivers, 2014).

A second round of widespread uninsured losses after Hurricgmes An 1972
demonstrated that the first formulation of the NFIP haedeid adequately provide sufficient
flood insurance coverage. In 1975 the federal government begarnnggparticipation in the
NFIP to receive federal disaster assistance and federakgdbanortgages in flood plains to
incentivize communities to particifgein the program. These provisions stand today and flood
insurance is required for any structure located in atislharea with a federally backed
mortgage. Structures in low risk areas are typically notiredjto carry flood insurance,
although lenders can require flood insurance at their discr&emause private insurers are
typically unwilling to underwrite their own flood risk, altetivas to FEMA underwritten
policies are difficult to locateFor FEMA underwritten policies, calculation of insurance
premiums is complex and depends on several factors includirtgpe of structure insured, the
choice of content coverage and deductibles, as well as thenatesidpase flood elevation.
Properties that continue to receive a subsidy are a diversgenof pre-FIRM residences,
businesses, non-primary residences and properties that haviescgpersevere repetitive loses
as well as any structure grandfathered into a new flood Poaeel-IRM properties are all

properties that have not been sold, significantly remodeleatext with elevation data since the

4 According to the Government Accountability Office, “as communities were mapped and joined NFIP, new
subsidized policies were added. While the percentage of subsidized policies has decreased since the program
was established, the number of these policies has stayed fairly constant” (GAO, 2013).

5 A search turned up only two companies underwriting flood insurance. Policies are available that are
underwritten by Lloyds of London and Lexington Insurance Company.



NFIP was reformed in 1972All subsidized properties were affected in some way by the
reduction in subsidies under BW12. Some nonsubsidized pdmretheir rates reduced as true
risk was reassessed.

In addition to offering subsidized premiums, the NFIP cataraof rates is only meant
to cover the average historical loss year. That the NFi®neeer designed to deal with extreme
events without assistance has brought insurance refoikridiadhe political arena. Both of
these practices resulted in NFIP premiums that are @gnéwer than if they were structured to
insure against the true risk levels associated with flomdrtia. This has left the program
vulnerable to natural variation in the severity of extrements.

The extensive destruction caused by HumesaKatrina, Rita and Wilma in 2005 resulted
in the NFIP facing a deficit of over $19 billion; a shortfall gregram is unlikely ever to recover
without a taxpayer bailout (Holladay and Schwartz 2010). Compountisgssue is that FEMA
has excluded 2005 as an outlier in the calculation of the gevérstorical loss year moving
forward to avoid popular outcry from what would be large across thel hnaeases. However,
a solution was needed to avoid reliance on taxpayer supporttfon&kand future catastrophes
and to maintain the viability of the NFIP. The first Sgf a serious movement for flood
insurance reform surfaced in the summer of 2011 when tr@eSbanking committee drafted
legislation which authorized the phase-out of NFIP subsatidsa bill was passed by the House

of Representatives calling for reform in a 406-22 vote.

6 Some of the most common mitigation strategies for residential buildings that would be considered a
significant remodeling effort include “elevating a building to or above the area’s base flood elevation,
relocating the building to an area of lower flood risk, or demolishing the building and turning the property
into green space” (GAO, 2014).

7 See “Senate Banking Committee NFIP Bill Forgives Debt, Reforms FEMA Role” on PropertyCasualty360
available at http://www.propertycasualty360.com/2011/07/18/senate-banking-committee-nfip-bill-
forgives-debt-r and published on July 18, 2011 and “Special report: Irene wallops flood insurance program”
available at http://www.reuters.com/article/2011/08/31/us-storm-irene-flood-idUSTRE77T5M 620110831



In order to place the burden of flood damages on those bearing fsko@angress
passed the Biggert-Waters Act of 2012 on July 6. Among other prosithe law mandated the
elimination of subsidies in order to bring all insurance pedia line with actuarially defined
“true-risk” rates. The implementation of full-risk rates began inaanaf 2013 with single-
family non-principal residences and was extended to alf stifesidized policies in October
2013. True-risk rates were charged either immediately uporedization of certain triggers or
phased in at an annual increase of 25% until full rislsratere reached, depending on the type
of structure and policy held. Table 1.1 describes each policy typtherdfect of BW12 on its
insurance premium.

Table 1.1: Summary of Policy Types and Impact of Biggert Waters

Policy Policy/Property Description Effect of BW12 Effective Date
Code
A Any property sold and policies Full risk rated on renewal 10/1/2013
lapsed or new since enactment
B Single-family non-principal 25% increase in premium rates each year 1/1/2013
residences until premiums reflect full risk rates
C Business non-residential 25% increase in premium rates each year 10/1/2013
until premiums reflect full risk rates
D SRL Pre-FIRM subsidized 25% increase in premium rates each year 10/1/2013
until premiums reflect full risk rates
E Single-family or condo unit principal  Full risk rated on sale, lapse, or SRL 10/1/2013
residences
G Two to four family Full risk rated on sale, lapse, or SRL 10/1/2013
H Five or more family Full risk rated on sale, lapse, or SRL 10/1/2013
I Condominium building Full risk rated on sale, lapse, or SRL 10/1/2013
F Non-pre-FIRM SRL Non-subsidized N/A
K All others Non-subsidized N/A

The effect of this policy was estimated to increase theesggtg premium across all NFIP

policies by 50% to 75%, while keeping unaffected policies uncha(igegles and Neal, 2011).

However, since the roughly 1.1 million subsidized policies aftedty the law make up only

from Reuters. A search of Google will turn up many more news articles from this period with the earliest
indications of significant reform beginning in March 2011.



20% of the program, the burden of this substantial increas@av#y concentrated on a small
proportion of policies. Based on the 2012 statistics this constdutes increase in premiums
earned of $1,670,667,881 to $2,506,001,822, or an average increase of up to $2,278 in annual
premium for each subsidized poli¢@iven the substantial variation in policy coverage options
and risk exposure, reported increases in annual premiums of@5,@00 are not entirely
unbelievable.

On January 1, 2013 the new rates began to be levied on the roughlylibripuaiicies
affected by the new law. Initially, only homeowners with sdized insurance rates on non-
primary residences. On October 1, 2013 the provisions covering alligalisproperties took
effect. Shortly afterwards the states that saw thatgséimpact began experiencing political
backlash. In the summer of 2013 Maxine Waters, one of therlamesakes, spoke against the
dramatic rate increase and soon after, along with twéntgtiser congressional leaders, wrote to
Congress in protest of the way BW12 had been implementeda#ied for changes to the bfl.
Louisiana led efforts to have the provisions of BW12 modified callted.On January 30, 2014
the Senate passed a bill to delay certain flood insuranceikasednd on March 21 the
Homeowners Flood Insurance Affordability Act of 2014 (HFIAA) waged into law by
President Barak Obama. A summary of important flood insuraficenrevents is given in
Table 1.2. The new legislation reduced the rate at which premwonld reach full-risk pricing

but did not eliminate the move to full risk rates. Under HFl&daual rate increases are capped

8 These estimates are based on the 2012 Total Earned Premium of $3,342,335,762 (FEMA, 2015) and the
findings of Hayes and Neal (2011).

9 See “Waters vows action to avert 'unaffordable’ premium hikes blamed on flood insurance bill” available at
http://www.nola.com/politics/index.ssf/2013/05/co-author_of flood_insurance_a.html and “Congressional
letter asks FEMA to administratively block huge flood insurance hikes” available at
http://www.nola.com/politics/index.ssf/2013/07 /congressional_letter_asks_fema.html published in May
and July of 2013, respectively by the by NOLA Media Group.



at 5% - 15% of the full risk premium and an individual annugl afal8% was imposed. HFIAA
also removed the sale of a property as a trigger for subsidy lese gart to reports that it had
frozen real estate markets in flood hazard at&dgile properties that fall into this category are
exempt from rate increases under HFIAA, they initiadlgefd the same provisions as all
subsidized properties under BW12 so are included in the studipefroore, it is not
unreasonable that they cowdgpect to face some sort of rate increases in the futurgenieral,
policy makers are likely to continue to pursue flood insuraeé@m due to increases in coastal
development and changes in flood risk associated with climatgehmaking reform an ae

ripe for continuing study.

10 Some of the most prominent reports were from Pinellas County, Florida.



Table 1.2: Summary of Major Events

Date Event

May 1957 American Insurance Association Study states that private industry cannot provide flood
insurance because only those at highest risk buy it

September 1965 Hurricane Betsy prompts the establishment of the NFIP in 1968.

December 1974
July 1983

August 29, 2005
March 16,2006

April 22,2010

July 2011

April 16,2012
July 6,2012

January 1,2013

March 19, 2013

June 2013
October 11,2013

October 29,2013

March 21,2014

Prompted by Hurricane Agnes Congress makes flood insurance mandatory for certain
federal programs

FEMA begins allowing private insurers to write flood insurance policies underwritten by
the Federal Government.

Hurricane Katrina makes landfall in Louisiana, catalyzing serious debate on reforming
the National Flood Insurance Program.

Congress begins an effort to investigate the National Flood Insurance Program with a
series of Flood Insurance Reform and Modernization Acts beginning with H.R.4973
With the beginning of the great recession flood insurance is left off the congressional
legislative effort until the introduction of H.R.5114 - Flood Insurance Reform Priorities
Act

The Senate and the House each move in support of flood insurance reform.

. The Senate Banking Committee approves FEMA debt forgiveness and mandates
phase out of subsidies
. The House votes 406-22 in favor of flood insurance reform.

The Biggert-Waters Act of 2012 is introduced (H.R. 4348)
The Biggert-Waters Act of 2012 is signed into law

. Reauthorized the NFIP for 5-years

. Introduced rate and map making reform measures

Premiums are increased 25 percent each year until reaching full-risk rates for:
. Non-primary residences

Congress begins to reassess the reform measures implemented under Biggert-Waters
when the Flood Insurance Premium Relief Act (H.R.1267) and Flood Mitigation Expense
Relief Act (H.R.1268) are introduced.

The U.S. House of Representatives passes a bill that would delay rate hikes 281-146!
Premiums are increased 25 percent each year until reaching full-risk rates for:

o Severe Repetitive Loss properties

. Properties with cumulative paid flood losses exceeding fair market value
. Businesses/non-residential buildings

Full-risk rates take effect upon renewal for:

. Property purchased on or after July 6,2012

. New policies effective on or afterJuly 6, 2012

. Lapsed policies reinstated on or after October 4,2012

The bill that would later become the Homeowner Flood Insurance Affordability Act of
2014 is introduced (H.R.3370).
Homeowners Flood Insurance Affordability Act of 2014 signed into law.




A Review of Prior Research

Evidence for housing price differentials for properties locatednd hazards and the role
of insurance premiums in housing markets has been atdaged in the literature since at least
the mid1980°’s (MacDonald, et al., 1990; MacDonald, Murdoch and White, 1987), while mor
recent research has continued to shed light on the suBjacKruse and Landry (2008) regress
the log of home values on housing attributes and an indicatodd risk using a pooled first-
order spatial hedonic model and find evidence that flood risk infammé&s conveyed to buyers
in the coastal housing market through insurance presninagardless of whether flood insurance
is purchased or not. Their analysis suggests that housigtsadjust for flood risk signaled
through flood insurance premiums on a neighborhood level, rattretbihthe characteristics of
the individual structure. An implication of this is that oy in insurance premiums will affect
entire neighborhoods, regardless of which structures arallgansured. The authors also
indicate that pre- and post-FIRM properties are not valued diffgreagain suggesting that
neighborhood level flood insurance signals overwhelm the stedspecific influence of age,
the primary determinant of pre- and post-FIRM attributegs&lresults lend suppaotthe idea
that changes in flood insurance premiums may be capitalizext@yhousing markets and treat
change in rates may lead to a measurable change in hones aatliindirectly support the idea
that the effect of insurance changes on home valuebecadequately measured on the
neighborhood or zip code level as put forth in this paper. | expand snfthdings by looking
at differences in the capitalization of flood insurance betwap codes before, during and after
the insurance premium price changes associated with BB&i@ence of a change in value will

support the finding that the insurance premiums havenpadt on the market value of a
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property; though the mechanism for this could be the chamipe cost of ownership itself, to
the new level of risk it signals to the market or both.

Prior research has established a connection between flood fiskdevents and
decreases in housing values. Daniel, Florax and Rietveld (2009)ct@ntheta-analysis of
studies across ten stai@swhich they show that “an increase in the probability of flood risk of
0.01 in a year is associated with a difference in transagtior of an otherwise similar house of
-0.696” but does not identify whether the risk or insurance was#usal factor. In another study
Bin and Landry (2013) identify temporary but significant desesan housing values due to
flood risk perception. Using a differenaedifference framework they show increases in risk
premiums for homes sold in and around the flood plains of Pitt GoNotgh Carolina after
Hurricane Fran in 1996 and Hurricane Floyd in 1999. They findthieavalue for flood-zoned
properties decreased by 5.7% to 8.8% after Hurricane Fran and 813%tafter Hurricane
Floyd with an overall decrease of 8%20%, depending on model specification, while the risk
premium itself diminiss over time and dissipates completely after six years. Most girepe
the study area received little to damage and robustness checks revealed that resultdueere
to risk perceptions rather than significantly damaged propertie

Similarly, a study of Alachua County, Florida by Harrison, Sensd Schwartz (2001)
find that homes located in a flood zone sell for less than hémeased outside of flood zones.
Significantly, the price differential within the flood zorgless than the present value of future
flood insurance premiums. An implication of this findinghattchanges in the expected value of
future flood insurance premiums may be partially muted erhthusing market. As a result of
partial capitalization in the housing market observed clsangg/ be less than the amount of the

premium increase. It follows that home values in areasthathargest price increases will be

11



most affected while areas with relatively small changeg mo& show measurable effects of the
flood insurance reform.

Prior research has also explored the socioeconomic factor®titabate to flood
vulnerability and NFIP participation with a general consenbat flood risk affects especially
poor and especially rich counties due to the trade-off betan@enities and flood risk.This
distribution leadso a possible disproportionate effect of insurance reform and afiditga
concerns depending on who holds the subsidized policies in tReg@dégram (Kousky et al.
2013). Additionally, research has suggested that statedeabisis of the insurance program can
“hide important local differences,” implying that investigation of the effects of BW12 on the z
code level is a meaningful pursuit (Michel-Kerjan, 2010). &ith this paper does not attempt
to address the question of social equity, these findings n®fihigt study as they suggest that
flood insurance reform could have substantial unintended cassegpithat have not been

adequately addressed in the literature.

12 See Masozera et al. (2007), Sarmiento and Miller (2006) and Holladay and Schwartz (2010).
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CHAPTER TWO

METHODOLOGY

Identification Strategy

The basic mechanism by which an increase in flood inseraremiums realized through
the reduction of NFIP subsidies may lead to changes ingdgamhome value in a
neighborhood is captured by the general hedonic mgdet f(1;;, si;, m;;), wherep;; is the
median value of a home in neighborhaad timet, l;; is a matrix of associated neighborhood
specific location characteristics, represents the structural characteristics of the mdaiane
in that area andh;, are market characteristics (Tu, 2005). The NFIP charsiitsrof a
neighborhood, such as the number of subsidies, beldggvitile the policy that governs the
subsidies may be considered a market characteristic.

The identification strategy for this analysis consiststiizing dummy or indicator
variables to estimate different effects of variables on amedome values for zip codes
belonging to different groups. This is known as a differanegifferences model. In the simplest
terms the group identified;;, is regressed opso thatp;, = By + B1d;r + Li'T + si/' T +
m;.'9 + ¢;; whered;, = 1 indicates an estimate pf; from neighborhood which belongs to
some groupd intimet andd;; = 0 indicates the neighborhood is not a member of the group in
that period. The average effect mp for a non-member is jug, while g, reveals the average
difference in this value that membership imparts. Thusthation yields two conditional
estimates foly;, depending upon whether the neighborhood is a member of the grivne tn
E(picldis = 0) = By + l;;'T + s;'™ + m;,'9 when group membership is false and

E(pitldi = 1) = By + B1 + Lyt T + s’ + m,'9 when membership to the group is true.

13



Subtracting the former conditional expectation from thiedagivesp,; the difference in the
conditional expectation qf;, for positive group membership. Where the characteristinidef
group membership is the presence of some condition the gronpwas las the treatment group.
Since the total effect on the treatment group is relativled total effect on the non-treatment
group, the latter is referred to as the reference group vjhen 0.

The basic model begins by identifying two types of neighborhoepeesented by the
indicatorSub;. Zip codes that are directly affected by the BW12 provisions losidized
policies have subsidized NFIP policiesin force and are repredant positive indication,

Sub; = 1, and zip codes that are not directly affected have some numb&tl@fpoliciesin
force, but none are subsidized, are identifieddl; = 0. The basic model also begins by
distinguishing three time periods that an estimate oaredrom. he first two policy periods are
denoted with indicator variables. An estimate from the periogldest when BW12 was passed
to its repeal is indicated BW; = 1 and the post repeal period is indicatedPbyt, = 1. The
base period is the reference period, where Béth andPost, are zero. Since all zip codes are
always in the same time period these do not need to be distadjuistzip code. This model
hypothesizes that some effect on housing markets ocafteggpassage and all the way through
to repeal and is represented:

(Eq. 2.1)

Pit = Bo + B1Sub; + B2BW, + BsPost, + By (BW, * Sub;) + Bs(Post, * Sub;) + X'V + €
whereX;;, is a matrix containing the zip code attributgs s;; andm,;,.

In this frameworks, and; give the average difference in median home value during the
treatment window and after the treatment period, respectiviedys,Tcoefficient allows the

marginal change in median home values to be different foradpscdirectly affected by the

14



treatment from passage to repeal. This is expected to be nefatir®ving subsidies affected
housing markets with subsidies different than those wtith&fter BW12 is repealed the change
in median home values for areas with subsidies, represenigd isyexpected to be less th&n

if HFIAA was seen as a benefit to subsidized areas. This ndo@sl not control for estimation

issues arising from panel data dimensions, which are distus#e following section.
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CHAPTER THREE

DATA AND CONTEXT

This section describes the three main types of data usleel study, real estate data,
flood insurance data and zip code characteristics. This stedythes series of recent flood
insurance reforms of the Biggert-Waters Act and the Kemers Flood Insurance Affordability
Act to study the effect of flood insurance premiums on medbamehvalues. The primary
guestion up for investigation is whether a measurable chang®perty values is detectable
before, during or after BW12 due to the changes in flood insusautsgdy administration. Data
on home values is obtained from the Zillow Group while flood inggranformation is provided
by FEMA. This section also presents some of the short comirie ofata and the assumptions

necessary to utilize it for the study.

Real Estate Data

The dependent variable for the analysis is the median edh@mes in a neighborhood.
Data for the dependent variable comes fiaeoollection of monthly time series of estimated
median home values for a panel of zip codes. The values aretegtiwvigh proprietary statistical
techniques by the Zillow Group and are accessible on tiegil Estate Research website. The
series is known as the Zillow Home Value Index (ZHVI) @éndvailable at several geographic
resolutions and for a variety of market segments. | utihiegeZHVI on the zip code level
covering all home categories including single family deacesco-ops and condominiums from
January 2010 through May 2015. Zillow property value estimates liestde research have

appeared as both dependent and independent variables in peerdeandveeholarly
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publications'® The ZHVI itself has also been the subject of study. Wiileuracy has been
shown to vary there is a general consensus that it provadesmably accurate estimates for an
aggregate analysis of property valdslagerty (2007) in particular found a 7.8% median
margin of error in Zillow estimates that was not systerally under or over estimated. The
accuracy of Zillow estimates was also shown to differ foiergtland less densely populated
areas. Gelman et al. (2011) find user submitted informationllemvZmproves completeness
but is not always accurate.

The ZHVI provides estimates of median home value in order togeaata that is not
influenced by the characteristics of the particular hosad in a given period. This validates the
assumption that median structural characteristics calirbi@aed by mean-differencinddy
tracking full-value, arms-length sales that are nadtmsure resales and applying machine
learning techniques the ZHVI aims to provide consistent haahge estimates. The index is
estimated using the same set of homes in each periokabping the sales mix constant across
time, while allowing characteristics to vary across zip sottaportant housing attributes that
are considered in the model include physical facts aboubthe land land such as structure type
and number of rooms, prior sale transactions, tax assessioentation and geographic
location. As an estimate, this data is subject to estimatian; Bowever, Zillow assures that
there is minimal systematic error. In other words, the “error is just as likely to be above the

actual sale price of a home as befqéillow Real Estate Research, 201@ther modifications

13 See Kay et al. (2014) and Huang and Tang (2012) for examples of peer reviewed literature and Garriga
(2013), Qiao et al,, Stratmann (2013), Frey et al. (2013), Morris-Levenson (2014), Keating (2014), Cronqvist
and Yonker (2009) and Guerrieri et al. (2013pr scholarly articles.

14 See Kay et al. (2014) and Frey et al. (2013) for comparisons of Zillow data to actual sales in regression
analysis; Hagerty (2007), Hollas et al. (2010) and MacDonald (2006) for accuracy of Zillow estimates; and Ma
and Swinton (2012), Kim and Goldsmith (2009) and Clapp and Giaccotto (1992) for the use of assessed values
in general.
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of the data include the application of a five-term Henderson mdoxverage Filter to reduce
“noise” and seasonal adjustments. The net result is a median home price index comparable
across both space and time. A graph of the average medianviatueeacross all zip codes
reveals a strong upward trend in median home values is clesillie beginning in March 2012
(Figure 3.1). Prior to that date median home values had beerasiegeThe graph also includes
the average change in median home values, revealingehaictiease in median home values
slowed considerably after August 2013, though the marginal gnaighremained positive. It is
apparent from this graph that the trend in median home sralter the course of this study

changes over time.

Average ZHVI Statistics

$2,500 $252,000
$2,000 $242,000
$1,500 $232,000
$1,000 $222,000
$500 $212,000
50 $202,000
-$500 $192,000
-$1,000 $182,000
-$1,500 $172,000
-$2,000 $162,000
-$2,500 $152,000

== Average Change === Average Value

Figure 3.1: Average Median Home Value and Average Changalile across All Zip Codes
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Overall, Zillow provides data for 24,460 zip codes while NFIP data isabtaifor
33,144 including American territories such as Guam, Puerio, Rie U.S. Virgin Islands and
American Samoa. The total viable overlap of the two datasfets 12,091 zip codes. Overall,
much of the geographic area of the United States is not edbgrthis study but over 76% of the
continental U.S. housing market is covered by populatidine study covers primarily
metropolitan areas (Figure 3.2As a result generalizations to rural areas may not be make

the same confidence as to metro areas.

Metro

I Non-Metro

Metro

Figure 3.2: Study Scope by Metro and Non-Metro Distinction

15 Based on the 2013 American Community Survey population estimates.
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Flood Insurance Data

Data on the National Flood Insurance Programs policiesde foomes from a cross-
sectional dataset provided by FEM®AThe dataset includes counts of total NFIP policies by zip
code and total subsidized and unsubsidized policies for the month B@&lRassed. Subsidized
policies are further classified by subsidy type allowing ferittentification of how and when it
would be affected by BW12. Only zip codes with data on both mediawe Walues from Zillow
and flood insurance policies from FEMA were included in thelystA complete breakdown of
how the zip codes are categorized is presented in Tablé 3.1.

Table 3.1: Number of Zip Codes by Type Included in the Study

Policy Type Policy Definition® Zip Codes
Subsidized non-primary, business and SRL 25% B+C+D 3,657
increase until true risk

Subsidized condo and multi-family - keep subsidy until | G+ H + | 3,889
sale, lapse, severe repeated flooding

Subsidized other, keep subsidy until trigger A+E 3,159
Total subsidized policies (affected by BW12) A+B+C+D+E+G+H+I 9,825
Total non-subsidized (not affected by BW12) F+K 2,266
Total NFIP policies in force!® Z+0+P 12,091

While the majority of NFIP policies are concentrated inidrLouisiana, Texas and
New Jersey, dividing the total number of policies in force bydta humber of housing units in
an area makes it apparent that the program is prevalerglbrdguthe country and not just in

coastal areas. Figure 3.4 illustrates the division by daareas in the top 20% of policies per

16 While some policy data with a time series component is available on the FEMA website detail needed for
this study is not. A Freedom of Information Act request may be able to locate the desired information but was
not feasible given the time constraints.

17 Only 2.5% of the data covered zip codes that did not participate in the NFIP at all, so they are excluded from
the regression analysis as described in the methodology section. Also, 133 zip codes affected in January but
not October are excluded so as not to have to control their influence in October. Since the 6,067 areas affected
in January are the exact same type removing these 133 shouldn’t affect the estimate. Additionally, 150 zip
codes are removed because of missing data on median home values.

18 These categories refer to the definitions presented in Table 1.1.

19 Multiple policy types are present in some zip codes so that the total subsidized is less than the sum of its
parts.
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housing unit are scattered about the continental U.S. frondBlto Nebraska to Washington
State. As previous studies have suggested, changes to the paognagither an exclusively
coastal nor an exclusively metro issue. It is also apparenthidn subsidies are distributed

widely. Areas with the highest proportion of NFIP subsidizechirever the U.S., with some of
the highest rates in the Great Lakes area (Figupe?Horida has low rates of subsidies, despite
having large numbers of subsidized policies in force, becausegef humbers of NFIP policies
in general. Simply having a large number of policies does nam radow subsidy rate though,

and vise versa; the correlation between these two measyuss -4%.

Policies in Force per Housing Unit, quantiles 6234-11.79
B 005-299 11.80 -29.24
299-624 B 2925- 1907

Figure 3.3: Policies in Force per 1,000 Housing Units

20 Note that this includes business policies under the National Flood Insurance Program so that the number of
policies per housing unit could be greater than one.
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Percent of NFIP Policies Subsidized, quantiles 14.73 -30.12%
B 0-2.45% 30.12 - 50.00%
245-1473% B 50.00 - 100.00%

0 360 720 1,440 Miles 4;
| } Il Il ] ! { Il ]

Figure 3.4: Percent of Policies in Force with Subsidy

The use of a cross-sectional dataset in a time seriesisnayguires some potentially
significant assumptionsf anunobserved change in policy data is correlated with explgnator
variables, such as the treatment periods, and the value diantme this would be captured
by the error leading to a form of endogeneity bias caused lynthieed values of the NFIP
series. Omitted variables may also lead to inefficient @&mation. The hypothesis of this
study is that the number of policiesis correlated with exethiome values and it is expected that
the BW12 reforms impacted the values. For the impact of thigednvariables not to be
significant it must be assumed that the change in potiagts is not correlated with any of the
included variables. This does not seem to be the case. Figuleo@.$ Isow total policiesin
force have changed since 1990. The data indicate that policiesenoreased until around

2008. Between 2008 and 2014 the number of NFIP policies in forceclasisely steady
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however a decrease can be seen around the time of BW1zds@mmable to assume that
property owners maintaining voluntary NFIP policies may ldre@ped coverage in response to

the policy. Thus the limited temporal dimension of the dataylikeluces an omitted variable

problem.
Policies in Force

6,000,000
5,000,000
4,000,000
3,000,000
2,000,000
1,000,000

0

\?’O’Q N \?’v \?’o’% \?’q% '900 '9& w@b‘ '»QQ‘O ’190% '9\9 '»00 ’&\,V

M Policies in Force

Figure 3.5: Total Policies in Force over Time

It is assumed that a causal link exists between the redutpolicies in force and the
BW12 reform leading to some omitted variable bias: as owners afimduk structures realized
the extent to which the loss of the subsidy would incrdasegremium some of those policy
holders would elect to discontinue coverage. While this is arrieaipguestion the data to
assess this is not available. Addressing omitted variablednjases the inclusion of the
variable or a closely related instrument and none was fourelgdéstion is now: how serious is

this problem? It seems unlikely that whole communities woane felected to leave the program
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entirely. | make the assumption that no zip codes changrgb gnembership over the course of
the study due to BW12 so that no bias exists when using fodsda represent zip code group
membershig! When using continuous measures of the number of poiicfesce the
unobserved change over time the reduction is due to mairiypde tvith subsidized NFIP
program dropping their policies. In this case the bias is eeqgpé¢atiead to underestimation of the
effect of the treatment periods on median home values bechuoegative correlation between
the number of subsidies and median home values during dteérg period. It is also expected
to be relatively small; from 2011 to 2014 the total change in policisce was roughly 5%
with most of this change taking place from 2013 to 2014. Whileglasrtainly not an

insignificant change, it is not extremely large.

Additional Data

It is assumed that certain location specific variables doh@oige significantly over the
course of the study; however, the five year time period is lomggénthat this may not be
accurate for some of these variables. Factors such as fhotuhtisk exposure, demographic
composition, quality of schools, and access to natural ameaitgpolitical representation can
change over time. Time invariant differences between zipsooaie be captured with zip code

specific fixed effects for variables that are time invatriay adding a zip code specific intercept

21 The boundaries of Flood Insurance Rate Maps could change over the study period and impact subsidies
within a community but changes are made infrequently and new subsidized policy creation is assumed to be
minimal. In general, map revisions are small and encompass areas considerably less than a zip code.
Additionally, one of the provisions of BW12 was to reassess and update FIRMs with new technology since so
many were outdated and this process takes time. After reassessing flood risk the maps have to be drawn up
and presented to the community for public debate and questioning. A 90-day appeal period is mandatory.
Additional changes to premium rates under BW12 occur upon remapping, but the provision calling for these
premium rate changes was not to be implemented until the latter half of 2014.
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a; to the model, which may or may not be observed, and an assocthdiial specific error
termv;, which is not. The general form of the model in equation 2.1 noantesc
(Eq. 3.1)

Die = @; + Bo + B1Sub; + B, BW; + Bz Post, + B,(BW, * Sub;) + fs(Post, * Sub;) + Xj ¥

+v; + €
whereg;, is assumed to be an idiosyncratic observation-specific zeap-mandom-error term.
The total error termy; + €;; is subject to the OLS assumption that model errors areretatad
with the regressors for unbiased estimation of model parandteus it is critically important
that the unobserved individual erngris uncorrelated with any variable in the model. To remedy
this problem a fixed-effects model applying mean differagnes utilized to remove the
heterogeneity effect and its associated error from the mBgledoing so the time invariant
heterogeneity parametefs; — @), (v; — ¥,) and(B; — ), drop out of the equation.
Additional information on relevant neighborhood specific locatimaracteristics and

market characteristics are collected from various sourdesinElusion of structural
characteristics of the median home are not necessamnydgeZalow holds this constant.
Location specific attributes are both demographic and geogrape latter attributes of interest
include whether or not the zip code is coastal and the natdi@odfrisk in that area. While the
flood zone ratings are generally available they must besaeddéy individual community and
stitched together. Since flood zones do not correspond to zip codes shieyoad the scope of
available resources. Miles of rivers and stream, acres oélaka coastal dummy are used to
proxy flood risk. These measures provide insight into the tgdeqaantity of risk faced. Since
relatively large areas are able to contain larger bodiesitgnand more miles of river total

square miles is included to control for the size of a zip code.
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Demographic variables of interest fall into four broad categorace, income, poverty
and educational measures. Monthly series for these varaelest available. Local
demographic attributes of each zip code can be obtained on the zileweldeom the U.S.
Census Bureau 5-year American Community Survey for 2013. Howhigedataset only
provides one cross-sectional estimate for the entire studgdpo&s a result time variant location
characteristics are not included in this study. Additionaligy cannot be assumed to be
uncorrelated with the regressors because they includestroenitted variable bias may be
present if they determine median home values. Whetheiircattabutes vary significantly over
the course of the study period is not clear but is an empisgige. In short panel series
characteristics like the quality of education, demograpbioposition and political
representation can be thought of as constant. The longstuthe the less this assumptionyma
hold. It is expected that any bias is small for severabreamcluding the medium length study
period. Because time trends will be accounted for generafieban location characteristics or
how they affect median home values is important only in saddiey differ between zip codes.
While this is likely, it is less hazardous to assume ¢hanges differ between groups of zip
codes. Participation in the NFIP program is voluntary so tiety sinly compares areas that
participate in the program. While what areas have and dcamet $ubsidies are not necessarily
random there is no direct selection into the group so coorladitween group membership and

unobserved location characteristics may not be I&rgmally, the collinearity of time variant

22Receiving subsidies was not a voluntary option selected by communities but depended on when the area
began the program and how recently homes have been drawn into a new flood plain. An indirect selection
bias based on factors that contributed to early participation may be present, but for many communities
receiving subsidies the initial FIRM would have been adopted in the 1970’s and 1980’s so time variant factors
that would have contributed to initial participation would likely be different today. A characteristic such as
flood risk exposure may lead to early participation. It’s variability over time is not clear. The drawing of new
or adjusted flood maps is assumed not to be related to time variant location characteristics.
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and time invariant location characteristics or any otheluded variable would diminish this
bias. Ultimately none of these arguments refute the pcesaf endogeneity due to location
characteristics that change over time and futurearekanay include some measures of these.

Market characteristics are captured by the monthly geevhthe S&P500 Index.
Additional market conditions common for all areas are caghthiyea monthly fixed effect,
which is a month specific intercept that measures dinenon difference in median home values
across all zip codes in monthTo address unobserved differences over time within each zip
code cluster robust standard errors are reported for all redwdtsavailable. The robust
standard errors relax the assumption that observations aitiioup are independent and allows
limited autocorrelation of errors within each area.

A visual inspection of average median housing values in FRydrelearly shows the
presence of a general upward trend over time. Tests revietlidhseries is deterministic, or has
a unit root, meaning that there is a nearly tiene relationship betweefHVI;, andZHVI;,_;.

A unit root results in inefficient estimation of the moded d@ime solution to this problem is to
difference the series by its previous vaiti/hile a visible trend remains in the first differenced
trend line the difference is found to be stationary.

An additional dimension not unique to panel data is space. Tosdssedshe two areas
differ within a differencan-differences framework the assumption that the houseugkets in
each group are independent and that housing trends ararssmi¢quired. In regards to the issue

of independence this may not always be the case. Because zitermti¢o be small housing

23 Most previous literature using Zillow estimates has used a log transformation; however, these studies often
pool values from different years or consider a very short time period. See Kayet al. (2014), Stratmann (2013),
Fretet al. (2013), Keating (2014) for log transformations. Morris-Levenson (2014) use the change in city level
ZHVI as a dependent variable while Morris-Levenson (2014) uses the change in ZHVI, but as a dependent
variable. See Appendix I: Stationarity for a discussion on this result.

27



values in one zip code may have direct or indirect effects omoilging values of nearby areas.
Theoretically, spatial autocorrelation in housing markedyg arise from two sources: common
neighborhood characteristics that cast influence acrbgscstooundaries and spatial spillover of
housing prices between neighbors (Can, 1992). For example, ziprcaylebhare the same
school district, county services and local amenities that woeld a similar influence on

median home values in separate but nearby locations. Additionakyby areas could serve as
substitutes for one another resulting in a convergenceluad waross borderd Correcting for
spatial lags or spatial errors can lead to improvements in p@raestimation over standard
OLS; a few studies that have done so have favored the spatiainedel more often than na.
Data descriptions and summaries for all variables are peesentable 3.2 and Table 3.3,

respectively.

24 [f the nature of these spillovers are correlated with group membership this would introduce an omitted
variable problem. Therefore in the absence of spatial econometrics it is necessary to assume spillovers are
present for both groups and do not depend on group membership.

25 See Kay et al. (2014), Frey et al. (2013) for spatial error models, Tu (2005) for spatial lag and Feng and
Humphreys (2008) for comparison of OLS, MLE and spatial 2SLS.
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Table 3.2: Summary of Variable Definitions

VARIABLES

DESCRIPTION

Dependent Variables

ZHVI,
AZHVI,,

Dependent Variables

Zillow estimated median home values for zip code i in time t.
The first-difference of ZHV I;;

PIF; Total number of NFIP policies in force in zip code iin in July 2013.

0; Total number of subsidized NFIP policies in force in zip code i inin July 2013.

Sub; Indicator equal to one if zip code i had subsidized policies in force in July, 2013; 0
otherwise.

Pass, Indicator equal to one if the estimate is from the pre-enactment phase of Biggert
Waters: July, 2012 to January, 2013; 0 otherwise.

BW, Indicator equal to one if the estimate is from the entire Biggert-Waters period from
passage to repeal: July, 2012 to April, 2014; 0 otherwise.

Act, Indicator equal to one if the estimate is from the first enactment period of Biggert-
Waters provisions: January 2013 to March 2014; 0 otherwise.

Post; Indicator equal to one if the estimate is from the post repeal period of Biggert-Waters,
also the time the Homeowners Flood Insurance Affordability Act was in place: April,
2014 to May, 2015; 0 otherwise.

SP, The average value of the S&P500 Index for month t.

THU; Total housing units in zip code iin the 2013 5-year American Community Survey.

Year; Median year built for the homes in zip code i.

Coastal; Indicator equal to one if zip code / is coastal, zero otherwise.

MilesRS; Miles of rivers and streams in zip code i

Arealand; Land area of zip code / in square miles

Metro; Indicator equal to one if zip code i was considered a metro area by the 2013 Rural
Urban Influence Continuum; 0 otherwise.

Table 3.3: Summary of Variable Statistics

VARIABLES N Mean Std.Dev. Min Max

ZHVI; 12,091 218,547 193,665 26,000 5.300e+06

AZHVI;, 12,091 368.2 2,757 -68,300 154,000

PIF, 12,091 346.42 1290 1 28,834

0, 12,091 64.24 318.1 0 10,194

Sub; 12,091 0.813 0.390 0 1

SP, 12,091 1,525 321.7 1,097 2,112

THU; 12,091 8,045 6,424 46 40,274

Year; 12,081 1974 15.41 1939 2007

Coastal; 12,091 0.1552 0.3621 0 1

MilesRS; 12,091 13.79 27.82 0 687.78

Arealand,; 12,091 48.02 91.93 0.0712 2,047

Metro; 773,824 0.881 0.323 0 1
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CHAPTER FOUR

RESULTS

This study aims to address whether flood insurance reforrmifispfly the Biggert-
Waters Act of 2012, had a measurable impact on housing valuesethien presents a series of
models and results to test the robustness of each model tatdtspecification® The first
section addregsResearch Question 1 which attempts to identify if a diffsxen trend between
areas with and without subsidies exists. The first stlosecf section one presents two models
using indicator variables for membership into policy participagr@ups and treatment periods;
the second presents a more flexible analysis of the treapeeiod subsection three accounts
for robustness to an alternate first-order dependent lag n&adesection four accounts for first-
order autocorrelation of the error process; finally, subsefitteraccounts for spatial correlation
of the errors. The second question concerns whether fiact &f unique to the definition of the
treatment group or if alternate specifications produce singkaults. The first section of section
two randomly specifies membership to the treatment grougsetbend removes the four states
affects the most by the real estate collapse, a coastattiest is drawn third, the fourth
subsection considers the median age of the housing stodikalhg results are presented for

low, mid and high quantiles of subsidy measures.

Research Question 1: Is there a difference in median home values between areas with and

without subsidies associated with changesin the National Flood Insurance Program?

26 A similar approach of using multiple specifications to check robustness is taken by Tu (2005), Kay et al.
(2014), Dye et al. (2014), Frey et al. (2013) and Huang and Tang (2012).
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Basic Models

So far this study has identified two types of zip codes, areagahatipate in the NFIP
with and without subsidized policiesin force, and three timeogeybefore passage, from
passage to repeal, and after repeal. This section provides festiiis model as well as an
alternate specification of the time periods. In each moéeleference group are areas that have
no subsidized NFIP policiesin force. This group serves as cgnoop for the effect of the
policy because it is not directly affected by the new conditionsrgmgesubsidized rates. The
treatment group are zip codes that contain some number of galbisidiFIP policies; they are
directly affected by BW12s subsidy provisions. The model that exs foresented so far is
reproduced in its entirety as Equation 4.1 and will be referredtodsl I.
(Eq. 4.1)

Ap;r = a; + 60, + By + B1Sub; + B,BW, + B3Post, + B,(BW, * Sub;) +
Bs(Post, x Sub;) + X, ¥ +vi + €t

Model | expresses the change in the median estimated Valoe of zip code in month
t as a function of policy variables, treatment periods, location spebé#racteristics, market
conditions and monthly(6,) and individual(a;) fixed effects. The time invariant variables,
noted by the absence of aubscript, will drop out during mean-differenced estimatior Th
coefficients of interest ang, andfSs. The former measures the average difference in the €hang
in median home values for zip codes that had subsidized polida@sénin July 2013 during the
period from passage in that month to repeal in April 231f4the provisions on subsidies in
BW12 had an effect on median home values this coefficiempiscted to be significant.

Specifically, it is expected to be negative. This would refledt the change in median home

27 Repeal was officially on March 21, 2014.
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values over this period was on average less than that in atkagtvgubsidies. Fofs the
expectation is less clear. If it is negative it would reftbat subsidized areas still had a rate of
change in median home values below that of areas withoutlgssdt is expected that the
elimination of BW12 is a benefit, but it is not clear that the Homeowners Flood Insurance
Affordability Act is also a benefit or simply less of a bad thilighe latter this coefficient will
still be negative but should be greater tfgnif the former it may be insignificant or postivie.

Model Il is represented by equation 4.2 and expands on Model | byireditive period
before enactment but after passage to be uniquely defined. Basddy dividingBW; into two
parts. The first part is the period from passage to enactrfess;] and the second part is the
entire period that BW12 was in effed ;).
(Eq. 4.2)

Ap;y = a; + 0; + By + B1Sub; + B,Pass; + BsAct; + B,Post, + Bs(Pre, = Sub;)

+ B¢ (Act, * Sub;) + B,(Post, * Sub;) + X, ¥ +vi + €1

The coefficient on the interaction betwesb; andAct, has a similar interpretation to
its interaction withBW, in Model | except that it specifically defines the period ok the
BW12 provisions are in place. The coefficient on Maas; interaction is expected to be negative
if the effects of the BW12 provisions were anticipated aaamwith subsidies in place prior to
enactment and insignificant otherwise.

Results for Models | and Il and are presented in Table 4.1. Befangrerg the
coefficients of interest it is worth nothing that the fioeents on the treatment period are

positive and significar The positive sign indicates an increase in the chang®dan home

28 To test the robustness of the models to the specification of the time effect these models were run with
continuous time variables instead of fixed effects. Polynomials up to order five were included. All time trends
were significant and the treatment periods remained significant in each of the new specifications although the
coefficients reduced in magnitude. The estimates and standard errors on the time period policy interaction
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values over these periods. Their interaction with the subsadypgndicator is consistent in all
models. Each one shows that the change median home values liess in every period,
including the pre-enactment and post-repeal phases. Theedifes between all treatment and
group interactions is significant in both models with p-valoE0.0000. This confirms that the
change in median home values for subsidizes areas iscagii§i less than those without
subsidies in each treatment period. The greatest differsergsen in Model 1l when the whole
enactment period is taken together.

Table 4.1 Difference in Changes in Median Home Values, Results fotés | andl

VARIABLES Model | Model Il
Policy Period

BW, 2,582%*x*

Pass, 1,774%**
Act, 3,040%**
Post, 1,257%** 1,572*%*
Policy Period Subsidy Interaction

BW, * Sub; -668.5%**

Pre, * Sub; -584.5%**
Act,* Sub; -702.1%**
Post, * Sub; -344.0%** -344.0%**
Constant -372.5%** -372.5%**
Observations 773,824 773,824
R-squared 0.141 0.141
Number of Zip Code 12,091 12,091

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1
Note: The dependent variable is Ap;;. Individual and monthly fixed effects and dSP,
are included but not reported.

The coefficients represent the average monthly differém¢he change in median home

values for members of the group with subsidies from those withautthe respective time

parameters did not change, indicating the policy effect is robust to the specification of the time trend. Overall,
the continuous time models explained slightly less of the variation with R-squares from 0.118 to 0.134.
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period. In each model the largest effects are seen duririgetitenent window but Model i

makes it clear that the effect was largest in theternt period rather than the passage to
enactment phase. The change in median home values dogicignent was approximately $700
less per month in areas with subsidies. Median home prie@s®5#85 slower per month before
enactment and $344 slower after repeal. For the entire periogoissage to repeal home values

grew about $670 slower per month. These findings are consistestsanodels | and II.

Robustness of the Trend: Monthly Treatment Periods

In this section | expand the subsidy time period intera¢éon by interactingub; with
an indicator for each individual month after the July 2012 passdgj¢/12 to see how the
change in median home values actually differs for each mbiithis gives insight into the data
by adding flexibility to the model and reveals the differeineed between areas with and
without subsidies relative to the base period before BW12 wasthasteeactingSub; with the
monthly indicatorM, produces the Equation 4.3, referred to as Model IlI:

(Eq. 4.3)

64

Ap;y = a; + 6, + By + B1Sub; + B,BW; + BsPost; + 2 (M, * Sub) + Xjp ¥y +vi + €t
0

t=3

The hypothesis is that the difference in trends betwesas with and without subsidies
over the reference period will become significant sometiroenar the time BW12 is passed. If it
occurs around July 2012 this would suggest the effects wesipatéd around the passage of
the act. If it occurs before July 2012 then there is evidencéhthaffect of the act was

anticipated even before it was passed. Similarly, if the diffee peaks when the enactment

29 Dye et al. (2014) takes a similar approach to checking model results. They replace a post-2008 dummy with
yearly interactions to confirm that the year the change took place was the one associated with the dummy
variable.
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takes place this would indicate an immediate adjustmeardkgs of whether it was also
anticipated. It is expected that the entire effect of BW18 med anticipated and that there was
some adjustment when the provisions took effect. Howeversthefia moving average by
Zillow may hide this structural break. It is also thoudhdt tthe difference between areas will
decrease when BW12 is repealed. Again, if this result iscéeegbéhis may occur before March
2014. On the other hand, if the HFIAA is not seen as a signifiogprovement over BW12 the
change intrend around this time may be minimal. Whesrpneting these results it is important
to recall that correlation does not equal causation. No amowraation of the expected
effects with the expected months can definitively shoveaiaon. The less they align the more
doubt is cast on a causal relationship. Unless results are pilyfonoonsistent with prior
expectations or supremely aligned with them this modelalvilays be open to interpretation.
However, it provides as detailed look at the data at hand as is pasgibtehe assumption that
the model is well specified. Results are presented in Tabl@He coefficients on the treatment
group time period interactiord § are displayed in Figure 4.1 along with their 95% confidence
intervals. These coefficients represent the differendbeirthange in median home value growth
between subsidized and non-subsidized areas; therefore, theraiédrom non-subsidized

areas is represented by the x-axis.
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Table 4.2 Difference in Changes in Median Home Values, Model lll

VARIABLES VARIABLES
BW, 1,558%*** Oct13 (Second Enactment) -494 6%**
Post, 1,875%** Nov13 -348.4***
Decl13 -323.6***
Policy Interaction (&): Jan14 -328.6%**
Feb14 -287.1%**
Jull2 (Passage) -514.4%** Mar14 (Repeal) -278.0%**
Augl2 -476.7*** Aprl4 -169.5
Sepl2 -561.7%** May14 -106.5
Octl12 -611.4%** Jun14 (Peak) -85.97
Nov12 -612.4%** Jull4 -89.98
Decl2 -600.5*** Augléd -109.0
Jan13 (First Enactment) -685.5%** Sepl4 -134.8%**
Feb13 -838.7%** Oct14 -225.2%%*
Marl3 -996.2%** Nov14 -430.6***
Aprl3 -1,044%** Decl4 -468.3***
May13 -1,045%** Janl5 -425 4%**
Jun13 (Trough) -1,096%** Febl15 -495 5¥**
Jull3 -999.2%** Mar15 -580.2%**
Augl3 -787 .4%** Aprl5 -640.2%**
Sep13 -653.6%** May15 -551.4%%**
Observations 773,824
Number of Zip Codes 12,091 Constant -337.3%**
R-squared 0.143 dSP, 2.045%*x*

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1
Note: The dependent variable is Ap;;. Individual and monthly fixed effects are included but not

reported.
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Forecasted Difference in Change in Median Home Values
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Figure 4.1: Forecasted Difference in Change in Median Horhee¥dor Subsidized Areas,
Model I
It is impossible to say for certain that BW12 is responsiblév@difference in trends

between areas with subsidies and without subsidies, but the evidezompelling. The
difference in the change in monthly median home valuesspaftdr BW12 is passed and occurs
between the two enactment periods. This effect rapidly dingsiand become insignificant
around the time BW12 is repealed. Oddly, it becomes signifagain towards the end of the
study period. It is also significant before BW12 is passed.dtili not clear that this correlation
Is not coincidence. Model IV extends this analysis into the foag more complete picture of
how home values correlate with NFIP reform over the courseecdttldly. This model is givan
Equation 4.4 and results are provided visually in Figure 4.2. Note Ihelifference from

Equation 4.3 is the extension of the summation back=td.
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(Eq. 4.4)

64

Ap;y = a; + 6, + By + B1Sub; + B,BW; + BsPost, + (M, * Sub;) + XjV + vi + &i¢
t=2

Figure 4.2 shows that this trend is generally robust to theitden of the reference
period and that a significantly slower rate in the growtmedian home values appears in areas
with flood subsidized flood insurance policies and is highly catedlwith flood insurance
reform. Generally, changes in the rate that median homewake diverging align with
congressional actions on flood insurance reform either immadgliar within a month of the
action. Median home values begin to fall around July 2011 when batkesoficongress made
official moves in favor of flood insurance reform that would elingnsubsidies. The difference
in the change in median home values increases in April 2012 B\WAr2 is introduced and
again in December 2013 just before the first provisions taketeffhere is not much change
around July 2012 when BW12 is passed but the growth in median hdues vamained below
that for areas without subsidies. Median home values contioudydrge until June 2013 when
significant pressure built to reassess BW12 and the Hossegba bill that would delay further
rate increases. The change in median home values for sudsadeses remained below that of
non-subsidized areas until just after the HFIAA was ghss@pril 2014. Shortly thereafter the
change in median home values began to diverge again. Whkilpaper has focused on BW12

this could be due to HFIAA provisions that did not provide as mucéf s expected.
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Forecasted Difference in Change in Median Home Values
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Figure 4.2: Forecasted Difference in Change in Median Horhee¥dor Subsidized Areas,
Model IV
These models point out that the time period distinctions ptht fioiModels | and 1l do

not accurately align with the data, but nevertheless ateralell with flood insurance reform
actions. From the results presented in Models Ill and 1V itangabat rather than the dates of
passage, enactment and repeal a smoother divergence begnustheotime reform was first
formally introduced and differences are more closely assabvath congressional action on
insurance reform than the enactment of BW12. Cumulativdbydels lll and IV suggest a strong
correlation between flood insurance reform and the changedramhome values. Converting
these results to average median home values gives a moliganudture of these results and
illustrates the divergence in median home values from wk€h2Bwvas proposed to when the

HFIAA was introduced (Figure 4.3). The argument that flosdriaince reform measures are the
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causal force behind these changes seems to be reasonablepogtsibdity of spurious

correlation or model specification error has not yetriantirely ruled out.

Forecasted Median Home Values
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Figure 4.3: Forecasted Difference in Median Home Values, Mddel |

Robustness of the Trend: AR(1) Dependent Lag Specification

This model is fit to a non-differenced dependent variable amtelaishisncludes a one time
period lag as a regressor to test the robustness of thes tesalsimilar functional form. This
regression is implemented in Stata using the xtdpd commahdtibnng the two-stage least

squares Arellano-Bond estimatétThe first stage estimates an instrument for the dependent

30 The Stata “xtdpd” command implements this Arellano-Bond two-step-least-squares estimation. More
information on this test and the “xtabond” and “xtdpd” estimators can be found in StataCorp (2014) and

Chapter 9 of Cameron and Trivedi (2010). Complete citations are given in References. A two-step Generalized
Method of Moments procedure is also possible with the Arellano-Bond estimator. While GMM estimator is

more efficient, this requires the additional assumption of homoscedasticity of the error term which cannot be
made.
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variable lag and the second stage controls for within groepl #ffects by utilizing the first-
differenced values of all variables, including the autoreivedV, as instruments for the level
equation. The equation actually estimated is first difisdnhowever, results are obtained for
the empirical model, Model V, given by equation 4.5.

(Eqg. 4.5)

64
Pie = +0; +Bo+B1Yie—1 + Zt—26t(Mt * Sub;) + X ¥ + v + &t

In this framework the dependent variable lag is endogelnecause the first-differenced
lag is simultaneously determined with the first differenea@r but if there is no serial
correlationy; ,_, can serve as an alternative instrument. A test of serialation of the errors
Is calculated under the null hypothesis that there eutacorrelation using the correlation
betweere; . ande; ., Wherek is a specified number of autoregressive lags rejects this
assumption. It is true by definition that correlation exigtst = 1 but correlation fok > 2

violates the no autocorrelation assumption. No autocorrelatieeisted for alk < 7 but fails
to rejectakt = 7 andk = 8 (Table 4.3). Thus an instrument is constructed using the more
distant lags as well as every other regressor includée imodel.

Table 4.3: Autocorrelation test result under null hypothesisoatutocorrelation

k z Prob>z
15.177 0.0000
-12.717 0.0000
-14.309 0.0000
2.2137 0.0269
-4.6025 0.0000
-3.0574 0.0022
1.0124 0.3114
-0.42644 0.6698

ONO UL D WN B

The model is assumed to show the same trend as the fiesedded estimators depicted

in Figure 4.3 above. Specifically, it is expected that the trandsbsidized and non-subsidized
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areas diverge in July 2011 when Congress began to seriouslygdfmd insurance reform.

The gap is expected to be greatest just before Maxine \Watdrsther representatives appealed
to Congress for a reassessment of the policy. Finally, ther&ldi®mo observed difference
around the time BW12 was actually repealed. Figure 4.4 disthay®sults which do in fact
show a similar trend to the one described in the monthly radssstest. This verifies that the
observed correlation is not simply a byproduct of the way the moaiekpecified. The Model V

series begin to diverge in September 2011, peak in June 2013 and diminish in the period’s

immediately preceding repeal.

Forecasted Median Home Values with AR(1)
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Figure 4.4: Forecasted Difference in Median Home Values, Model V
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Robustness of the Trend: First-Order Error Autocorrelation

Formal tests of all five models indicate the presence offisignt first-order
autocorrelatiod! This violates the Gauss Markov theorem and results inf@L®nger having
the property of minimum variance. While still unbiased tusld lead to misleading conclusions
based on the standard t- and F-tests. Model Il and Mydate rerun with an AR(1) process to
test robustness of the conclusions of the prior mo@éliedel Il is presented in Table 4.4 with
(a) and without (b) the inclusion of time period fixed effeavhich seem to affect the estimation
of the autoregressive model.

Table 4.4: AR(1) Model Results: Model I, Il (a) and II (b)

VARIABLES Model Il Model Il (a) Model Il (b)
Policy Period

Pass; 1,774%** 5.52e+08*** 720.9***
Act, 3,040*** 5.52e +08*** 1,212%**
Post; 1,257%** 5.52e +08*** 1,316%**

Policy Period Subsidy Interaction

Pass; * Sub; -584 5%** -190.6*** -179.0%***
Act, * Sub; -702.1%%* -397.4%** -382.0%**
Post, * Sub; -344.0%** 271.1%%x -260.9%**
Constant -372.5%%* -5.52e +08*** -140.3***
Observations 773,824 761,733 761,733
Number of Zip Codes 12,091 12,091 12,091

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Note: The dependent variable is Ap;;. Individual and monthly fixed effects are included but not
reported.

The inclusion of the monthly fixed effects with the (AlRprocess seems to cause

problems with the underlying time trend. Excluding thenultesn a more intuitive model and

31 The xtserial command in Stata which impliments the Wooldridgetest for serial correlation in panel data is
applied with p-values of 0.0000 against the null of no first-order autocorrelation in all cases.
3z Cluster robust standard errors are no longer reported.
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has minimal effects on the interaction variables of @gerCompared to Model Il the AR(1)
models indicate a reduction in the magnitude of the changeseetperiods. Theoretically the
estimates of the previous models are unbiased and consistest @ns somewhat surprising to
observe these changes but it is possible that there is sm@mlendogeneity in the model due
to the moving average. Nevertheless, the results indicate @eiwdrend peaking sometime
between January 2013 and March 2014, which is consistent wiphali@us models. A graph

of the AR(1) robustness cHets presented in Figure 4.5.

Change in Median Home Values for AR(1) Error Process
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Figure 4.5: Difference in Change in Median Home ValwesStibsidized Areas with
AR(1) Error Process
The results clearly demonstrate that the trend is robubketfirst-order AR(1) process for
the model errors. Results indicate significant decreasedlw/eeference period are slightly
different but the relative differences between monthrnisistent. So far it is apparent that the

observed trends are robust to several model formulations, redgpenods and error processes.
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Robustness of the Trend: Spatial Error Model

A spatial error model is now introduced for Model Il to accounufesbserved factors
common across space that may determine housing valueseAmatd model would be a spatial
lag model in which nearby home values directly affect theegbf the neighbors. While this
may have some validity the motivation here is that commaeslih home values across space
are due to common unobserved spatial characteristics sactess to the same public services,
school systems, amenities or flood risk that are common acpossed® boundaries.

A spatial weights matrix is constructed in GeoDa usiggean’s contiguity. This results
in an NxN matrix indicating whether each zip codeadjacent to every other zip cod®©f the
12,091 zip codes the average number of neighbors is 4.7 with a maximum of 18 arel 142 a
islands. The spatial coefficiehtis significant and the coefficients are consistent witvious

estimates. Results are presented with cluster robust slaexdars in Table 4.5.
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Table 4.5: Results for Model Il with Spatial Error Component

VARIABLES Model i Model Il SEM
Policy Period

Pass; 1,774%** 1,645%**
Act, 3,040%** 2,338%**
Post, 1,257 %% 1,442 %**

Policy Period Subsidy Interaction

Pass, * Sub; -584.5%** -308.5%**
Act,* Sub; -702.1%** -406.6%**
Post, * Sub; -344.0*** -174.9%**
A 0.0792***
o? 4.832e+06***
Constant -372.5%**

Observations 773,824 773,824
R-squared 0.141 0.094
Number of Zip Codes 12,091 12,091

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1

Note: The dependent variableis Ap;;. Individual fixed effects are included but not
reported. This model excludes dSP, and monthly fixed effects due to limited
computational resources.

Results from the spatial error model show that estimatdéerelices between subsidized
and non-subsidized areas are slightly less in all periodga®, the models above indicate that
differences in changes in median home values between aitbasd without subsidized NFIP
policies are highly correlated with congressional actiodardfinsurance reform. Economic
theory would support this explanation under well informed and fharkets that reacted to new
information as itis made available. While this may not sba@e realized so cleanly in practice
the data seriesis generated by the proprietary staltitgtataiques of Zillow Research Group
rather than pure economic processes. This study thus mstisigdish itself slightly from

analyzing data based solely on economic theory and insteaolhdeklige that it ultimately
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depends on which factors Zillow considers or how and when thex into play. Nevertheless,
the results are consistent with economic theory. Whpkaasible competing explanation for the
significant difference between areas with and withobsilies could be constructed the
correlation is compelling even in the absence of proven caus@iinen the consistent
correlation of changes with flood related insurance events tidemseems to be placed on an

alternate theory to offer a better explanation. A few willtwescdered in the next section.

Answer to Research Question 1: Thereis a difference in median home valuesin areaswith
and without subsidized National Flood Insurance Program policies. These changes are

associated with Congressional action on NFIP reform measures.

Research Question 2: Is this difference robust to alternate causal explanations?

Robustness of the Treatment: Random Treatment Group Membership
To see whether the observed results could have been due totearyasipiecification of
the treatment group Model Il (I3 rerun with a random set of zip codes designated as subsidized.
This is accomplished by first assigning each zip code a randoiner from zero to one.
Subsidized areas make up 81.26% of all observations and that ragimtzined by designating
all zip codes with a value greater than 0.8126 as non-subsidizedeamgrtinder being
subsidized. One sample is presented which has 2,242 “unsubsidized” zip codes and 9,849
“subsidized” zip codes. This is similar to the 2,266 and 9,825 true split. Results for Model Il are

presented in Table 4.6 and the forecast is presented in Figure 4.6.
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Table 4.6: Model Il Random Results for Random Treatment Group

VARIABLES Model Il Random
Policy Period

Pass; 1,774%** 1,266%**
Act, 3,040*** 2,450%**
Post, 1,257*** 976.5%**
Policy Period Subsidy Interaction

Pass, * Sub; -584.5%** 40.94
Act,* Sub; -702.1%** 23.36
Post, * Sub; -344.0%** 0.532
Constant -372.5%** -372.5%***
Observations 773,824 773,824
R-squared 0.141 0.139
Number of Zip Code 12,091 12,091

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1
Note: The dependent variableis Ap;;. Individual and monthly fixed effects are

included but not reported.

Difference in Change in Median Home Values for Random
Treatment Group
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Figure 4.6: Difference in Change in Median Home ValueRREmiom Treatment Group
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It is apparent in both presentations that no significaféréifice exists between
subsidized and unsubsidized areas when these treatment gregssigned randomly. This
lends great support to the hypothesis that the observed trendjaded with flood insurance
reform, is in fact due to the unique qualities of areas wilikiglies and not some other factor

that could be correlated with a random selection to subsidy grouperehip.

Robustness of the Treatment: Housing Recovery

Arizona, California, Florida and Nevada were hit hardest byadlising collapse and
over 83% of zip codes in the four states are subsidized, accountiraudghty 20% of
subsidized zip codes overall. Thus itis possible that thisssuliesy be driving the results if they
are recovering or not recovering differently from the collaffsemoving them from the sample
eliminates the difference in subsidized areas then ibeasaid that this effect was
overwhelmingly due to these states. By extension it maysoas doubt on whether the results
were due to recovery from the collapse rather than thedszbgiareas. If the trend is still visible
than it is thought to be robust to the recovery of the housargetin hardest hit areas. This
section presents results of Model Il and an associated fofemasthe subset of zip codes
excluding these states as a robustness check. This modptesented by Equation 4.2 but is
referred to as Model Il ACFN when run on the subské Results are presented in Table 4.7 and

Figure 4.7, respectively.

49



$400
$200

$0
-$200
-$400
-$600
-$800
-$1,000
-$1,200

-$1,400

Table 4.7:

Model Il Results Excluding AZ, CA, FL and NV

VARIABLES

Model Il Minus ACFN
Policy Period
Pass; 1,774%** 2,030%**
Act, 3,040%** 2,991 ***
Post, 1,257*** 1,404***
Policy Period Subsidy Interaction
Pass; * Sub; -584 5*** -641.9%**
Act, * Sub; -702.1%** -791.6%**
Post, * Sub; -344 0%*** -393.8%***
Constant -372.5%%* -405.7%**
Observations 773,824 625,984
R-squared 0.141 0.156
Number of Zip Code 12,091 9,781

A

Apr-10

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1

Note: The dependent variable is Ap;;. Individual and monthly fixed effects are
included but not reported.

Change in Median Home Values for Housing Recovery
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Figure 4.7: Change in Median Home Values for Subsidized Aredadixg ACFN

50



Results of the former reveal that the average differemeethe pre-passage reference
period is about $50 to $90 greater in each treatment period for the exblseling the four
states. The model forecast shows that the trend is persiatemery similar to that of the full
dataset. This may indicate that the excluded state®e@weering faster than other areas which
had previously muted the impact of the loss of subsidies imtesatment period. It is not clear
from these models whether the changes seen here aiethieeremoval of the subsidized areas
associated with the states or the change in compositidate$ secovering from the crisis;

however, it is clear that the measured effect and overatl ee robust to the change in sample.

Robustness of the Treatment: Coastal vs Non-Coastal

Another way to divide the data is based on whether the zip code bardmastal area or
not. Coastal areas are exposed to storm surge and wave ralkaendith their own flood
designation. As this leads to greater risk it may also legckt@ter premium increases.
Additionally, many reports of housing market trouble from BW1@ed& om coastal areas of
Florida and Louisiana. Zip codes were designated as coast}l ivibre within two miles of the
Atlantic, Gulf, Pacific or Great Lakes coast. It is expddhat greater changes in median home
values will be seen in coastal areas. Results, preseniedti® 4.8 and Figure 4.8, confirm this
hypothesis. Coastal areas saw an average change in rhedianvalues that was $1,335, $1,500
and $1,055 for post-passage, enactment and post-repeal phases, respEuaitvislynore than
two times the effect seen in non-coastal areas. Theasirebows a similar pattern to that of the
full dataset for each area but is much more pronounced itataasas. The divergence after the
passage of HFIAA appears substantially larger in coastad Hraa then in either the full or non-

coastal dataset, indicating this may be a coastal phenomenon.
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Table 4.8: Model Il Results for Coastal and Non-Coastal Areas

VARIABLES Model Il Coastal Non-Coastal
Policy Period

Pass; 1,774%** 3,294 %** 1,501 ***
Act, 3,040%** 4,828*** 2,764%**
Post; 1,257*** 2,153 *** 1,134%***

Policy Period Subsidy Interaction

Pass, * Sub; -584 5*** -1,336%** -504.3***
Act, * Sub; -702.1%** -1,506*** -614.3%**
Post, * Sub; -344.0%** -1,055%** -260.5%**
Constant -372.5%** -309.7%** -384.1%**
Observations 773,824 120,128 653,696
R-squared 0.141 0.150 0.151

Number of Zip Code 12,091 1,877 10,214

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1
Note: The dependent variable is Ap;;. Individual and monthly fixed effects are included but not reported.

Difference in Change in Median Home Values for Coastal and
Non-Coastal
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Figure 4.8: Difference in Change in Median Home ValuesStdrsidized Areas by Coastal
Distinction
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Robustness of the Treatment: Age of Housing Stock

The median age of the housing stock in a neighborhood cowddtrafty number of
underlying processes. To see if results are robust to whethess haran area are relatively new
or relatively old the data is divided into two parts: whether thdiam home was built during or
before 1974 or if they were built in 1975 or later. This division is choseugedais the year
that participation in the NFIP was made mandatory in oodexdeive federal disaster assistance
or federally backed mortgages. Areas that had joined prior to &s more likely at risk than
areas that joined after these incentives were added. Wisldistinction does not determine
when a zip code joined they would have had to exist priorto 1974 fdothes a possibility.
Additionally, new areas built into a flood zone should not have Hegble for subsidies. It is
therefore expected that older areas will have seen a&gedtect of NFIP reform. Many factors
can complicate this but this division splits the qualitiehefdata roughly in half; the pre-1975
cohort contains 46% of all observations, 46% of subsidized areas and S8&silfized policies.
Whether or not this is a good proxy for flood risk is uncertath @ternative explanations may
exist but results give some insight into how the trendesl® the age of the housing stock.
Results indicate that older areas were more heavily iepas would be expected in relation to
having greater flood risk (Table 4.9). Additionally, the trend is sbluad visible in both groups

though substantially more so in older areas (Figure 4.9).

53



Table 4.9: Model Il Results for Pre- and Post-1975 Median Homes Areas

VARIABLES Model Il Pre-1975 Post-1975
Policy Period

Pass; 1,774*** 1,992%** 1,586***
Act, 3,040%** 3,443%%* 2,269%**
Post; 1,257%** 1,401%** 1,126%**
Policy Period Subsidy Interaction

Pass, * Sub; -584.5%** -920.6*** -293.4%**
Act, * Sub; -702.1%** -1,135%*** -322.2%**
Post, * Sub; -344.0%** -741.8%** 5.127
Constant -372.5%** -197.2*** -524.6***
Observations 773,824 359,680 413,504
R-squared 0.141 0.122 0.174
Number of Zip Code 12,091 5,620 6,461

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1

Note: The dependent variable is Ap;;. Individual and monthly fixed effects are included but not reported.

Difference in Change in Median Home Values by Age of
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Figure 4.9: Difference in Change in Median Home ValuesSfdrsidized Areas by Median Age
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Robustness of the Treatment: Quantiles

While the above models help to qualify the nature of the diferén subsidized and
non-subsidized areas nothing so far has indicated whethaefeipeshds on the number of
subsidies present. The percent of NFIP policies that asedszed ranges from 0% to 100%.
Typically areas that are highly subsidized have few pollmieshere are 116 zip codes with over
1,000 subsidized policies and more than 90% are subsidized. Overall, toeleiywith the most
number of policies has almost 11,000 with almost 50% subsidized. Tatsthe intensity of
subsidy concentration Model Il is run on the first, last and reitldb quantiles of number of
subsidized policies. It is expected that areas with moredimbdipolicies will see greater
impacts from BW12 than areas with only a few policies as rabtiee housing market is
affected by the policy. On the other hand, if areas with @ laugnber of subsidized policies are
also large in general this effect may be ambiguous and démstedd on the proportion of all
homes that are subsidized.

Results are similar across the lowest three quartileshmw that the upper quartile of zip
codes saw a reduced effect (Table 4.10). This is countetivietbiut it is possible that areas with
large number of subsidized policies have a large number of hongesaral and the analysis is
rerun using the percent of housing units subsidized touatdor this (Table 4.11). Results of
the second set show that the greatest effect was midlade two quartiles but that the upper
quattile saw greater effects than the lower. While it is still odd that the largest effects aren’t
where the most policies are this is more intuitive thanpttevious result. A possible explanation
for these results is that areas with the most policeerair the same areas as those facing the
greatest premium changes. If this is the case tleemumber of policies is not the best measure

of impact from NFIP reform and flood risk or another measuogildibe used instead.
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Table 4.10: Quantile Results for Number of Subsidized Policies

VARIABLES Model Il Low Mid High
Policy Period

Pass; 1,774%*** 1,652*** 1,639*** 1,779%**
Act, 3,040%** 3,153%** 3,066*** 2,649%**
Post, 1,257*** 1,256%** 1,220%** 1,203%**

Policy Period Subsidy Interaction

Pass; * Sub; -584 5*** -682.6%** -638.5*** -377.9%**
Act,* Sub; -702.1%** -805.2%** -748.6%** -503.9%**
Post, x Sub; -344,0%** -502.3%** -358.9%** -145.5%*
Constant -372.5%** -321.2%** -347.2%** -344.9%**
Observations 773,824 316,672 442,944 304,256
R-squared 0.141 0.151 0.146 0.155

Number of Zip Code 12,091 4,948 6,921 4,754

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1
Note: The dependent variable is Ap;;. Individual and monthly fixed effects are included but not reported.

Table 4.11: Quantile Results for Percent of Policies Subsidized

VARIABLES Model Il Low Mid High
Policy Period

Pass; 1,774*** 1,794*** 1,756*** 1,775%**
Act, 3,040%** 3,258%** 2,606%** 3,096%**
Post; 1,257%** 1,224%** 1,233%** 1,216***

Policy Period Subsidy Interaction

Pass; * Sub; -584 5%** -418.1%** -738.6%** -438.5%**
Act, * Sub; -702.1%** -475 . 4%%* -859.4*** -607.5%**
Post, * Sub; -344, 0%+ -298.7*** -443 2%** -190.5***
Constant -372.5%** -308.1%*** -335.5%** -373.8%**
Observations 773,824 298,112 461,440 304,320
R-squared 0.141 0.175 0.149 0.133
Number of Zip Code 12,091 4,658 7,210 4,755

Robust standard errors *** p<0.01, ** p<0.05, * p<0.1
Note: The dependent variable is Ap;;. Individual and monthly fixed effects are included but not reported.
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The graph of forecasted difference in the change in médiae values (Figure 4.10)
illustrates that while the areas with the most subsidpricies per housing unit did not see as
much of an effect as those in the middle two quartilesémel$ is similar throughout all three
divisions. Nevertheless, areas with large numbers of subsidmgered more than any other
group indicating that it is possible that the majority of peBen high policy areas were
expecting rate changes in October rather than Januaige 8ie October effect seems to have
been muted due to congressional talks on ending rate higas with high numbers of subsidies
bolstered by October policies may not have seen the saméveed@nge in value as other

areas. Since less than 15% of all policies were affectechuladathis could explain the

unanticipated result.

Difference in Change in Median Home Value by Quartile
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Figure 4.10: Difference in Change in Median Home Value évcéht Subsidized,
Quartiles by Percent Subsidized

Another possible explanation may be that the types of risketodl premium increases

realized are not related to the number of policies presembulid be logical that the more
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policies there are the more the local housing marketintéltnalize a change in NFIP policy;
however, if the magnitude of the change is related to thelagtange in risk premiums this may
not be captured by quantiles on policy incidence. Looking at #geimFigure 3.4 reveals that
the areas with the highest percent of subsidized NFIPigsliend to be inland around the Great
Lakes and in the Midwestern region. If it is expected dbaistal areas bear the majority of the
rate increases then the highest quantile will not capghe greatest impacts. Overall it is
reasonable to conclude that the trend is robust to the nuhipadicies present as significant

effects are clearly visible in each group.

Answer to Research Question 2: The observed trend is robust to several changes in sample

and are consistent with some hypothesis regarding flood insurance reform asthe casual

factor. Additionally, theresults are not robust to random selection of the treatment group.
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CHAPTER FIVE

CONCLUSION

In this paper | examine the effects of the flood insweamtorm on housing values.
Specifically, | seek to identify whether there were dédfees in value trends between areas with
and without zip codes and if so whether this was unique to subsidizas. The analysis begins
by estimating a simple model which allows for a differenceome values based on
hypothesized treatment windows. The results suggest ext;dibwever, because the policy may
have been anticipated and these effects may not havedaligitrethe defined policy windows a
more flexible model was run. This model showed that the treremhbedseptember 2011 and
diverged until June 2013. The gap then closed until June 2014, whegait to diverge again. |
found that changes in these periods correspond with corgmabksaictions on flood insurance
reform. In July 2011 Congress made its first official moves toimgite subsidies, In June 2013
Congress as a whole was petitioned by some of its members toidecans Biggert-Waters
Act of 2012, in April of 2014 the Homeowners Flood Insurance Affordgbidt was passed.
estimate dependent lag, temporal error process and spatigiercess models to test the
robustness of the trend to model specification and alternatepeocesses. | find that the trend
Is consistently identified.

Concerned about the robustness of the results to alterpdamations | examine several
subsets of the data. | first test the robustness of theséstihe definition of the treatment group
and find no significant effect in a random designation of sliesil areas. Next | examine the
housing market recovery and find that the trend is presemeias excluding those hit hardegt b

the collapse. | find the results are robust to quantiles agul &ith expectations based on coastal
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and median age divisions. Overall, the evidence supports the sioncthat a significant
difference in median home value growth in areas with digsassociated with the Biggert-
Waters Act of 2012 and is caused by the new flood insurance pravigigarding subsidies. In
general, the effect on housing values is less than the $2;2d&ga increase in NFIP premium
which is consistent with prior research that indicatelsand insurance rates are capitalized at a
discount.

I have shown that flood insurance reform had negative imactise housing market;
now argue that thiss an expected outcome from a justifiable economic adjustresturing the
continued existence of disaster insurance requires stbdiion of the costs associated with
disaster recovery to those undertaking the risk. The progasiconceived out of necessity
because private insurers were unwilling to offer flood ins@wandigh risk areas. Because
losses from catastrophes can destroy the lives and livelihoactiofis on large scales a system
of risk sharing and guaranteed compensation is necesshgjptrestore social normality after a
disaster. With climate change making significant weaévents more likely reform of the
current unsustainable system is increasingly ctiticassure the long-term solvency of the
NFIP. By eliminating subsidies the NFIP puts the burdetnuef risk on those who incur the risk
rather than all who incur some level risk or the taxpaygeneral. This makes the program
become financially sustainable.

Additionally, the accurate communication of risk signal$worarket is an economic
improvement that can allow the markets to naturally redspafith less market distortion the
NFIP could encourage additional risk mitigation in theaarieis most needed. This would lower

the cost of a disaster for the victim, the taxpayer andnther. Since many flood areas are

60



located in ecologically sensitive coastal, marsh and wetlaas amernalizing the true risk of
development can also prevent critical habitat loss (Holladdysawartz, 2010).

A decline in home values in areas that had not faced theirisk premiums is a natural
consequence of the internalization of more accurate. \Mete it may be painful for some the
increased costs of risk takingexactly the goal of flood insurance reform. If any substhnti
progress in reforming the program is to be made premiums willtbage up; nevertheless, care
must be taken to assure that the distribution of thesg@esaioes not disproportionately burden
those in society least capable of dealing with economic stPesisies on single-family non-
primary residences and those structures that have seen sspetitive flooding could be looked
at first. Loans that facilitate flood risk mitigation cangh&éhance reductions in loss exposure
from insurers and where tied to means tested vouchers andetbimgarance rates they can
offset insurance payments for those in need (Kausky anceiiher, 2013).

The HFIAA is considered a band aid to the provisions of BW12 and arsgegtione to
future changes in the NFIP. For all these reasons isslaig to flood insurance are likely to
remain relevant for some time. Future research may exaaddgional alternate explanations to
increase confidence in the robustness of the results. Auality, this analysis makes only
cursory attempt at characterizing which housing marketamost vulnerable. Of greater
significance is whether the policy is regressive or prajvesResearch has shown the
concentration of NFIP policies in particularly poor and pardidulwealthy areas. It is important

for future policy reform to determine who bears the costs of paitehianges.
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APPENDIX |

STATIONARITY

Nonstationarity can enter into panel data by way of trenadse€wr random walks and
can pose a serious obstacle to drawing conclusions from modkis.rBsta that are non-
stationary have means or variances that change over tirkegnieypothesis testing dubious
because the asymptotic properties of the estimate areensaihe at each point intime. This
invalidates the traditional t- and F-distributions used for ngakiypothesis tests. Accordingly,
the subject of nonstationarity has received considerabittiattan the empirical literature on
panel data®

Stationarity is a problent y; ., determinesy;, in a oneto-one manner. Tk type of
relationship is said to be determiniséisy;; will be equal to its value in the previous period plus
a stochastic component. If a series has a unit root theksshoe not dissipated over time and
results in there being no long term mean for the data. ¥enels or drift can also be included in
a determinist series or can cause a series to be nonstatmnérgir own. This is known as trend
stationary and it does not lead to a deterministic relatipn3hie cure for trend stationary data is
simply to correctly model the trend. Thus the correct solutamon-stationary data depends on
its source and type.

In a simple framework the equatigf = p;y; .1 + Z;,¥: + €;; €an be estimated to test

the relationship between, andy; ._; wherez;, is a matrix of panel specific characteristics such

as fixed effects or time trend and the null hypothesis t@kether the lag coefficiept = 1

33 A search of Econlit for the terms “unit root” and “nonstationary” with “panel data” turned up 873 and 171
results, respectively, as of October, 2015.
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versus the alternative that < 1 (StataCorp, 2014%. The null hypothesis is that all panels
contain unit roots. The inclusion af, variables tests the robustness of nonstationarity to
different stochastic processes and identifies to whantettie best prediction of the value fgf

is ;1.2 If the null hypothesis is not rejected there is a detéstit relationship and the series
must be first-differenced by subtractipg,_, from y;,. If the null is initially rejected but the
inclusion ofz;, characteristics fix the issue the series has an adeddime trend that may be
sufficient to make the data stationary, in this case @éifieing would not be required.

Since nonstationary relationship can take a number of formesaddéests of the median
home value series using various specificationg,afising the ImPesaranShin (IPS) test are
estimated® Each test indicated that the median home value setiighly non-stationary
implicating a deterministic relationship rather than drstationarity. A shortfall of the IPS test is
that it assumes the errors in the test are not serially correlated. Using the Aikaike’s information
criterion and the Augmented Dicky Fuller (ADF) test to setlee correct autoregressive process
reveals an average of 5.23 autoregressive lags across pangisrapgiate’’ Testing several
specifications of;, using the ADF procedure with an AR(6) process rejects ransaty in

some but not all of the casésFirst differencing and conducting a series of unit rodstes

34 The actual model estimated is Ay;, = @,y;,_1 + Zy;¥; + €;; with the null hypothesis ¢, = 0 versus the

alternative that ¢, < 0.

35 [t is possible that more than one lag must be used to achieve stationary data.

36 Several specifications were needed because misspecification increases the chance of a Type I error and it is
impossible to know the correct process.

37 The equation tested is fundamentally the same for both IPS and ADF tests, the difference being the
assumptions on asymptotic behavior and behavior of the error term. IPS requires that N and T go to infinity
sequentially while ADF only requires that T does with N finite. ADF is a better test for the data since N are zip
codes it is more reasonable to assume that N is fixed while time goes to infinity but the formerisn’t
necessarily wrong. By default the ADF regression includes an AR(1) lags, so only IPS could be used under the
initial assumption of serially uncorrelated errors.

38 Because it is impossible to know which model was the correct specification of the nonstationary process
several specifications were tested. Each set of tests was also performed using IPS, ADF and Phillips-Perron
asympotics when applicable. Five of eleven models indicate the inclusion of an AR(6) process with trend is
the source of the identified nonstationarity; however, since both misspecification and a moving average
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d.ZHVI, = ZHVI1, — ZHVI;,_, rejected the null hypothesis of unit roots in all casesngly
suggesting an I(1) deterministic treibdel | would now be estimated on the first-differenced
median home valuAZHV I, = By + B1Sub;; + B,BW; + B3 (BW; * Sub;;) + 6, + €;;. Note

that the monthly fixed effect,, is a more dynamic specification of its linear counterpr,
which would not vary for each month. As a result the model spatdn addresses the
deterministic stationarity afHV I;; by first differencing and the trends still preserd#HV I;,

by introducing time period fixed effects that do not constiiantrend to be linear or significant

in each period.

component, which is known to be present, increase the chance of falsely rejecting the null of a unit root
confidence is not easily placed in the inconsistent results (Gujarati, 2009). All fourteen specifications of the
AZHV I, process rejected the null at p=0.0000. Thus it is reasonable to think this series is stationary as
rejection of the null is robust to model specification. Conducting similar tests on the natural log of failed to
reject the null of unit roots in four out of four cases and rejected the null with an average of 5.19 lags chosen
by AIC.
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APPENDIX 11

FULL MODEL RESULTS

Table I: Full Results for Model |

VARIABLES VARIABLES
Policy Variabl es Decl12 -755.9%**
Sub; Omitted (24.40)
- Jan13 -803.1%**
BW, 2,582%%* (24.36)
(63.30) Feb13 -662.2***
Post, 1,257*** (24.72)
(53.35) Marl3 -468.2***
(23.06)
Policy Period Subsidy Interaction Aprl3 -236.4***
BW, = Sub; -668.5%** (14.68)
(61.84) May13 Omitted
Post, * Sub; -344.0%** -
(57.84) Jun13 430.8%**
(15.09)
Monthly Fixed Effects Jull3 417.3%**
Mar10 -14.16 (22.34)
(17.84) Augl3 237.1%*x*
Apr10 -68.15%** (26.18)
(22.41) Sepl3 13.57
May10 10.76 (26.78)
(23.32) Oct13 -74.44%*
Junl0 -177.8%** (29.01)
(24.98) Nov13 -186.6***
Jull0 -420.0%** (31.00)
(26.48) Decl13 -277.5%**
Augl0 -525.3*** (29.75)
(26.73) Jan14 -452.6%**
Sep10 -589.1*** (30.25)
(26.19) Feb14 -776.1%**
Oct10 -629.0%** (31.00)
(26.88) Mar14 -523.5%**
Nov10 -573.9%** (35.70)
(24.69) Aprl4d 990.6***
Dec10 -624.1%%* (39.22)
(24.69) May14 670.8***
Jan11 S717.1%%* (37.00)
(26.61) Junl4 10.44
Feb11l -630.1%** (27.18)
(28.18) Jull4 -72.10%**
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Marl1l
Aprll
May11
Junll
Julll
Augll
Sepll
Octl1
Nov11l
Decl1
Jan12
Feb12
Marl12
Aprl2
May12
Jun12
Jul12
Augl2
Sepl2
Oct12

Nov12

-518.9%**
(26.05)
701.4%**
(25.03)
742.7%%*
(24.73)
562.3%%*
(24.97)
-495.9%**
(26.37)
-100.6***
(26.97)
-79.36%**
(23.51)
-52.64%*
(23.39)
111.2%%*
(23.97)
215.1%**
(24.64)
196.9%**
(25.49)
300.8%**
(25.07)
486.2%**
(24.81)
705.0%**
(25.76)
963.1%**
(27.44)
1,102%**
(27.88)
-889.5%**
(26.48)
-837.4%*x
(26.45)
-856.6%**
(26.63)
-851.7%**
(26.76)
-739.4%%x
(25.91)

Augld
Sepl4d
Octl4
Nov14
Decl4
Jan15
Febl15
Marl5
Aprl5
May15
Control Variables
dSP;
Metro;
Year;
Coastal;
MilesRS;
Arealand,;

THU,

Constant

Observations
R-squared
Number of Zip Codes

(24.22)
-61.02%**
(21.50)
-171.5%**
(17.79)
Omitted

Omitted

-84.66%**
(17.78)
-86.55%*x
(23.21)
365.9%**
(26.10)
610.8%**
(32.41)
215.6%**
(30.35)
-46.84*
(26.82)

1.023%**
(0.0882)
Omitted

Omitted

Omitted

Omitted

Omitted

Omitted

-372.5%**
(19.25)
773,824
0.141
12,091

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: The dependent variable is Ap;;, and 12,091 individual fixed effects are included but not reported.
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Table II: Full Results for Model 1l

VARIABLES VARIABLES
Policy Variabl es Nov12 Omitted
Sub; Omitted -
- Dec12 -16.44
Pass, 1,774%** (13.08)
(63.53) Jan13 -1,234%%*
Act, 3,040*** (26.85)
(68.24) Febl13 -1,093***
Post, 1,257*** (25.51)
(53.35) Mar13 -899.0%**
(25.02)
Policy Period Subsidy Interaction Aprl3 -667.2***
Pass; * Sub; -584 . 5%** (20.86)
(65.41) May13 -430.8%**
Act,* Sub; -702.1%** (15.09)
(64.51) Juni3 Omitted
Post, * Sub; -344.0*** -
(57.84) Jul13 -19.56
(16.89)
Monthly Fixed Effects Augl3 -193.7***
Marl10 -14.16 (23.98)
(17.84) Sep13 -417.3%%*
Aprl0 -68.15%** (27.07)
(22.41) Oct13 -505.3***
May10 10.76 (30.54)
(23.32) Nov13 -617.4%**
Junl0 -177.8%** (34.28)
(24.98) Dec13 -708.3%**
Jul10 -420.0%** (32.55)
(26.48) Janl4 -883.5%***
Augl0 -525.3%** (32.31)
(26.73) Febl4 -1,207*%*
Sepl0 -589.1%** (33.18)
(26.19) Marl4 -954 4***
Oct10 -629.0%** (37.44)
(26.88) Aprl4 990.6***
Nov10 -573.9%** (39.22)
(24.69) May14 670.8%**
Dec10 -624.1%%* (37.00)
(24.69) Junl4 10.44
Janll -717.1%%* (27.18)
(26.61) Jull4 -72.10%**
Feb11l -630.1%** (24.22)
(28.18) Augld -61.02%***
Mar11 -518.9%** (21.50)
(26.05) Sepl4 -171.5%%*
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Aprll
May1l1
Junll
Julll
Augll
Sepll
Octl1
Nov11l
Decl1
Jan12
Feb12
Mar12
Aprl2
May12
Jun12
Jul12
Augl2
Sepl2

Octl12

-701.4%%*
(25.03)
742.7%%*
(24.73)
-562.3%**
(24.97)
-495.9%**
(26.37)
-100.6***
(26.97)
-79.36%**
(23.51)
-52.64%*
(23.39)
111.2%%*
(23.97)
215.1%%*
(24.64)
196.9%**
(25.49)
300.8%**
(25.07)
486.2%**
(24.81)
705.0%**
(25.76)
963.1%**
(27.44)
1,102%**
(27.88)
-150.1%**
(21.22)
-97.95%**
(21.51)
117.2%%*
(18.34)
112.3%%*
(11.20)

Octl14
Nov14
Dec14
Jan15
Feb15
Marl5
Aprl5
May15
Control Variables
dSP,
Metro;
Year;
Coastal;
MilesRS;
ArealLand,;

THU;

L

Constant

Observations
R-squared
Number of Zip Codes

(17.79)
Omitted

Omitted

-84.66%**
(17.78)
-86.55%**
(23.21)
365.9%**
(26.10)
610.8%**
(32.41)
215.6%**
(30.35)
-46.84*
(26.82)

1.023***
(0.0882)
Omitted

Omitted

Omitted

Omitted

Omitted

Omitted

372.5%xx
(19.25)
773,824
0.141
12,091

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: The dependent variable is Ap;, and 12,091 individual fixed effects are included but not reported.
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Table lll: Full Results for Model Il

VARIABLES VARIABLES
Policy Variabl es Jullo 209.6***
Sub; Omitted (63.18)
- Augl0 287.3%**
BW, 2,782%** (62.21)
(84.39) Sep10 286.8%**
Post, 1,182*** (60.93)
(62.50) Oct10 278.6%**
(61.19)
Monthly Fixed Effects Nov10 152.2%**
Marl10 -113.6%** (58.60)
(30.57) Decl10 1.164
April0 -230.5%** (56.28)
(49.60) Jan11 62.40
May10 19.41 (58.75)
(51.57) Feb11 138.1**
Junl0 -224 5%** (67.19)
(53.87) Marll 119.2*
Jul1l0 -621.8*** (68.43)
(60.91) Aprll 133.5%*
Augl0 -801.6*** (61.91)
(61.79) May11 210.3%**
Sep10 -892.9*** (62.64)
(64.83) Juni1l 211. 2%+
Oct10 -941.2%** (62.14)
(65.10) Julll 178.6***
Nov10 -760.7*** (61.02)
(59.62) Augll 90.31
Dec10 -703.8%** (58.72)
(58.67) Sepl1 -12.72
Janl1l -845.0%** (57.36)
(61.16) Oct11 -61.75
Feb11 -816.9%** (57.59)
(69.97) Nov11l -57.53
Marll -633.9%** (58.69)
(65.50) Decl1 -68.05
Aprll -872.7%** (59.23)
(62.90) Jan12 -128.7%*
May11 -955.8%** (59.32)
(60.88) Feb12 -183.9%**
Junll -716.9%** (60.40)
(57.88) Mar12 -199.0%**
Julll -715.0%** (62.33)
(61.84) Aprl2 -253.7%**
Augll -66.16 (65.29)
(58.57) May12 -436.9%**
Sepll -92.53* (72.52)
(53.01) Jun12 -531.3***
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Octl1
Nov11l
Decl1
Jan12
Feb12
Mar12
Aprl2
May12
Junl2
Jull2
Augl2
Sepl2
Oct12
Nov12
Dec12
Jan13
Feb13
Marl3
Aprl3
May13
Junl3
Jull3
Augi3
Sepl3
Oct13
Nov13

Dec13

-71.72
(56.09)
103.2*
(56.88)
218.0%**
(56.98)
207.8***
(60.03)
362.0%**
(58.81)
575.2%**
(58.02)
878.9***
(58.85)
1,329%**
(68.20)
1,517%**
(70.31)
-1,287%**
(69.94)
-1,273%**
(70.59)
-1,220%**
(72.93)
-1,128%**
(72.76)
-976.2%**
(70.76)
-1,075%**
(65.58)
-1,084***
(61.82)
-792.0%**
(57.58)
-476.8%**
(51.77)
-187.3%**
(32.38)
Omitted
564.3***
(42.98)
393 . 5%**
(59.91)
96.80
(68.69)
-251.5%**
(71.27)
-484 9***
(73.38)
-747.1%**
(80.08)
-818.0%**
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Jul12
Augl?2
Sepl2
Oct12
Nov12
Decl12
Jan13
Febl13
Marl3
April3
May13
Junl3
Jull3
Augl3
Sepl3
Oct13
Nov13
Dec13
Janl14
Febl4
Marl4
Aprld
Mayl14
Junl4
Julld

Augls

(77.41)
514.4%%*
(74.34)
-476.7%%*
(73.44)
561.7%%*
(79.08)
-611.4%**
(79.14)
-612.4%%*
(77.80)
-600.5%**
(77.83)
-685.5%**
(78.85)
-838.7%%*
(84.93)
-996.2%**
(94.02)
-1,044%**
(96.18)
-1,045%**
(99.82)
-1,096***
(103.8)
999 2% *x
(99.92)
787 .4%*x
(88.69)
-653.6%**
(81.21)
494 6***
(75.87)
-348.4%%*
(74.95)
-323.6%**
(70.05)
-328.6%**
(70.32)
287.1%%*
(66.62)
-278.0%**
(80.25)
-169.5
(117.9)
-106.5
(111.2)
-85.97
(83.01)
-89.98
(77.31)
-109.0
(69.22)



(74.28)

Jan14 -979.2%**
(75.36)
Feb14 -1,316%**
(80.25)
Marl4 -1,124%**
(97.53)
Aprl4d 887.4%***
(93.21)
May14 497 . 1***
(88.74)
Junl4 -218.5%**
(72.17)
Jull4 -265.8%**
(71.13)
Augl4 -200.8***
(57.57)
Sepl4 -334.5%**
(45.64)
Oct14 Omitted
Nov14 Omitted
Dec14 45.79
(50.09)
Jan15 45.58
(69.78)
Feb15 473.1%**
(75.80)
Mar15 844 3***
(106.3)
Aprl5 480.4***
(101.4)
May15 143.6*
(85.63)

Monthly Subsidy Group Inter action

Aprl0 99.59**
(44.05)

May10 36.95
(54.43)

Jun10 66.65
(58.84)

Sepls
Oct14
Nov14
Decl4
Jan15
Febl15
Marl5
Aprl5
May15
Control Variables
dSP,
Metro;
Year;
Coastal;
MilesRS;
AreaLand;

THU;

L

Constant

Observations
Number of Zip Codes
R-squared

-134.8%*
(68.18)
-225.2%%*
(68.56)
-430.6%**
(74.24)
-468.3%**
(77.12)
425 4*¥*
(78.34)
-495 5% **
(98.79)
-580.2%**
(122.4)
-640.2%**
(118.4)
551.4%%*
(100.7)

2.045%**
(0.267)
Omitted

Omitted

Omitted

Omitted

Omitted

Omitted

-337.3%%*
(20.72)

773,824
12,091
0.143

Robust standard errors in parentheses
**% 5<0.01, ** p<0.05, * p<0.1

Note: The dependent variableis Ap;; and 12,091 individual fixed effects are included but not reported.
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