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ABSTRACT OF DISSERTATION 

SPATIAL ANALYSES OF VECTOR-BORNE DISEASE RISK FOR 

ALLOCATION OF DISEASE PREVENTION AND CONTROL RESOURCES 

Vector-borne diseases are threats to human health in both developed and under

developed regions of the world. In 2006, for example, 247 million cases of malaria were 

reported causing one million deaths mostly among African children. Furthermore, 

approximately two-fifths of the world's population is at risk for dengue infection and 

more than 50 million human cases of dengue fever are estimated to occur annually in 

tropical and subtropical areas of the world. Vaccines are still lacking for many globally 

important vector-borne diseases. This places a high premium on vector control and other 

preventative measures, which tend to be costly and labor intensive. Particularly for public 

health authorities in resource-poor environments, therefore, effective response to vector-

borne diseases needs to include a reliable system for cost-effective and efficient targeting 

of vector control and other preventative efforts in space and time. 

The fundamental objective of this dissertation was to investigate spatially and 

temporally-explicit methods to enhance targeting of vector control and disease prevention 

efforts against vector-borne diseases in the developed and developing world. To achieve 

this objective, three vector-borne diseases were investigated: West Nile virus (WNV) 
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disease in Colorado, USA; plague in the West Nile region of Uganda; and dengue in 

Merida, Mexico. 

Various methods were explored to develop and present spatial information 

representing risk of vector-borne diseases. Appropriate spatial scales, as well as risk-

calculation methods best suited to stakeholders tasked with the role of allocating public 

health resources, were investigated (Chapter II). Spatial models indicating the risk of 

human exposure to WNV in the state of Colorado were developed using both 

epidemiological and entomological data (Chapters III and IV). A similar modeling 

approach was applied to identify risk areas for human exposure to Yersiniapestis, the 

causative agent of plague, in Uganda (Chapter V). WNV disease models for Colorado 

and plague models for Uganda provided robust validations indicating that the resulting 

spatial risk maps contained useful information for disease prevention and control efforts. 

The final chapter (Chapter VI) of the dissertation expanded from spatially-explicit 

methods to also account for the temporal aspect of disease outbreaks or epidemics. This 

chapter describes the evaluation of the feasibility of an early detection system based on 

historically-derived thresholds of dengue incidence to identify outbreaks in a timely 

fashion in Merida, Mexico. The early detection system evaluated in the final chapter has 

the potential to provide Merida public health authorities with a resource to recognize 

when the current dengue burden is exceeding historical norms and may be applicable and 

useful in other dengue endemic areas. The chapters composing this dissertation describe 

the application of cross-cutting methods used to determine spatial risk in different vector-

borne disease systems. Furthermore, the methods used are applicable to the current public 

iv 



health situation where new vector-borne diseases are emerging and "old" diseases are 

resurging, further underscoring the importance of targeting limited public health 

resources. 

Anna M. Winters 
Microbiology Immunology and Pathology Department 

Colorado State University 
Fort Collins, CO 80523 

Fall 2009 
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I. INTRODUCTION 

Chapter objective 

This introductory chapter will establish a foundation for the dissertation research 

chapters found herein. The research chapters have a common objective to investigate 

methods to generate results allowing for improved targeting of vector control and disease 

prevention resources in space and time in order to efficiently and effectively limit 

morbidity and mortality associated with vector-borne diseases. Research chapters 

incorporate spatial risk modeling, early detection of incipient outbreaks, and investigation 

of best practices to present data to stakeholders tasked with efficient allocation of public 

health resources. The introduction will: 

1) Outline the epidemiology of the three vector-borne diseases discussed in this 

dissertation: dengue, West Nile virus disease and plague; 

2) Provide the rationale for applying knowledge of the specific epidemiology and 

risk factors associated with each of these vector-borne diseases to target 

disease prevention and control resources; 

3) Discuss the advantages and disadvantages of different types of data used to 

develop spatial models and/or provide disease risk information to the various 

stakeholders; 

4) Indicate the usefulness of spatial risk models and early detection systems for 

targeting public health resources. 
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The introduction will provide a brief synopsis for each chapter highlighting how it fits 

into the over-arching objective of the dissertation. Detailed topic-specific introductions 

are included at the beginning of each of the research chapters. The appendix provides 

terminology definitions for several concepts covered in the research chapters. 

Importance of vector-borne diseases 

Vector-borne diseases inflict major health and economic burdens upon the global 
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community with developing countries suffering the greatest consequences. ' For 

example, approximately two-fifths of the world's population is at risk for dengue. More 

than 50 million cases of dengue fever (DF) and several hundred thousand cases of dengue 

hemorrhagic fever (DHF) are estimated to occur annually in tropical and subtropical 

areas of the world.4,5 Malaria also inflicts a heavy burden of illness and death, especially 

among children and pregnant women. In 2006, there were 247 million reported cases of 

malaria causing one million deaths mostly occurring among African children.6 These, and 

a number of other vector-borne diseases, are targeted by the World Health Organization's 

Special Programme for Research and Training in Tropical Diseases for reduction of 

disease burden in impoverished areas.2 Vector-borne diseases are not just a concern for 

tropical, resource-poor regions. The 1999 recognition of West Nile virus (WNV) disease 

in New York, and the subsequent spread of WNV across the U.S.7 reminded us that 

vector-borne diseases can also be a serious issue in developed countries. WNV disease 

cases have now been reported from every mainland state of the U.S. Furthermore, WNV 

has been detected in Mexico, Canada and the Carribean.8'9'10'n As outlined above, both 

developed and under-developed regions of the world are vulnerable to emerging and 
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resurging vector-borne diseases. This vulnerability is due, in part, to shortcomings in 

human resources and public health infrastructure aimed at disease prevention and control. 

It therefore is of great importance that efforts be made to improve disease prevention and 

intervention strategies. 

Reducing the impact of emerging and resurging vector-borne diseases is a 

considerable challenge, particularly with limited tools and resources available to address 

the problem. For example, widespread resistance to drugs or insecticides poses a major 

problem to the control of many important vector-borne diseases such as dengue, malaria, 

and filariasis.11 Furthermore, vaccines available for vector-borne diseases are not always 

widely used in endemic areas (e.g., Japanese encephalitis, tularemia, and plague) and the 

challenges to develop successful vaccine candidates for other vector-borne diseases (e.g. 

for malaria and dengue) are great.12"14 

There are no human vaccines or antivirals available for WNV disease or 

dengue, ' two of the vector-borne diseases discussed in this dissertation. This makes 

vector control the most important current tool for interrupting the virus transmission 

cycles and decreasing the disease burden associated with WNV disease and dengue.11 

There is a vaccine available for plague, the third vector-borne disease discussed in this 

dissertation, however, the vaccine is not readily accessible nor useful against pneumonic 

plague, the most severe manifestation of the disease. Specifically, it is recommended only 

for individuals (e.g. laboratory personnel) at high risk for exposure to Yersinia pestis, the 

causative agent of plague.16 Antibiotic therapy, when applied early in the course of 

infection, is very effective for treatment of plague. Even though vaccines and drug 

therapies are available, vector control is still important to reduce the risk for explosive 
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plague epidemics to occur. Severe challenges remain to provide prompt plague treatment 

in many areas of the world, especially in rural settings in developing countries. 

Preventative measures for all three of these diseases must be implemented 

efficiently if they are to be beneficial and cost effective. Additionally, resources are 

often limited for public health organizations, in both developed and under-developed 

regions of the world. The global importance of vector-borne diseases along with the 

limitations of public health response mechanisms place a high premium on information 

(e.g. environmental and social factors [risk factors]) that influence the spatial and 

temporal distribution of disease cases. As this dissertation will contend, a clear 

understanding of these risk factors and their occurrence in space and time can aid 

decision-making and enhance vector and disease control program performance. 

Furthermore, risk factors can be incorporated into spatial models indicating areas of 

elevated risk of exposure to specific vectors or vector-borne pathogens. Resultant risk 

maps can aid in decision-making of where to focus targeted interventions to reduce the 

transmission of the vector-borne agent versus broad, non-targeted and less cost-effective 

interventions. Public health resources may also be efficiently targeted by detecting an 

incipient outbreak early and mobilizing intervention resources in a timely fashion to 

disrupt the transmission cycle of the agent. Targeting public health resources is essential; 

especially considering that they are often severely limited. Spatial risk models and early 

detection of disease outbreaks provide useful tools to achieve spatially and temporally 

targeted resource allocation. 

For example, poorly targeted vector-control efforts (e.g., overuse of mosquito insecticides) can lead to 
insecticide resistance in mosquito vectors which, over time, may increase mosquito abundance — an effect 
opposite the intended purpose of the intervention. 

4 



Currently, many health agencies are prioritizing research agendas that focus on 

the identification of spatial patterns of disease risk, and the early detection of epidemics. 

For example, the World Health Organization convened the Dengue Scientific Working 

Group in 2006 to review existing knowledge of dengue and to establish priorities for 

future research aimed at reducing dengue morbidity and mortality through improved 

dengue treatment, prevention and control.17 Their recommendations included 

strengthening of surveillance systems by developing and validating reliable risk 

indicators, developing early warning and response systems and identifying triggers of 

i o 

effective responses to incipient epidemics. Similar research agenda priorities have been 

designated for WNV disease by the Centers for Disease Control and Prevention. 

Specifically, geographic distributions and risk factors associated with human and animal 

infection have been investigated to better define target areas for mosquito control in 

response to documented WNV activity.19'20 

Epidemiology of WNV disease, plague and dengue 

Overview of the diseases 

West Nile virus, of the genus Flavivirus, is maintained in transmission cycles that 

primarily involve birds and Culex mosquitoes.10 Mosquitoes become infected when they 

feed on avians, including corvids (e.g., crows, magpies and jays), house sparrows, house 

finches and grackles.21"23 The primary route of human infection is through the bite of an 

infectious mosquito. Humans are considered incidental hosts for WNV because they are 

unlikely to develop virus titers high enough to infect a feeding mosquito.24 WNV occurs 

in Africa, Europe, the Middle East and Asia, and, since 1999, also in the Americas.7'25 
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WNV infection can be asymptomatic or result in disease manifestations ranging from 

fever, headache and fatigue, to encephalitis resulting in chronic or non-resolving 

10,25 
neurological effects or even death. ' Currently, there is no specific treatment available 

other than supportive care. 

Table 1-1 Key aspects of the three vector-borne diseases addressed in the dissertation. 

Infectious 
Agent 

P r imary 
Vectors 

West Nile virus 
disease 

RNA virus; genus Flavivirus 

Cu/ex mosquitoes 

Plague 

Yersinia pestis; gram 
negative bacillus 

Rodent fleas 

Dengue 

RNA virus; genus Flavivirus; 
4 virus serotypes (DEN-1, 
DEN-2, DEN-3, DEN-4) 
Aedes aegypti, Aedes 
albopictus 

Primary 
Reservoirs 

Avians including corvids 
(crows, magpies and jays), 
house sparrows, house 
finches and grackles. 

Rodents (e.g., rats, rock 
squirrels, ground squirrels, 
prairie dogs) 

Humans; Unique dengue 
virus lineages also in wild 
primates not involved in 
human dengue virus cycle. 

C u r r e n t Africa, Europe, the Middle 

dist r ibut ion E a s t>A s i a- Recently 
emerged in the Americas. 

Africa, Asia, South 
America, North America. 

Tropical and subtropical 
areas of the world. 

Clinical West Nile fever: Fever, 
Features headache, fatigue, 

lymphadenopathy, 
eye pain. 
West Nile neuroinvasive 
disease: clinical syndromes 
range from febrile 
headache to aseptic 
meningitis/encephalitis, 
and acute flaccid paralysis. 

Three clinical forms: 
Bubonic plague: enlarged 
tender lymph nodes, 
fever, chills. 
Septicemic plague: fever 
chills, shock, 
hemorrhaging. 
Pneumonic plague: fever 
chills, cough, difficulty 
breathing, shock. 

Dengue fever: Sudden 
onset of fever, severe 
headache, myalgias, 
arthralgias, leucopenia, 
thrombocytopenia. 
Dengue hemorrhagic fever: 
Shock and hemorrhage 
which can lead to death. 

Treatment No specific treatment 
available. 

Antibiotic therapy: Drugs 
of choice are streptomycin 
orgentamycin, but a 
number of other 
antibiotics are also 
effective. 

No specific treatment 
available. 

Plague is caused by the gram negative bacterium Yersinia pestis. Fleas become 

infected primarily by feeding on rodents including chipmunks, prairie dogs, ground 

squirrels, rats, mice, and other mammals that are infected with Y. pestis.26,21 Y. pestis may 

also be transmitted to humans by the bites of infected rodent fleas. Plague has a unique 
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and remarkable history. For centuries, plague had disastrous consequences in Asia, Africa 

and Europe where, at times, populations were so affected that, according to some 

accounts, few individuals remained to bury the dead. Epidemics included the "Black 

Death" which occurred in European cities in the 1300s and killed approximately one-

97 9Q 

third (20 to 30 million) of Europe's population. ~ Today, the World Health 

Organization reports 1,000 to 3,000 cases of plague every year, the majority of which 
97 

occur in Africa, Asia and South America. Human plague in the United States occur as 
97 

scattered cases in rural areas of the west, (an average of 10 to 20 persons each year). 

There are three clinical forms of plague. Bubonic plague is characterized by enlarged 

tender lymph nodes, fever, and chills. Bubonic plague may progress to septicemia 

characterized by fever, chills, shock and hemorrhage. The infection of the lung is termed 

pneumonic plague for which Y. pestis can be transmitted to others through the expulsion 

of infective respiratory droplets by coughing. Antibiotic therapy is very effective when 

administered promptly with streptomycin or gentamycin typically prescribed for 

treatment. 

Dengue fever (DF) and dengue hemorrhagic fever (DHF) are caused by four 

antigenically related virus serotypes (DEN-1, DEN-2, DEN-3, DEN-4) of the genus 

Flavivirus.15'31 DF and DHF occur in tropical and subtropical regions, where dengue 

viruses are maintained in a cycle that involves humans and Aedes spp. mosquitoes, 

principally Aedes aegypti. This is a domestic, day-biting mosquito that prefers to feed on 

humans. Dengue infection can be asymptomatic or produce a spectrum of clinical illness 
^9 

ranging from mild flu-like symptoms to severe and fatal hemorrhagic disease. 

Currently, there is no specific treatment available other than supportive care. 
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Emerging and re-emerging vector-borne diseases 

Dengue, WNV disease and plague are emerging or re-emerging vector-borne 

diseases, which are capable of causing disastrous consequences for health and economy 

of households and communities. ' " Epidemics of dengue were first documented in the 

18th century.36 During the 1950's and 1960's, a highly successful Ae. aegypti eradication 

program to control yellow fever in the Americas resulted in dengue being eliminated 

from most of the region. The eradication program, however, ultimately failed to achieve 

its goal as countries did not sustain their eradication efforts resulting in progressive 

•jn 1 0 o n 

reestablishment of both Ae. aegypti and dengue viruses throughout the Americas. ' ' 

Dengue also is a severe problem in Southeast Asia. During the aftermath of World War 

II, rapid urbanization and increased travel resulted in dengue hyperendemicity (co-

circulation of multiple dengue virus serotypes) and the emergence of DHF in Southeast 

A s i a . ^ ' ^ D H F is now a common occurrence in Asia, tropical America and the 

Pacific Islands. The geographical spread of dengue viruses has been attributed to 

globalization with increased movement of people between continents. This, together with 

uncontrolled urbanization, has resulted in dramatic increases in DF and DHF 

worldwide.36 In less than 20 years, the American tropics and the Pacific Islands went 

from having few dengue cases to a public health crisis by 2000 with insecticide resistance 

in the mosquito vectors, hyperendemicity, and emergence of DHF. Today, nearly two-

fifths of the world's population live at risk of contracting dengue40 making this disease 
1 7 

the most rapidly spreading vector-borne disease. 

^ DHF is a life-threatening form of dengue marked by increased vascular permeability, thrombocytopenia 
and hemorrhagic manifestations. 
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WNV has recently emerged in the Americas, causing a serious public health 

problem.7'24 WNV was first isolated from the blood of a febrile woman in the West Nile 

province of Uganda in 1937.25 Later, this mosquito-borne virus was recognized as the 

cause of epidemics of febrile illness and sporadic encephalitis in Africa, the 

Mediterranean Basin, Europe, India, and Australia.8 In recent years, WNV emerged in the 

Americas. After the initial outbreak in New York in 1999, WNV spread west across 

North America and southward into Latin America and the Caribbean.9'24'41 By 2003, 

WNV disease cases had been reported in almost every mainland state of the U.S. The 

continued circulation of WNV suggests that the virus is permanently established in the 

Western Hemisphere. Furthermore, the Western Hemisphere epidemic is characterized by 

a higher rate of neuroinvasive disease compared to most previous WNV epidemics (such 

as those occurring in the Middle East in the 1950's). This resulted in enormous costs for 

vector control, testing of the blood supply and other interventions. The high rates of 

severe manifestations, coupled with the near certainty that WNV now is permanently 

established in the Western Hemisphere, emphasizes the need for vigilant surveillance 

followed by targeted disease prevention and control.10'20 

Plague is another vector-borne disease that is emerging (or increasingly being 

recognized) in new geographic locations. For example, in Africa, reported plague cases 

have increased during recent decades. More than 90% of all reported cases and deaths in 

the past five years have occurred in India, Madagascar, Tanzania, Mozambique, Malawi, 

Uganda and the Democratic Republic of Congo (DRC).29'42'43 Following the re

appearance of plague in India during the 1990s, this disease was categorized as a re-

emerging disease.33'44'45 The examples provided by WNV disease, plague and dengue 
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underscore the need for development and application of new methodologies, such as 

spatial risk modeling, capable of producing results that help control programs to 

effectively target their resources to high-risk areas for pathogen transmission. 

Transmission cycles 

The spatial "risk" of disease occurrence, which indicates the probability of future 

infections or outbreaks, is influenced by the transmission dynamics of the specific vector-

borne pathogen within a given geographical location.46'47 Major factors include: the 

interactions between the disease agent (Y. pestis, dengue viruses, WNV), the vertebrate 

host population (rodents, humans, birds), the pathogen vector (flea, mosquito) and the 

environment. Both WNV and plague are considered zoonoses as the disease agent is 

maintained by vertebrate animals other than humans. For both diseases, humans are 

considered incidental pathogen hosts becoming infected through the bite of an infected 

mosquito (WNV) or flea (plague). More specifically, WNV is maintained in a zoonotic 

cycle primarily involving birds and Culex mosquitoes. Y. pestis, the causative agent of 

plague, is maintained primarily in zoonotic cycles by rodents and their fleas."''28'29 

Pneumonic plague is of special concern due to the potential for person-to-person 

transmission which can cause eruptive plague epidemics in settings with inadequate 

public health infrastructure and treatment capacity.42' 3'48 

Zoonotic, sylvatic dengue virus transmission cycles have been described and 

involve forest-dwelling Aedes mosquitoes and monkeys in forested habitats of West 

Humans are most often infected with Y. pestis via flea-bites during epizootic periods when rodent hosts 
perish from infection and infectious fleas are forced to parasitize alternative hosts, including humans. 
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Africa, Malaysia and Vietnam. ' " Humans occasionally become infected with sylvatic 

dengue in West Africa and possibly Asia; however, humans are tangential to the 

maintenance cycle which involves mosquitoes and monkeys. ' ' These sylvatic cycles 

involve virus strains that are phylogenetically distinct from those transmitted by domestic 

and anthropophilic Ae. aegypti. The domestic cycles of dengue virus transmission are 

independent of sylvatic cycles and represent the highest levels of human morbidity and 

mortality associated with dengue viruses.50 

Understanding the underlying factors involved in the transmission dynamics of a 

specific disease agent is critical to the development of targeted prevention and control 

strategies. Furthermore, determination of environmental and social factors that influence 

risk for a given vector-borne disease is essential for spatial model development to 

strategically target limited public health resources. 

Environmental and social determinants and heterogeneity of risk 

Dengue, plague and WNV disease are similar in that both environmental and 

social factors contribute to pathogen transmission dynamics, although certain factors 

affect these disease systems very differently. An understanding of how these 

environmental and social factors contribute to disease risk can help us to define areas of 

high or low risk for specific vector-borne diseases, and aids in developing hypotheses and 

forming research questions of how biological mechanisms contribute to pathogen 

transmission and spread. In the Americas, dengue cases are mainly concentrated in urban 

areas where the primary vector is anthropogenic and anthropophilic and human 

population sizes support dengue virus transmission. High human population densities, 
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unplanned urbanization* and high housing densities are all considered risk factors for 

dengue infection. Houses that lack window screens or have screens ill-suited to prevent 

mosquito entrance can increase the risk of human infection. Another risk factor is the 

lack of consistent, reliable air conditioning, a circumstance often encountered in 

developing regions, which contributes to an "open window syndrome" where mosquito 

entrance into housing premises is facilitated. ' Lack of waste management leads to 

accumulation of trash and debris that collect water and serve as mosquito larval habitat. 

Lack of reliable sources of piped water increases water storage in and around the 

residence, and thus contributes to the availability of larval development sites. Residences 

adjacent to lots used for tire storage may experience increased risk of vector exposure as 

discarded tires provide larval habitat.37 Cemeteries can also provide excellent mosquito 

breeding habitat as water collects in graveside flower vases and other nearby 

receptacles.17'34 

Compared to dengue, WNV disease is less concentrated in highly populated urban 

environments, and often occurs in semi-urban, residential areas and rural environments.55 

Main factors influencing the occurrence of WNV infection in humans include 

environmental variables and the bloodmeal preferences of Culex mosquitoes. Birds are 

considered the main reservoirs of WNV as they develop viral titers high enough to infect 

feeding mosquitoes. During the spring and summer, increases in the abundance of WNV-

infected Culex vectors contribute to a rise in human WNV infections, especially as 

§ Unplanned urbanization may contribute to limited urban planning and resources, resulting in a lack of 
sewer systems, piped water, and trash pick-up services. These factors may contribute to the availability of 
larval development sites for the container-breeding dengue virus vector. 

Some reports indicate that women and children may be at greater risk for dengue, presumably because 
they spend significant amounts of time in the home environment during the daytime hours whence. 
aegypti preferentially feeds. 
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humans tend to spend more time outdoors during these seasons. High abundances of 

Culex mosquitoes is often associated with the presence of irrigated lawns or drainage 

systems in residential areas, irrigated agriculture, ranchlands and riparian habitats.55"57 

CO 

Human risk for severe WNV disease increases with age, and time spent outdoors 

increases exposure to infected mosquitoes particularly during dawn and dusk hours.59'60 

Increased human incidence of WNV disease has been associated with irrigated 

landscapes,61 rural agricultural settings,55 ranchland and riparian areas. Other studies have 
99 (\) (\\ 

shown incidence of WNV disease to be associated with dead bird clusters, ' ' early 

season American crow (Corvus brachyrhynchos) deaths, increased vegetation density, ' 

above-average summer temperatures and urban landscapes. 

The environmental and social determinants of plague occurrence are not as clearly 

understood as for WNV disease or dengue; however, the majority of recent plague 

outbreaks have occurred in rural areas and have been associated with availability of 

harborage and food resources for rodents. In some settings, human cases of plague have 
97 9Q 

been correlated with food storage in the immediate home environment. " In rural areas 

of Africa, for example, storage of crop harvest in the peridomestic area can attract rodents 

increasing the risk of transmission of Y. pestis to humans. ' ' Studies in New Mexico 

have indicated that proximity to pinon-juniper ecotones and increased precipitation are 

both correlated with elevated risk for plague. Furthermore, failure to control fleas on 
71 

dogs and cats also appear to be a possible risk factor for human exposure. Plague risk 

has also been positively associated with habitat heterogeneity or fragmentation which 
79 74 

may be important for inter-epizootic maintenance of Y. pestis. ' Habitat fragmentation 

restricts movement of plague-susceptible small mammal populations and also separates 
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large populations into distinct subpopulations. • • " These subpopulations may 

increase the probability of local persistence of plague foci as "burn through" effects of 

intense epizootics will be limited because of the separate rodent populations, allowing 

persistent maintenance of plague transmission. 

Seasonality 

The transmission dynamics of the causative agents of dengue, WNV disease and 

plague typically exhibit seasonal trends based on environmental factors.78 The epidemic 

behavior of dengue and WNV disease, for example, correlates closely with fluctuations in 

temperature and rainfall. ' ' ' Warmer temperatures shorten the extrinsic incubation 

period (EIP) which is defined as the time between a mosquito taking an infectious 

bloodmeal and being able to transmit the virus to a susceptible host. A decrease in the 

EIP increases the probability that these mosquitoes will be able to transmit their specific 

pathogen to hosts within their lifetimes. ' Increased rainfall affects dengue virus 

transmission by providing an abundance of rain-filled containers (discarded tires, plastic 

containers) leading to a subsequent increase in vector abundance and human-vector 

contact.37'53 However, during dry periods residents lacking piped water may increase 

storage of water inside the housing structure or nearby. This provides larval development 

sites and may increase the abundance of dengue virus vectors during periods of reduced 

rainfall. ' ' Year-to-year variation in dengue virus transmission intensity may also be 

observed; this can be related to social factors, changes in herd immunity, or changes in 

surveillance, public health staff, and/or reporting practices. For example, in the case of 

dengue, changes in urban development (e.g. piped water systems or enhanced or reduced 
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trash pickup services) may affect the number of cases from year to year. In the specific 

case of Merida, Mexico, the study area for Chapter VI, Ae. aegypti adults and dengue 

cases may be present throughout the year but both typically peak in the rainy season from 

July to October. 

Culex mosquitoes, the principal vectors for WNV, exhibit a positive correlation 

with precipitation. ' For example, in California, summer abundance of Cx. tarsalis has 

been shown to be directly related to rainfall and snow depth, as well as river runoff. 

Larval habitats of Cx. tarsalis are closely associated with irrigated farm and ranch lands 

and this mosquito is associated with rural and semi-urban cases of WNV disease. 

Irrigation water is often the most common source of larval habitats.57'84 Larvae of Cx. 

pipiens, a vector that is often associated with urban outbreaks of WNV disease, are 

typically found in water with high organic content, such as sewer drains. Cx. pipiens 

population densities are typically highest during the dry season when water evaporates 

en 

and the concentration of organics increase. In Colorado, the study area for Chapters II, 

III and IV, WNV is transmitted primarily by Cx. tarsalis which is associated with 

irrigated and riparian areas and typically reaches peak abundance during July-August. 

Plague epidemics and epizootics have also been associated with temperature and 
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rainfall in North America and Africa. ' ' ' For example, increased plague activity in 

Africa has been associated with higher precipitation rates and cooler temperatures, while 

case reports have decreased during drier periods with average temperatures in excess of 

27°C. Higher elevations have also been associated with increased plague occurrence. 

The epidemic dynamics of plague, including the associations listed here, has been 
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researched and described; however, comprehensive explanations for these phenomena are 

lacking. Further studies on plague ecology therefore are warranted. 

Landscape ecology and development of spatial risk models and risk maps to target 

resources 

From Pavlovsky to present 

Relationships between environmental and social determinants along with other 

underlying factors associated with seasonality of transmission can be exploited and 

modeled to identify areas and time periods of high or low disease risk.46'47'87 These 

models may incorporate epidemiological, entomological, weather/climate and other 

environmental data to produce an output, typically visualized in map format, indicating 

the distribution of high risk versus low risk areas for vector or pathogen exposure. The 

basic rationale for the development of spatial risk models comes from the field of 

landscape ecology, where particular focus is given to the interactions among 

on on 

heterogeneous landscapes and the effects these interactions bear on biotic processes. 

Because of the close associations between vector-borne pathogen transmission and 

environmental conditions, landscape features have been recognized as important 

determinants of pathogen transmission.47'87 Evgeny Pavlovsky, a Russian parasitologist, 

was one of the first to incorporate landscape ecology into a documented analysis of 

pathogen transmission. He coined the phrase "landscape epidemiology" in the 1930s 

based on studies in Central Asia on pathogens transmitted by arthropods.46'90 Pavlovsky's 

landscape epidemiology concept includes three fundamental principles: 
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(1) Diseases tend to be limited geographically; (2) Spatial variation or heterogeneity in 

disease occurrence arises from underlying variation in the physical and/or biological 

conditions that support the pathogen, its vectors, and reservoirs; (3) Mapping the abiotic 

and biotic conditions may identify current risk and predict future change in risk. These 

principles led Pavlovsky to develop the theory of natural focality of transmissive diseases 

(i.e., the concept of natural nidi [foci] of disease) as determined by the spatial processes 

operating across the landscape.90 

Some of the earliest vector-borne diseases to be examined using the principles of 

landscape epidemiology were tularemia, trypanosomiasis and Crimean Congo 

hemorrhagic fever. Studies identified specific natural landscape features and land-use 

patterns by humans associated with the distribution of reservoir hosts and pathogen 

vectors. ' More recently, the study of environmental determinants related to vector-

borne disease systems has included a number of different disease agents including 

mosquito- borne,56'61'67'83' 93flea-borne,26'70'n and tick-borne agents.94"96 

One of the most powerful applications of landscape epidemiology is the 

development of spatial risk models which display, in map format, distributions of areas 

with high or low risk of vector or pathogen exposure, theoretically allowing public health 

organizations to efficiently target and implement disease prevention and control 

measures. With the objective of improved vector-control performance, efforts to develop 

and apply spatial risk models have increased in recent years. Common protocols used for 

developing spatial risk models share several basic features including:46'47'87 

1) Construction of maps displaying vector presence or abundance, reservoir presence 

or abundance, or disease occurrence or incidence; 
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2) Application of geographical information system (GIS) and remote sensing (RS) 

technologies (RS; continuous satellite-based collection of measurements which 

Q7 

characterize the earth's environment) 

3) Identification, via statistical modeling techniques, of variables (biotic or abiotic) 

with the strongest association with vector presence or abundance, reservoir 

presence or abundance, or disease incidence or occurrence;98 

4) Prediction of risk in areas outside the areas where the data were collected by 

projecting the distribution of the identified variables; 

5) Use of risk map outputs from the models to guide interventions, including 

insecticide application, prevention practices, and other resource allocation 

endeavors. 

This is the foundation for a number of studies conducted in recent years that share a 

common objective to model and map vector species distribution/abundance and disease 

presence or incidence. Additionally, the use of RS technologies in the field of vector-

borne disease has gained momentum within the past twenty years. A common strategy for 

inclusion of RS data into spatial modeling development is to correlate different aspects of 

the environment (e.g. land use/land cover, temperature, humidity, elevation, greenness of 

a landscape that are remotely sensed) with vector or disease data collected by ground-

based surveillance activities.87'"~101 Spatial modeling techniques have commonly been 

applied to mosquito-borne diseases. Studies have focused on identifying mosquito 

breeding areas (e.g. wetlands) using RS to characterize land use and land cover. 2 '6 5 '" ' 

101~107 Spatial risk models specific to a number of mosquito-borne pathogens including 

WNV,108 Plasmodium spp. (protozoa which are the causative agents for malaria), 
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dengue,110"114 and Ross River virus101 have been developed that identify areas with high 

risk of exposure to vectors and with potential for pathogen transmission to humans. 

Spatial models have also been developed for a number of tick-borne diseases, including 

Lyme disease, the most commonly reported vector-borne disease of humans in the U.S. 

and Europe.115'116 Models for plague have been developed, but on a more limited scale 

compared to mosquito-borne and tick-borne diseases. Spatial models indicating the 

distribution of high-risk areas for Y. pestis transmission have been developed for the 

southwestern U.S.70'117 Furthermore, Neerinckx et al. (2008) recently constructed a 

spatial model characterizing plague habitat for the African continent.118 Many of these 

spatial models cover expansive areas ~ even entire continents, and provide generalized 

maps of the distribution of risk areas for vector-borne diseases. Often, these models rely 

on coarse RS data that lacks the degree of resolution needed to support operational 

control activities at fine spatial scales. 

Application of spatial risk models and risk maps 

WNV disease example 

Spatial models can aid in predicting levels of risk in areas where surveillance data 

(e.g. vector abundance, human case data) are limited. For example, WNV emerged in the 

U.S. in 1999 and rapidly spread across the country,24 forcing states and counties to 

rapidly develop surveillance and control capability. Local funding was often very limited 

for WNV surveillance and many towns were unable to generate information on the 

abundance and distribution of local WNV mosquito vectors. In these circumstances, use 

of spatial modeling could have improved the use of limited control resources by 
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complementing existing surveillance, without compromising the integrity or usefulness of 

data, in the effort to define high risk areas for vector and WNV exposure, 

Targeted surveillance 

Spatial risk models for vector-borne diseases commonly indicate areas with high 

potential for pathogen transmission and can be consulted during the development of 

surveillance programs.46 For example, mosquito abundance and infection rates can be 

used to assess the threat of pathogen transmission within an area. Developing a mosquito 

surveillance program based, in part, on a spatial risk model increases the probability of 

obtaining virus isolates by focusing mosquito trapping efforts or sentinel animals in areas 

with the greatest risk of pathogen transmission (i.e., areas having ecological or 

demographic traits conducive to the transmission of the specific vector-borne pathogen). 

Targeted prevention resources 

Prevention methods for vector-borne diseases vary based on the specific disease. 

For all vector-borne diseases, it is necessary that limited prevention resources are targeted 

to areas representing the highest risk of infection or greatest disease burden. Prevention 

resources may include education and community outreach to communicate the necessity 

and effectiveness of personal protective measures.11 '1 Preventative education may also 

communicate the effectiveness of window screens, door screens and/or insecticide-treated 

materials (ITMs) to reduce the abundance of disease vectors in the living area (e.g. Ae. 

aegypti, dengue prevention).121'122 Furthermore, preventative campaigns may inform the 

public of factors contributing to plague risk. For example, in Uganda, individuals that 
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sleep on the floor or spend time in the food preparation huts are at increased risk for bites 

from rodent fleas which may be infected with Y. pestis (personal communication, May 

2009, Emily Zielinski-Gutierrez, Rebecca Eisen). Prevention campaigns also 

communicate the need for repellent use in areas where WNV is present. All of these 

preventative efforts might be more efficiently applied by using information provided by 

spatial risk models and risk maps defining the location of high-risk areas. 

Source reduction is another key prevention strategy that can be refined using 

information gained from spatial risk models. The goal of source reduction is to reduce 

mosquito or tick habitat (for immature and/or adult stages) and/or zoonotic host habitat 

(e.g. rodent harborage).19'25 Source reduction is arguably one of the most effective 

methods used to provide long-term mosquito control, although this practice is time and 

resource intensive.60 Consequently, source reduction campaigns may benefit from spatial 

modeling and mapping by increased capacity to target initiatives to areas with high risk 

of pathogen transmission.19 In dengue endemic areas, public education campaigns exist to 

encourage residents to dispose of trash and containers that are potential mosquito larval 

development sites and to encourage techniques to eliminate larvae from domestic water 

storage containers. ' ' ' Source reduction can substantially reduce mosquito 

abundance and the need for repeated applications of insecticides. This remains a major 

preventative strategy, especially for reduction of dengue risk.37'123 In plague endemic 

regions, such as Uganda, where subsistence agriculture practice is very common, one 

strategy to reduce the number of rodents and therefore, the abundance of fleas in the 

peridomestic environment, is to keep crop harvest outside of the living environment (the 

hut). 
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Targeted chemical control 

Chemical insecticides to control vectors are often applied when source reduction 

is not feasible or is insufficient given the extent of vector habitat.37'57 Use of chemical 

insecticides is often initiated when entomological surveillance indicates the presence of 

infected adult vectors or when human cases occur. '57 For WNV disease and dengue, 

chemicals are used to control both the immature and adult mosquito life stages. ' ' 

The objective of larviciding is to control the immature stages in their development sites 

before adults can emerge and disperse. When done effectively, this may maintain the 

adult population at a level where pathogen transmission intensity is low. Adulticiding 

aims to kill adults by ground or aerial application of insecticides.57'122 Indoor space 

spraying or residual spraying are especially effective against anthropophilic mosquitoes 

such as Ae. aegypti?1 Adulticides, larvicides, and other control measures should ideally 

be applied in a targeted manner based on surveillance data and/or risk maps indicating 

areas of high risk for transmission of the vector-borne pathogen. Spatial and temporal 

targeting of control activities becomes especially important during epidemic periods 

when large numbers of human cases can occur within short periods of time. 

Plague control is achieved principally by attacking the flea vectors via 

introduction of insecticidal dusts in commensal and/or wild rodent runways or burrows. 

Indoor residual sprays may also be applied to reduce the flea burden and potential risk of 

Y. pestis transmission to humans. Many vector control methods are expensive and labor 

intensive and, consequently, it is crucial that control activities be targeted with a high 

level of accuracy and efficiency. 
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Use of spatial modeling to generate improved risk maps 

Traditionally, vector control initiatives have relied on simple "pin-maps" 

developed from previous years of surveillance data for directing their intervention 

campaigns. The key limitation of these pin-maps is the inability to extrapolate from a 

given data collection point to other areas. Spatial risk modeling addresses this by using 

quantitative relationships between environmental and/or demographic factors and risk of 

vector or pathogen exposure (for a given data collection point or area) to produce 

spatially continous risk maps. This allows for extrapolation to areas where surveillance 

data are limited or nonexistent. Based on the spatial risk model, vector control resources 

can be more precisely targeted to attain the greatest effectiveness in reducing disease 

burden. 

Early detection of disease outbreaks 

Static spatial risk models identify the areas at greatest risk for disease, but do not 

account for the temporal aspect of disease outbreaks or epidemics (e.g. the time periods at 

greatest risk for pathogen transmission). Early identification of an outbreak can reduce 

the intensity of the outbreak, and thus reduce the overall disease burden, by allowing for 

timely mobilization and implementation of control activities. Early detection systems 

alert public health practitioners to outbreak patterns early, and can also target these alerts 

to specific areas. Early detection systems typically monitor routine case reports for 

aberrations above what is historically expected. An early detection system that includes 
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spatial and temporal aspects can indicate not only when, but where interventions should 

be applied. 

Early detection systems are differentiated from early warning systems which 

monitor risk indicators (e.g. meteorological data such as rainfall and temperature; 

immune status of a population) used to predict timing and location of an increase in 

disease prevalence.124'125 Early detection systems have been developed for a number of 
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diseases. " Many of these diseases are reported by state health departments to the 

Centers for Disease Control and Prevention and information about epidemic alerts are 

made available weekly to clinicians, epidemiologists and other members of the public 
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health field. ' Early detection of mosquito-borne disease outbreaks is crucial given 

their explosive nature, especially when conditions are favorable for high mosquito 

abundance and the level of immunity in the human population is low. Interventions that 

focus on reducing the number of infectious mosquitoes must be applied in a timely 

fashion to be most beneficial. Mosquito control interventions are only minimally 

effective (both in terms of cost effectiveness and reduction of pathogen transmission) if 

applied at the height of an outbreak or epidemic, instead of early when the number of 

reported cases begins to increase above the norm. 

Early detection systems may aid dengue control programs, in particular, because 

of the volatile nature of dengue virus transmission in urban environments. As the virus is 

transmitted from person to person via Ae. aegypti, high population density contributes to 

eruptive dengue virus transmission during outbreak periods.37 Mosquito control 

interventions take time to mobilize, and must be applied early in the outbreak or epidemic 

to effectively reduce the abundance of dengue virus-infected Ae. aegypti. Early detection 
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of dengue outbreaks is also essential to identify possible introduction of new virus 

serotypes, which can cause an increase in cases of DHF. By incorporating early detection 

systems into routine dengue surveillance, outbreaks may be identified in their early stages 

allowing appropriate interventions to be mobilized in a timely fashion. 

Cost effectiveness of spatial risk models and early detection of outbreaks 

Resources allocated to reduce vector-borne disease occurrence (e.g. personnel, 

equipment, insecticide, prevention materials, and treatment) are often very limited. 

Application of spatial analyses for development of risk models and risk maps to target 

limited resources is an investment in the front end of the intervention efforts, but once the 

models and maps have been developed and are used to direct intervention efforts, they 

have the potential to reduce vector-borne disease using fewer resources than without 

integration of spatial risk models into the overall management scheme. For example, use 

of spatial risk models is a cost-effective approach to identify areas of high risk of 

pathogen transmission to target larvicide or adulticides to those areas. Extrapolating these 

models to areas lacking surveillance data can provide helpful information of the location 

of high risk areas for pathogen transmission, allowing direction of intervention efforts 

even in areas with minimal surveillance data. Furthermore, use of spatial risk models to 

identify areas most at risk for pathogen transmission may allow targeted distribution of 

prophylaxis, prevention education, or ensure that sufficient clinical resources are 

available for treatment of infection. Similarly, application of an early detection system 

has great potential to reduce the height of an outbreak by identifying an increase in 

transmission early, and to direct intervention resources (e.g. mosquito control) to specific 

25 



areas in a timely fashion. Given the cost-effectiveness of spatial and temporal targeting of 

limited resources, significant reductions may be observed in the annual budgets of vector-

borne disease control programs if early detection systems and/or spatial risk models and 

risk maps are integrated into intervention efforts. 

An important cost-savings perspective is that GIS software are becoming more 

user-friendly (and thus can be used with less specialized training). There are a number of 

free or low-cost mapping and GIS software emerging with good capacity for basic 

mapping and spatial analyses. Furthermore, high quality GIS and RS data are 

increasingly being made available at no or minimal cost. Finally, it should be noted that 

mapping and GIS capacity developed for public health can also be used for a variety of 

purposes (e.g. city planning) which provides opportunities for cost-sharing between 

different branches of local government. 

Data considerations for spatial model development 

For vector-borne disease spatial risk model construction, different types of 

dependent data (e.g. human case count or disease incidence, entomological data, animal 

surveillance data) can be considered. It is important to not only understand the relative 

advantages and disadvantages of each type of data, but also to factor in the epidemiology 

of the disease in order to ensure selection of the most appropriate data.93'131 

Entomological data 

Risk model development based on entomological data, such as presence or 

abundance of vectors or infected vectors, can provide information on the abiotic factors 
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most conducive to vector survival, proliferation and infection. Cold temperatures may 

cause mortality, slow arthropod development rates, or decrease the window of time for 

host seeking activities. ' ' ' Warmer temperatures not only increase development 

rates and lengthen the window of time available for host seeking behavior (e.g. for 

mosquitoes between sunset and sunrise) but also can decrease the extrinsic incubation 

period and thus intensify the pathogen transmission cycle. The distribution, abundance 

and composition of vector species may also be significantly affected by rainfall as it may 

create or increase larval habitats and provide higher humidity necessary for survival of 
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many arthropod vectors. ' " Landscape and vegetation type may also be a driving 

factor in the distribution and abundance of arthropod vectors and vertebrate hosts and can 

be included in a spatial model to identify high-risk areas for transmission.47'87 

The use of entomological data for development of spatial risk models has a strong 

advantage over other data types (e.g. human case data) because site-specific vector 

presence and abundance can be correlated with specific environmental variables in the 

same location that, in turn, may be used to extrapolate risk models to areas where 

surveillance data are lacking.46,93 For example, Cx. tarsalis abundance is associated with 

irrigated agriculture habitat and this association has been defined based upon trapping 

of mosquitoes across a variety of habitats. Associations of this nature between vector 

abundance and habitat type can be exploited for spatial risk model development and 

extrapolated to define the risk of transmission in areas where surveillance data are 

otherwise lacking or is limited. Furthermore, field sampling can provide fine-scale 

assessments of vector abundance that may enhance the spatial resolution of risk 

assessments compared to other data types such as human case data.93 
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Entomological data can indicate the potential for transmission of the infectious 

agent before human cases of disease occur. They also supply information on potential 

arthropod vector species and estimates vector species abundance. ' Furthermore, 

entomological surveillance may provide information on infection rates in different vector 

species as well as information to assess vector control efforts. Many arthropod vectors 

transmit multiple human pathogens. Therefore, modeling the distribution and abundance 

of a single vector can be used to assess the potential for risk of exposure to multiple 

disease agents. Entomological data may also inform spatial models on the risk of 

transmission of specific vector-borne pathogens in natural areas or recreation areas where 

the human population base is inadequate to provide accurate disease incidence data.13 

The main disadvantage for the use of entomological data for spatial model 

development is the requirement of many resources to obtain the data including personnel, 

vector trapping equipment, and identification expertise. Entomological data also do not 

fully imply that the vectors are taking human blood meals and therefore present risk for 

human infection (personal communication, Rebecca Eisen, May 2009). Furthermore, 

entomological data do not account for the importance of human behavior such as 

personal protection measures or opportunities for human-vector contact. ' In the case 

of dengue, especially, entomological data are problematic asAe. aegypti females are 

difficult to collect.122 This has caused entomologists to focus on the collection of the 

immature larval and pupal stages of the mosquito. ' Larval and pupal indices, 

however, were predictive of risk of dengue virus transmission in some studies139' 14° but 

showed poor predictive capability in others.141'l 
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Vertebrate host data 

Zoonotic diseases (i.e. where the disease agent is transmitted from vertebrate 

animals to humans, often by vectors) create the opportunity to apply data on the 

distribution and abundance of possible animal reservoirs in the development of spatial 

risk models. For example, using disease agents covered in this dissertation, spatial risk 

models for WNV disease have been developed using dead bird reports as indicators of 

viral transmission.21'143"145 In terms of plague risk models, rodent trapping and 

serosurveys can be used to identify potential plague hosts in an area, the number and 

kinds of infesting fleas, and whether Y. pestis has infected the rodent population. 

Additionally, information on rodent die-offs related to plague epizootics146 may be 

helpful additions to spatial models in order to identify the risk of transmission to humans. 

Clearly, there are a number of dependent datasets that may be applied to the development 

of spatial risk models. Creating an ideal model is often informed and/or constrained by 

data availability, knowledge of the epidemiology of the pathogen, as well as the intended 

application of the spatial risk map resulting from the model. 

Epidemiological data 

There are clear advantages to using epidemiological data to understand spatial 

patterns of human risk of exposure to vector-borne disease agents. First, human case data 

are mandatorily collected for notifiable diseases (any diseases required by law to be 

reported to government authorities)'*129 and therefore are often more readily available 

" In the U.S. each state has its own laws concerning what diseases are reportable to the state health 
department. The Centers for Disease Control and Prevention is the agency charged with the responsibility 
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compared to entomological data. A human case of a vector-borne disease also 

unequivocally demonstrates human contact with the disease agent and thus represents 

actual rather than potential disease risk.93'I31 Both epidemiological and entomological 

data provide the potential to identify socio-economic risk factors as well as 

environmental predictors of disease risk. 

Several limitations exist for application of epidemiological data to construction of 

spatial risk models. First, not all vector-borne diseases are mandatorily notifiable (e.g. 

babeosis, Colorado tick fever, tick-borne relapsing fever). Second, inherent bias may 

exist as case definitions and reporting practices for vector-borne diseases can vary from 

region to region and across time making the construction of spatial models over an 

extended period of time difficult. This especially holds true if the vector-borne disease is 

rare, which necessitates the incorporation of several years of data. Additionally, 

epidemiologic data from humans only provides reliable information for risk in areas with 

an adequate population base. ' Furthermore, diagnostic bias may occur if socio

economic differences in the likelihood of seeking health care result in spatial disparities 

for disease detection (personal communication, Annette Bachand, May 2009). Also, the 

location of residence, rather than the site of probable pathogen exposure, is often the only 

information available for construction of spatial models. This limitation is especially 

challenging for diseases where exposures may occur outside of the peridomestic setting, 

for example, during recreational activities. Finally, asymptomatic or mild infections may 

not be detected. The potential for long delays in diagnostic laboratory confirmation of 

suspected disease cases may also contribute to under reporting, or significant delays 

for maintaining the notifiable disease system in the U.S.. Many other countries also maintain notifiable 
disease systems similar to that in the U.S.. 
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between onset date and reporting.131 If epidemiological data are used to identify areas of 

risk of vector-borne diseases, consideration of the best method for presenting the spatial 

disease data is important. This includes either use of point locations for disease cases or 

aggregating disease counts or disease incidence to specific administrative boundary units. 

Overall, however, both epidemiological and entomological data provide useful 

information for the development of risk models. The incorporation of both data types into 

a spatial model may offset the biases of each, however, consideration of the type of 

biases that each data set bring to the spatial model is important to qualify the results of 

the spatial model. Ultimately, using entomological and epidemiological data in 

conjunction and with observance of possible biases in each dataset can enhance the 

effectiveness of spatial models to correctly identify areas of high and low risk of 

exposure to vector-borne pathogens. 

Rationale and outline of dissertation 

Vector-borne diseases inflict unacceptable health and economic burdens upon the 

global community. Both developed and underdeveloped regions of the world have shown 

vulnerability to emerging and resurging vector-borne diseases. This, in part, is due to 

shortcomings in human resources and public health infrastructure which reduces the 

effectiveness of disease prevention and control efforts to focus limited resources to areas 

with greatest risk of pathogen transmission. Reversing the trend of emerging and 

resurging vector-borne diseases is a considerable challenge especially as prospects for 

development of vaccines for major vector-borne diseases are not promising. Disease 

surveillance and application of vector control must be applied in a targeted fashion to 
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effectively and efficiently reduce morbidity and mortality. Targeting vector control and 

prevention resources is especially crucial in under developed regions of the world, where 

resources are severely limited. The fundamental objective of this dissertation, therefore, 

was to investigate spatial analyses that can be used to identify risk areas toward the goal 

of targeting vector control and disease prevention resources to efficiently and effectively 

limit morbidity and mortality associated with vector-borne diseases in the developed and 

developing world. To achieve this objective, three vector-borne diseases were 

investigated: .WNV disease in Colorado, plague in the West Nile region of Uganda, and 

dengue in Merida, Mexico. These diseases not only exhibit unique epidemiological 

characteristics important to consider in achieving the objective, but also are considered 

public health priorities in the developed and developing world. 

Within the objective to investigate spatial analyses that can be used to target 

vector control and prevention resources, Chapter II explores the most appropriate 

methods to present information for spatial risk of vector-borne disease (WNV disease) in 

map format. This includes the most appropriate spatial scale as well as the method (e.g. 

case count versus disease incidence) best suited for stakeholders tasked with the role of 

allocating public health resources. In Chapter III, human case data and environmental 

correlates are used to develop a predictive spatial model for risk of WNV exposure in 

eastern and western Colorado. The aim of this chapter was improved spatial targeting for 

costly mosquito and WNV surveillance and control schemes. This is especially important 

as mosquito control and personal protection against mosquito bites are the only 

preventative measures available to reduce human WNV disease cases. Chapter IV 

investigates a different approach to construction of a spatial model by assessing 
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entomological risk for the northern Colorado Front Range, A risk classification index was 

created combining data from the independently derived measures of entomological risk 

from Chapter IV and epidemiological risk assessed in Chapter III. The entomological 

model was then scaled up to cover the entire state and its performance assessed in 

comparison to the epidemiologic WNV disease data. 

Chapter V focuses on plague, a flea-borne bacterial disease, with the purpose of 

describing the spatial distribution of reported clinical plague cases in the West Nile 

region of Uganda, identification of ecological correlates of incidence, and incorporation 

of these variables into a predictive model that indicates areas of plague risk. This chapter 

not only demonstrates that plague incidence can be modeled at a parish level scale based 

on environmental variables, but also identifies parishes where cases may be under 

reported which may serve to direct enhanced surveillance and preventative measures to 

decrease the burden of plague. 

The final chapter of the dissertation (Chapter VI), focused on developing an early 

detection system for dengue outbreaks in Merida, Mexico. Historically-derived 

thresholds of dengue incidence were calculated and alerts identified if current incidence 

exceeded historical levels indicating an incipient outbreak. The thresholds developed in 

this chapter were specific to small regions within the city of Merida (BGSAs) that are 

manageable by vector control practitioners in Merida in order to apply a targeted vector 

control response. Despite continuous efforts by the State Health Services of Yucatan to 

stem the tide of dengue through vector control, there exists a disturbing trend toward 

increasing numbers of DHF cases in the Yucatan. Early detection of incipient dengue 

outbreaks can enable timely mobilization of intervention resources targeted to specific 
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regions within a city and increase the probability of reducing transmission prior to the 

height of an outbreak. 

The chapters found herein have been composed in such a manner to achieve a 

single over-arching objective: to develop spatial models and historically-derived 

thresholds to target vector control and disease prevention resources to efficiently and 

effectively limit vector-borne disease morbidity and mortality in the developed and 

developing world. The methods used are cross-cutting and may be applied to numerous 

disease agents. This is a crucial element in the current public health environment where 

new vector-borne diseases are emerging and or "old" diseases are resurging. The 

requirement for greater efficiency will only increase as limited public health resources are 

pitted against the rising tide of vector-borne disease burdens in the global community. 
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Abstract 

We used epidemiologic data for West Nile virus (WNV) disease in Colorado from 

2003 and 2007 to determine: (1) the degree to which estimates of vector-borne disease 

occurrence is influenced by spatial scale (i.e., county vs. census tract); and (2) the extent 

of concordance between spatial risk patterns based on case counts versus incidence. 

Analyses revealed that county-scale presentation accounted for only -50% of the overall 

variance in incidence compared to census tract level presentation suggesting that sub-

county scales provide beneficial information helpful for stakeholder communities. There 

was high concordance between spatial patterns of WNV disease incidence and case 

counts for census tract (83%) but not for county (50%) or zip code (31%). We discuss the 

relevance of these findings for practices to develop spatial epidemiologic data for vector-

borne diseases and to present these data to stakeholder communities. 

KEY WORDS: Information delivery, mapping, spatial scale, vector-borne disease, West 

Nile virus disease 
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Introduction 

In the last two decades, technological capacity to map and model spatial patterns 

of risk for exposure to arthropod vectors and vector-borne pathogens has progressed 

rapidly.1"4 Geographical Information System (GIS) and Remote Sensing (RS) software 

have become more user-friendly and are now complemented by easy-to-use tools to 

assess spatial and space-time clustering, such as SaTScan™ and the DYCAST system.5'6 

7 8 

New mapping software, such as Google Earth™ and MS Virtual Earth™, ' provides 

basic and easy-to-use capacity to generate not only spatial data overlaid on pre-existing 

satellite imagery or map representations but also dynamic illustrations of space-time 

patterns that can be played as "movie clips".9"11 These developments provide novel 

capacity to determine and present spatial patterns of disease incidence, or of occurrence 

of vectors and vector-borne pathogens. Indeed, GIS and other mapping technologies are 

now routinely used both in academic institutions and by public health agencies at 

national, state, county and city levels in the U.S.. This is accompanied by explosive 

development in the field of web-based information delivery which now provides an 

effective medium to distribute maps to a wide range of stakeholders including the 

medical community, vector control practitioners, policy makers and the public at large. ' 

13 Using West Nile virus (WNV) disease as an example, maps showing spatial 

distributions of WNV disease cases or WNV disease incidence are readily available from 

the Centers for Disease Control and Prevention website 

(http://www.cdc.gov/ncidod/dvbid/westnile/index.htm), the U.S. Geological Survey 

Disease Maps web site (http://diseasemaps.usgs.gov/index.html), and from many state or 
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local health department websites in WNV disease endemic areas. Such maps can be used 

as tools to target limited prevention, surveillance and control resources to high-risk areas 

for WNV exposure, and to inform the public about local risk levels. 

However, with this new technological capacity to determine and present spatial 

risk patterns comes a series of questions regarding how it should be used constructively 

in public health. Benefits and drawbacks of using entomological versus epidemiological 

data in spatial risk assessments have been discussed previously for important vector-

borne diseases in North America.9'14 Here, we focus on epidemiologic data and use 

WNV disease in Colorado during the outbreak years of 2003 (total of 2,947 WNV 

disease cases reported from the state) and 2007 (578 reported WNV disease cases) as a 

case study, and apply quantitative statistical methods to explore two questions which 

have not previously been addressed for vector-borne diseases in the U.S.: (1) How are 

estimates of vector-borne disease occurrence influenced by spatial scale (i.e., county vs. 

census tract?); and (2) What is the extent of concordance among spatial risk patterns 

based on disease case counts versus disease incidence for commonly used spatial 

boundary units such as county, census tract and zip code? 

Materials and Methods 

Epidemiologic and GIS-based data. 

The study was based on WNV disease cases reported to the Colorado Department 

of Public Health and Environment (CDPHE) during 2003 and 2007 which represent two 

outbreak years in Colorado with 2,947 WNV disease cases reported in 2003 and 578 

cases reported in 2007. The ratios of WNV fever to WNV neuroinvasive disease were 
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-3.9:1 in 2003 and ~ 5.0:1 in 2007 suggesting that detection and reporting of cases was 

relatively consistent during these years. Our spatial analyses included all reported WNV 

disease cases, including WNV fever and WNV neuroinvasive disease, because our main 

interest was in risk of exposure to the WNV rather than disease manifestation. The use of 

all WNV disease cases, rather than only WNV neuroinvasive disease cases, was further 

justified by that analysis of data from 2003 and 2007 showed significant correlations 

between numbers of WNV fever and WNV neuroinvasive disease cases for both the 

county scale (excluding counties reporting no WNV disease cases; 2003, Spearman's 

rank correlation: ps = 0.851, n = 47, P < 0.001; 2007,: ps = 0.684, n = 34, P < 0.001) and 

the census tract scale (excluding census tracts reporting no WNV disease cases; 2003: ps 

= 0.128, n = 737, P < 0.001; 2007: ps = 0.161, n = 312, P < 0.005). Data for "true" 

infection rates for WNV in Colorado are not available because many infections are 

inapparent or cause only mild symptoms that are unlikely to result in visits to physicians, 

laboratory confirmation of WNV exposure and case reporting. Furthermore, inclusion of 

WNV fever cases provided a more suitable sample size for development of a robust 

spatial model. 

The epidemiologic database provided by CDPHE included, for each case, 

information for county, zip code and census tract of residence, and date of onset of 

symptoms. No personal identifiers were included in the database. The epidemiologic 

database was complemented with GIS-derived data for geographical boundaries (county, 

zip code and census tract; Environmental Systems Research Institute [ESRI], Redlands, 

CA) and 2004 human population (data from the U.S. Census Bureau provided by ESRI). 
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WNV disease cases were aggregated to county, zip code and census tract units 

and cumulative disease incidence (hereinafter referred to as incidence per 100,000 

person-years) was calculated for 2003 and 2007 combined. Combining cases from 2003 

and 2007 was justified as the spatial patterns of WNV disease incidence in Colorado were 

similar in these outbreak years for the county scale (Spearman rank correlation; ps = 

0.737, n = 64, P < 0.001), the census tract scale (ps = 0.434, n = 1,075, P < 0.001) and the 

zip code scale (ps = 0.459, n = 443, P < 0.001). Aggregating cases to county, zip code and 

census tract units was based on the assumption that the likely WNV exposure site was 

located within the specific boundary unit where the residence was located. This 

undoubtedly introduces some degree of error due to occupational, recreational or travel 

exposures where individuals are exposed outside of their resident zip code, census tract or 

county. However, in the absence of reliable information for specific exposure sites, use of 

residence as the assumed exposure location was the best available solution. 

Spatial model to partition variance of WNV disease incidence at county and census 

tract scales. 

WNV disease incidence data for the census tract and county spatial boundary 

units in Colorado were used to explore the degree to which representations of spatial 

variability in risk are influenced when data are aggregated to county versus census tract. 

Zip codes were not used in this analysis because, unlike census tracts, they do not always 

nest within counties. To identify how variance of WNV disease incidence was partitioned 

across counties and within counties, a generalized linear mixed-effects (GLME) model 

was fitted to the data with the response variable being cumulative incidence per 100,000 
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person-years (2003 and 2007 combined) reported to the specific spatial unit (census tract 

or county). The population of each spatial unit was assumed to be fixed and the model 

assumed a binomial distribution for the responses. The GLME model specification is 

where TJ.. is the linear predictor for they'th census tract in county i, /?0 is the intercept, 

ut and v;/ are random effects for county i and census tract y in county i. Case counts were 

modeled according to the logistic model and ui and vtJ were distributed as a 

17 IS 

conditionally autoregressive (CAR) model ' as exploratory data analysis of the 

residuals revealed spatial dependence among the data (based on Moran's I statistic and 

neighbor and distance weights matrices). The model was fitted using only the "distance" 

spatial weights matrix (assuming that the strength of the correlation between spatial units 

is inversely proportional to the distances between their centroids) because previous 

studies19 indicated that unintended correlation results can occur when a "neighbor" 

spatial weights matrix (equal correlation among adjacent spatial units) is used in a CAR 

model. 

A hot-spot analysis based on the Getis-Ord Gi* statistic (ArcGIS 9.2, Spatial 

Analyst, ESRI, Redlands, CA) was conducted to determine presence of local clustering of 

census tracts with either high or low WNV disease incidence based on Z-score values. 

A high and positive Z score value indicates that a census tract is surrounded by other 

census tracts reporting high WNV disease incidence ("hot-spot"). A high but negative Z-

score value indicates that a census tract is surrounded by census tracts reporting low 

WNV disease incidence ("cool-spot"). Examples of "hot-spots" within counties reporting 
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overall low incidence and "cool-spots" within counties reporting overall high WNV 

disease incidence were displayed in map format. 

Disease case count versus incidence. 

Zip code, census tract and county were used to determine the extent of 

concordance for spatial patterns of areas characterized by high risk of exposure to WNV 

based on WNV disease case counts versus WNV disease incidence. As before, this 

analysis was conducted using combined cumulative WNV disease data for 2003 and 

2007. For each spatial unit (zip code, census tract, county) and disease risk estimate (case 

count, case incidence) we systematically categorized risk by quartiles. WNV disease case 

counts and WNV disease incidences falling within the 4th quartile were considered "high 

risk" and used to determine the degree of concordance for spatial patterns of high-risk 

areas for case count versus case incidence for each of the three spatial boundary units 

examined. This was achieved by contingency table analysis. In addition, we determined 

the overall degree of correlation between case counts and disease incidence for the three 

spatial scales using Spearman's rank correlation. 

Statistical analyses and map development. 

Statistical analyses were conducted using the S-PLUS® v. 8.0 (TIBCO Software 

Inc., Palo Alto, CA) and JMP® 7.0.1 (SAS Institute Inc., Cary, NC) statistical packages. 

Maps for WNV disease cases and incidence were developed using ArcGIS 9.2. 

Results 
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Basic description of spatial patterns for WNV disease case counts and WNV disease 

incidence. 

During 2003 and 2007, a total of 3,525 human WNV disease cases were reported 

to the Colorado Department of Public Health and Environment (CDPHE). Larimer, 

Boulder and Weld counties in north-central Colorado accounted for the largest numbers 

of WNV disease cases during these two years with totals of 650, 537 and 507, 

respectively. In contrast, the highest WNV disease incidences occurred in the 

northeastern part of the state, with Logan, Sedgwick and Phillips counties reporting 293, 

273 and 228 cases, respectively, per 100,000 person-years compared to 92—116 cases per 

100,000 person-years for Boulder, Larimer, and Weld counties (Fig. 1). In the western, 

mountainous part of Colorado, Mesa and Delta counties reported the highest incidence 

rates (16—27 cases per 100,000 person-years) (Fig. 1). Spatial patterns for WNV disease 

case counts and WNV disease incidence are displayed visually by county, census tract 

and zip code in Fig. 2. 

Spatial model to partition variance of WNV disease incidence at county and census 

tract scales. 

Significant spatial autocorrelation was detected from the residuals of the 

generalized linear mixed-effects model for both county (Neighbor weights matrix, 

Moran's I = 0.63, P < 0.01; Distance weights matrix, Moran's I = 0.48, P < 0.01) and 

census tract (Neighbor weights matrix, Moran's I = 0.22, P < 0.01; Distance weights 

matrix, Moran's I = 0.08, P = 0.03). To model the observed spatial dependence, a 

1 n 

conditional autoregressive model was fit to the data. Positive spatial correlation among 
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census tracts occurred for multiple counties in north-central Colorado (northern Front 

Range area), two counties in the southeastern part of the state, and for two counties to the 

southwest (Fig. 3). Negative spatial correlation among census tracts occurred in counties 

dispersed throughout the state (Fig. 3). The scale factors, a2
u and o2

v had a ratio of: 

4-—-i .4 i 

$ 3.2 

with a 95% confidence interval of 0.91 ~ 2.26, indicating no statistical difference from a 

ratio of 1 and suggesting that the spatial model partitions the total variability between 

counties and census tracts similarly. That is, after accounting for spatial dependence, the 

results indicate that: (1) variability in WNV disease incidence within counties is 

approximately the same as the variability between counties; and (2) county-scale 

presentations of spatial WNV disease incidence patterns account for only ~ 50% of the 

variance in WNV disease incidence that can be shown by presenting census tract level 

data. 

The Getis-Ord Gi* statistic identified "hot-spot" census tracts that were 

surrounded by other census tracts reporting high WNV disease incidence and "cool-spot" 

census tracts surrounded by other low WNV disease incidence census tracts. We found 

numerous instances where "hot-spots" or "cool-spots" within counties are obscured when 

WNV disease incidence is displayed at the county scale. Denver County provided an 

example of census tract "hot-spots" occurring within a county reporting overall low 

incidence (17.09 cases per 100,000 person-years). As shown in Fig. 4a, eight statistically 

significant (P < 0.05) census tract "hot-spots" were identified within this county. 

Conversely, "cool-spots" occurred in several counties in north-central Colorado that 

reported high overall WNV disease incidence (Larimer, Weld, and Morgan counties; 
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range = 109.03 - 134.48 cases per 100,000 person-years). Within these counties, 14 

census tracts were statistically significant "cool-spots" (Fig. 4b). These examples 

illustrate the finding that aggregating WNV disease incidence to the county scale can 

obscure "hot-spots" or "cool-spots" discernable at the finer census tract scale. 

Concordance between spatial patterns based on disease case count versus incidence. 

Spatial patterns for WNV disease case counts and WNV disease incidence are 

shown by county, census tract and zip code in Fig. 2. Positive correlations between case 

counts and disease incidence occurred for all three spatial units but was much stronger for 

census tract (ps = 0.877, n = 1,075, P < 0.001) than for zip code (ps = 0.238, n = 443, P < 

0.001) or county (ps = 0.558, n = 64, P < 0.001). A similar pattern among the spatial units 

was detected for high-risk areas falling in the 4th quartile for each disease measure. High-

risk counties based on WNV disease case counts were distributed throughout the Front 

Range in the central part of the state, whereas high-risk counties based on WNV disease 

incidence more commonly were located in far eastern Colorado (Fig. 2). Of the 12 

counties classified as high risk based on WNV disease incidence, 6 were also classified 

as high risk based on WNV disease case counts (50% concordance between spatial 

patterns for high-risk counties based on WNV disease case count versus WNV disease 

incidence; Table 1). 

High-risk zip codes based on WNV disease case counts occurred in three distinct 

clusters in the north-central, northeastern and south-central parts of Colorado, whereas 

high-risk zip codes based on WNV disease incidence were shifted to the far eastern parts 

of the state (Fig. 2). Of the 74 zip codes classified as high risk based on WNV disease 
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incidence, 23 were also classified as high risk based on WNV disease case counts (31 % 

concordance; Table 1). In contrast, we found far higher concordance (83%) between 

spatial patterns for high risk based on WNV disease case count versus WNV disease 

incidence for the census tract scale (Table 1). High-risk census tracts were ubiquitous in 

northeastern Colorado, occurred commonly to the southeast, and were found only 

sporadically in the western, mountainous part of the state (Fig. 2). 

Discussion 

We used West Nile virus (WNV) disease in Colorado as a case study to 

quantitatively examine: (1) the degree to which estimates of vector-borne disease 

incidence is influenced by spatial scale (i.e., county vs. census tract); and (2) the extent of 

concordance between spatial risk patterns based on disease case counts versus disease 

incidence for commonly used spatial boundary units. The analyses revealed that 

variability in WNV disease incidence within counties is approximately the same as the 

variability between counties, and that county-scale presentations of spatial WNV disease 

incidence patterns therefore account for only -50% of the variance in WNV disease 

incidence that can be shown by presenting census tract level data. Use of the county scale 

also was found to mask "hot-spots" evident at finer scale (census tract or zip code) in 

counties with low overall WNV disease incidence. Further, there was high concordance 

between spatial patterns of areas with high risk for exposure to WNV based on WNV 

disease incidence and WNV disease case counts for the census tract scale but not for the 

county or..zip code scales. Below we discuss the relevance of these findings for practices 
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to develop spatial epidemiologic data for vector-borne diseases in the U.S. and to present 

these data to stakeholder communities. 

There are stakeholder communities with an interest in spatial patterns of risk for 

contracting diseases caused by vector-borne pathogens. In the specific case of WNV 

disease, stakeholders include federal, state and local public health agencies, mosquito 

control programs, health care providers, purveyors of disease prevention products, and 

the general public. These stakeholders have needs for spatial information that differ not 

only in terms of scale but also in type of information. For example, a mosquito control 

program aiming to implement control activities to suppress vector mosquitoes and reduce 

the burden of WNV disease likely will be most interested in finding out where high 

numbers of WNV disease cases occur at sub-county scales in order to focus expensive 

prevention efforts. On the other hand, a member of the public seeking information to help 

determine his/her personal risk of exposure to WNV, and the need for use of personal 

protective measures such as repellents, may be more interested in spatial risk estimates 

based on WNV disease incidence (which account for population size) in the area of 

interest. The challenge presented to public health map-makers is to present stakeholders 

with a package of suitable and easy-to-understand information for spatial risk patterns in 

electronic map formats while at the same time protecting patient privacy and carefully 

considering benefits and drawbacks to determination and presentation of risk assessments 

at different spatial scales. 

Basic options to present information for spatial risk of vector-borne diseases in map 

formats include point locations for disease cases or aggregation of disease case counts or 

disease incidence to administrative boundary units (summarized in Table 2). A map 
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showing individual case point locations is obviously the most precise way to present 

spatial disease data. However, this has distinct disadvantages including: (1) the 

possibility that the address of residence is not the site of pathogen exposure; (2) a lack of 

accounting for population size; and (3) in some countries, including the U.S., strict 

99 94 

regulations to guide the use of patient health information. " The latter issue can be 

addressed by random offsets from the actual location of the patient's residence but this 

essentially means that an inaccurate map is presented. 

A more commonly used approach to avoid privacy issues is to aggregate disease 

case counts or disease incidence to administrative boundaries. This in turn raises the issue 

of the modifiable areal unit problem,25 which occurs when numerical results vary when 

the same set of data is grouped at different levels of spatial resolution, and raises the 

question of which boundary unit best captures the variability of spatial vector-borne 
91 

disease data without compromising data quality. In the U.S., the Centers for Disease 

Control and Prevention and nearly all individual state health agencies provide spatial 

WNV disease information to the public at the county scale. The lone exception is the 

Colorado Department of Public Health and Environment which, in addition to county-

based information, also provides maps for WNV disease incidence by census tract. 

Benefits and drawbacks of county versus sub-county scales. 

Although our results provide a compelling argument for display of risk patterns 

for exposure to vector-borne pathogens at sub-county scales, there are several problems 

that need to be considered before sub-county information is presented to end-users. There 

is no question that sub-county variability exists for risk of exposure to mosquito and tick 
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vectors of human pathogens such as WNV and the Lyme disease spirochete, Borrelia 

burgdorferi, in the U.S.. " The basic problem when working with sub-county spatial 

risk patterns developed based on epidemiologic data is to determine which of the 

resulting patterns are real and which are likely to be analysis artifacts. Such artifacts may 

occur for several reasons including: (1) case files for common vector-borne diseases, 

such as WNV disease and Lyme disease, often lack information for likely site of vector 

and pathogen exposure and thus the address of residence, in actuality, is not the exposure 

location; (2) information that a case has occurred may result in other nearby cases being 

detected through increased risk perception and health care seeking; and (3) lack of access 

to health care among lower income zip codes or census tracts may prevent reporting and 

thus mask the presence of disease in those areas. This is especially problematic in terms 

of milder disease manifestations for which detection and treatment is "optional" as is the 

case with WNV fever. These problems, of course, occur also at the county scale but can 

be assumed to have greater impact at sub-county scales. One way to evaluate the 

accuracy of sub-county scale risk patterns that are based on epidemiologic data is to 

develop complementary spatial models based on entomological risk measures such as 

abundance of vectors or pathogen-infected vectors and compare the spatial patterns based 

on epidemiologic versus entomological data.14'30'31 Concordance between epidemiologic 

and entomological risk measures can validate sub-county scale risk patterns, whereas 

discordance indicates the need for additional investigations. For example, ground-based 

entomological surveillance in areas with high projected epidemiologic risk but low 

projected entomological risk can be used to assess whether the observed epidemiologic 

pattern represents "real" risk or more likely is a data artifact. 
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When choosing the most appropriate spatial scale to use for presentation of 

epidemiologic data for vector-borne diseases to stakeholder communities, we are faced 

with a situation where use of the county scale obscures variability in spatial risk patterns 

evident at sub-county scales. However, use of sub-county scales introduces more 

potential error in terms of actual pathogen exposure location not falling within the spatial 

boundary unit containing the case's residence. Further studies are needed to determine 

the extent of this error for county versus sub-county scales for various vector-borne 

diseases. Use of sub-county units with small population sizes may also present the 

problem of unstable incidence rates, however this is also reflective of a temporally 
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dynamic emerging infectious disease such as WNV disease. Numerous spatial statistic 

smoothing methods exist to deal with the problem of rate instability including local-area 

averaging or geostatistical smoothing such as kriging. ' Our findings also highlight the 

need to present maps of vector-borne disease incidence at either county or sub-county 

scales together with information on the limitations for the scale at which the data are 

presented. 

Presentation of disease case counts versus disease incidence. 

Figure 2 provides a powerful visual example of the value of side-by-side 

presentations of spatial disease patterns based on case counts versus case incidence. At 

the county scale, there was low overall correlation between disease incidence and case 

counts as well as poor concordance (50%) for counties categorized as high risk for WNV 

exposure based on case counts versus case incidence. Because some stakeholders are 

better served knowing disease case counts (e.g., mosquito control programs) whereas 
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other stakeholders need information based on disease incidence (e.g., policy makers), our 

findings argue for presentations of WNV disease data at the county scale that include 

maps showing WNV disease case counts as well as WNV disease incidence. 

Concordance between high-risk areas determined by case counts versus case incidence 

was also poor for the zip code scale (31%) but much higher for the census tract scale 

(83%). This pattern of higher concordance for census tracts than for either zip codes or 

counties in Colorado likely results, in part, from census tracts having a more uniform 

population size (mean population of 4,427, s.d. = 2,321) than either zip codes (mean 

population of 10,742, s.d. = 13,584) or counties (mean population of 74,355, s.d. = 

148,158). 

Use of WNV fever cases. 

The spatial analyses presented here included all reported WNV disease cases 

(2003 and 2007) including WNV fever and WNV neuroinvasive disease as our main 

interest was not disease manifestation, but rather how to best display disease occurrence 

in map format. Inclusion of all reported WNV disease cases also increased the sample 

size contributing to a more robust spatial model. Several limitations do accompany the 

inclusion of WNV fever cases into the analyses, however. These limitations include: (1) 

WNV disease cases manifesting in the less severe WNV fever form often go unreported 

compared to neuroinvasive disease cases, in which the severity typically requires 

hospitalization, thereby resulting in laboratory confirmation and case reporting; (2) 

reporting of WNV fever cases may be differential (e.g., individuals exhibiting WNV 

fever symptoms who have sufficient access to health care have a higher likelihood of 
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seeking health services compared to individuals in rural areas, or those who lack 

resources to obtain health care). County scale analyses may mask the effects of 

differential reporting of WNV fever as the unit typically encompasses many different 

social and economic conditions. However, zip code and especially census tracts tend to 

contain a more uniform population in terms of social structure and economic conditions, 

which may tend to add bias to displays of WNV fever at these finer scales. Future 

research could repeat the analyses conducted here and weight WNV fever cases to 

account for possible reporting bias. To account for possible bias, prospectively collected 

WNV neuroinvasive disease cases could also be added to the current epidemiological 

database and the analyses repeated using only neuroinvasive disease cases. 

Applicability to other vector-borne diseases in North America 

The analytical methods employed in our study on WNVD in Colorado are broadly 

applicable to vector-borne diseases in North America where humans are incidental 

pathogen hosts. This includes a wide range of diseases caused by pathogens transmitted 

by fleas (e.g., plague), mosquitoes (e.g., eastern equine encephalitis, La Crosse 

encephalitis, St. Louis encephalitis, and WNV disease) and ticks (e.g., babesiosis, 

Colorado tick fever, human granulocytic anaplasmosis, human monocytic ehrlichiosis, 

Lyme disease, Rocky Mountain spotted fever, tick-borne relapsing fever, and tularemia). 

The same methods also may be applicable to mosquito-borne diseases where humans 

serve as important or primary pathogen hosts (e.g., dengue and malaria), but this needs to 

be corroborated in future studies. 
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Future directions. 

Our study demonstrates the potential value of using sub-county scales to 

determine and present spatial assessments of risk for vector-borne pathogens based on 

epidemiologic data. However, further studies are needed to determine: (1) the potential 

drawbacks of moving from county to sub-county scale, especially with regard to potential 

increases in error due to pathogen exposure occurring outside of the census tract or zip 

code of residence; (2) logistical concerns related to changes in data collection practices; 

and (3) potential bias due to inclusion of WNV fever cases in the analyses. Another 

important research need is development of spatial risk models based on entomological 

risk measures to complement risk assessments based on epidemiologic data. 

There also is need for extensive research on delivery mechanisms for spatial risk maps 

and other risk assessment information to stakeholder communities, especially through 

web-based information delivery mechanisms. This includes: (1) gaining a better 

understanding of what type of information different types of stakeholders feel that they 

require; and (2) determining optimal map and text formats to ensure that the message we 

aim to transmit in fact is clear to the user. Evaluating the effect of various data 

presentations on risk (e.g. maps of WNV diseases case counts versus disease incidence) 

also merits future research as the role of perceived threat is well documented in relation 

to the public's use of preventative actions. 
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Table II-l Concordance between spatial patterns for high-risk areas. 
Concordance between spatial patterns for high-risk areas based on WNV disease incidence versus WNV 
disease case counts for the county, zip code and census tract scales in Colorado. 

WNV disease case count 
WNV disease incidence High risk3 Otherb % concordance 

High risk3 

Otherb 

County scale 
6 6 50% 
6 46 88% 

High risk 
Other 

Zip code scale 
23 51 31% 
51 318 86% 

High risk 
Other 

Census tract scale 
158 33 83% 
33 851 96% 

aSpatial units with WNV disease case counts or WNV disease incidences falling within the 4th quartile for 
each spatial scale were considered high risk; bSpatial units either lacking cases and with incidence of 0, or 
falling within the Is' to 3rd quartile. 
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Table II-2 Options for presentation of spatial patterns of vector-borne diseases. 

Method 

Disease 
case point 
locations 

Aggregate 
of disease 

cases 

Aggregate 
of disease 
incidence 

Advantages 
Fine-scale information allowing for 
precise communication of disease risk. 

Facilitates development of predictive 
spatial risk models from knowledge of 
case point locations (based on kriging 
inter-polation, associations of case 
locations with environmental factors, etc). 

Not subject to modifiable areal unit 
problem. 
Useful for targeting vector control 
resources to the areas with the highest 
case loads. 

Improved likelihood that the probable site 
of pathogen exposure is included within 
the boundary unit associated with the 
address of residence. 
Disease risk measure that accounts for 
population density and thus reflects level 
of personal risk. 

Improved likelihood that the probable site 
of pathogen exposure is included within 
the boundary unit associated with the 
address of residence. 

Disadvantages 
Privacy issues associated with dissemination of 
information for disease case locations 
(can be addressed by random offsets from actual 
case locations). 

Address of residence may not be the site of 
pathogen exposure. 

May simply reflect population density. 

Less precise compared to disease case point 
locations. 

Subject to modifiable areal unit problem. 

May simply reflect population density. 

Less precise compared to disease case point 
locations. 

Under-represent total variance. 

Subject to modifiable areal unit problem. 

Problematic for boundary units with low 
population bases. 
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Figure II-2 West Nile virus disease case counts and incidence per 100,000 person-years. 
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Figure II-3 Spatial correlation of WNV diseae incidence among census tracts. 
Spatial correlation of West Nile virus disease incidence among census tracts for counties in Colorado based 
on combined West Nile virus disease data for 2003 and 2007. Counties with positive spatial correlation 
among census tracts are shown in purple, counties with negative spatial correlation among census tracts in 
light blue, and counties containing too few census tracts to calculate spatial correlation in white. Points 
indicate locations of census tract centroids and are color coded by West Nile virus disease incidence. 
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Figure II-4 Hot spots and cools spots of WNV disease incidence. 
Hot spots and cool spots of West Nile virus disease incidence based on combined data for 2003 and 2007 
for census tracts located within selected counties in Colorado: (A) Denver County with a low overall 
incidence (17.09 cases per 100,000 person-years), (B) Larimer, Weld, and Morgan counties with high 
overall incidences; range = (109.03 — 134.48 cases per 100,000 person-years). Points indicate locations of 
census tract centroids and are color coded to indicate presence of statistically significant (P < 0.05) hot or 
cool spots of West Nile virus disease incidence 
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Abstract 

Mosquito control and personal protection against mosquito bites are the only 

preventative measures available to reduce human West Nile virus (WNV) disease. 

Improved spatial targeting is desirable for costly mosquito and WNV surveillance and 

control schemes. We used multivariate regression modeling to develop spatial models for 

risk of exposure to WNV in western and eastern Colorado based on associations between 

Geographic Information System-derived environmental data and zip code of residence for 

3,659 human WNV disease cases from 2002—2006. Models were robust with user 

accuracies for correct classification of risk areas of 70—87% for presence of WNV 

disease and 67—80% for high incidence of WNV disease. The importance of selecting a 

suitable model development area in an ecologically and climatically diverse environment 

was demonstrated by models based on data from the eastern plains landscape performing 

poorly in the mountainous western part of Colorado and vice versa. 

KEY WORDS: West Nile virus disease, Colorado, Geographic Information Systems 

(GIS), spatial modeling 
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Introduction 

West Nile virus (WNV) disease, which is caused by an arthropod-borne virus in the 

family Flaviviridae, has emerged as a serious public health problem in the United States. ' 

After spreading west from the initial focus in New York, the virus reached Colorado in 

20022 and caused an epidemic in 2003 with 2,947 human cases and 63 fatalities reported to 

the Colorado Department of Public Health and Environment . In the western United States, 

WNV is maintained in a natural transmission cycle primarily involving birds and Culex 

mosquitoes and is considered to most commonly be transmitted to humans by Cx. tarsals. 

6 In the absence of a vaccine against WNV for use in humans,7"1 mosquito control and 

personal protection against mosquito bites are the only preventative measures available to 

reduce risk of WNV exposure.11"13 Effective implementation of mosquito and WNV control 

schemes requires knowledge of local spatial and temporal patterns of Culex mosquitoes and 

WNV. Spatial factors influencing risk of WNV exposure in humans include location of 

larval habitats, microclimate, and local abundance of hosts for female mosquitoes, 

9 f\ 

especially birds serving as WNV reservoirs. ' Temporal factors affecting Culex vector 

abundance include the extent of annual flooding caused by snowmelt runoff and seasonal 

rainfall and temperature patterns.14"19 High local abundances of Culex vectors enhance the 

enzootic transmission potential of WNV and may lead to intense viral transmission within 

the enzootic bird-mosquito cycle followed by incidental infections of humans and domestic 
9 19 

animals. ' 

Although it is well understood that spatially targeted and timely implementation of 

mosquito control measures is critical to reduce mosquito abundance and risk of WNV 
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transmission, deciding where and when to implement costly vector control measures is not 

a trivial matter. Detection of human WNV disease cases does not provide sufficient lead 

time for effective mosquito control because the peak in abundance of Cx. tarsalis in 

90 91 

Colorado precedes the peak in human cases by several weeks to a month. ' Human 

WNV cases typically peak in late July and August coinciding with a rapid decline of 

populations of host-seeking Cx. tarsalis females. Emergency mosquito control initiated in 

response to peaks in human WNV cases is therefore of limited use. Surveillance for WNV 

seropositive birds, which typically is achieved through monitoring of sentinel chicken 

flocks or by testing of dead birds,22"27 or WNV-infected mosquitoes, likewise may fail to 

provide sufficient lead time to implement effective mosquito control. To be most effective, 

mosquito control measures need to be implemented proactively based on factors discernible 

before the risk of a WNV outbreak can be determined unequivocally (e.g., weather 

patterns, Culex mosquito abundance). This is a conundrum facing local decision-makers 

across the United States charged with making decisions regarding resource allocation for 

mosquito control activities. 

Knowledge of historical spatial and temporal patterns of abundance of Culex 

vectors and human WNV disease cases provide crucial information to facilitate 

implementation of proactive and evidence-based mosquito surveillance and control 

schemes.15'28"34 For large parts of Colorado, risk patterns can only be discerned from 

epidemiological data because mosquito control programs and, consequently, entomological 

data are lacking. To improve the knowledge of spatial risk of WNV exposure in Colorado, 

we used data for human WNV disease cases from 2002—2006 to first determine fine-scale 

(zip code-based) WNV disease incidence and thereafter identify associations between 

85 



environmental factors and WNV disease incidence through multivariate regression 

modeling. A secondary aim was to determine whether models based on data from the plains 

landscape of eastern Colorado were applicable to the mountainous western part of the state 

and vice versa. 

Materials and Methods 

Study area 

The topographically diverse state of Colorado encompasses short-grass prairie in 

the eastern plains, high mountains of the Continental Divide running north to south in the 

central part of the state, and canyons and high plateaus to the west. The high elevation 

and mid-latitude interior continent location of Colorado results in a cool, dry climate with 

considerable daily and seasonal temperature fluctuations.35 Precipitation in the eastern 

Colorado plains is seasonal with 70—80% of the annual total precipitation occurring from 

April through September. Along the foothills at the eastern edge of the Rocky Mountains 

(the Colorado Front Range), daily and seasonal temperature fluctuations are less severe 

and precipitation increases as one moves from the foothills into montane areas. Eastern 

Colorado is primarily rural agricultural land to the east with increasing focal human 

populations to the west along the Front Range (e.g., Colorado Springs, Denver, Boulder-

Longmont, Loveland-Fort Collins). Two major rivers flow through eastern Colorado, the 

South Platte River to the northeast and the Arkansas River to the southeast. Western 

Colorado topography includes canyons and plateaus with winter weather colder, but less 

variable, than eastern Colorado. The valleys of west-central and southwestern Colorado 
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have a relatively mild climate and precipitation exhibits less seasonality compared to 

eastern Colorado. The Colorado River flows through west central Colorado. 

Epidemiological data 

The study included 3,659 WNV disease cases reported to the Colorado 

Department of Public Health and Environment (CDPHE) by zip code during 2002—2006. 

All included disease cases were from zip codes reporting a mean cooling degree day 

(CDD) value that exceeded a cut-off of 20.7 during the month of July (1961—1990, data 

from Climate Source LLC, Corvallis, OR). This CDD cutoff was chosen because 

entomological data collected along elevation-climate gradients in Larimer County in 

north-central Colorado in 2006 demonstrated that risk of exposure to Culex WNV vectors 

was minimal in areas with a CDD value below 20.7 (L. Eisen, unpublished data). Based 

on this CDD cutoff, the high mountain portion of central Colorado was excluded from the 

study as an area with minimal risk of exposure to Culex WNV vectors (Fig. 1). Few 

WNV disease cases (n = 42; 1.1% of the total for the state) were reported from zip codes 

in the excluded area during 2002—2006 and we consider it probable that the vast majority 

of these cases resulted from out-of-zip code exposures to infected Culex mosquitoes at 

lower elevations. Data from 301 zip codes to the east and 59 zip codes to the west of the 

high mountains were used to calculate zip code-based cumulative WNV disease 

incidences per 100,000 person-years during 2002—2006. Cumulative cases were 

aggregated to zip code rather than census tract because the variability of census tract area 

(<1-8,947 kmz) was more pronounced than zip code area (<1-5,131 km ), especially in 

high-density urban and sparsely populated rural regions of the state. Quality of data from 
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Colorado for probable sites of exposure (point locations) for the relatively mild and 

common WNV disease is highly variable (reflecting differences in information gathering 

practice and interest of individual physicians) and precludes reliable use of point 

locations as the basis for determining environmental correlates of WNV disease risk. We 

do, however, consider it a valid working assumption that most exposures occurred within 

the zip code of residence because human habitation in the semi-arid Colorado landscape 

tends to cluster in the vicinity of mosquito larval habitat (rivers, lakes, ponds, irrigated 

lands). Major recreational areas in western Colorado and the Front Range area cluster in 

montane habitats where Culex vectors are rare or lacking and, thus, WNV exposure is 

unlikely to commonly be associated with out-of-zip code recreational activities. 

Environmental data 

Geographic Information System (GlS)-based data included: 

1) administrative boundaries including state, county and zip code (Environmental 

Systems Research Institute; ESRI, Redlands, CA); 

2) long-term (1961—1990) climate data (mean monthly and annual temperature, 

cooling degree, heating degree and growing degree days; mean monthly and 

annual precipitation, snowfall, and relative humidity; mean annual length of 

freeze-free period; Julian date of first and last snowfall; at 2 x 2 km spatial 

resolution; Climate Source LLC); 

3) U.S. Geological Survey 30-meter national elevation data-set; 

4) land cover classification based on the 30-meter 2001 National Land Cover 

Dataset (NLCD); 
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5) annual average Normalized Difference Vegetation Index (NDVI) data from 

2005 (lxl km spatial resolution; derived from NOAA Advanced Very High 

Resolution Radiometer images). 

GIS-based data were extracted by zip code using ArcGIS 9.2 (ESRI). All layers were 

projected to North American Albers Equal Area Conic projection and North American 

1983 datum. 

Model construction 

Multivariate logistic regression models, based on the above-mentioned 

environmental data, were developed to predict spatial patterns of: 1) zip codes with WNV 

disease cases present; and 2) zip codes with high incidence of WNV disease. Separate 

models were developed for eastern versus western Colorado due to the climatic and 

topographic variability between the two regions which may result in different 

environmental determinants for WNV disease incidence. Logistic regression modeling, 

rather than linear regression modeling, was used because WNV disease incidence data 

were not normally distributed and transformation could not make them so (Shapiro-Wilk 

test; P < 0.05 for both eastern and western Colorado). High WNV disease incidence was 

classified using the fourth quartile cut-off value for zip code-based incidence in eastern 

Colorado (> 38.39 cases per 100,000 person-years) or western Colorado (> 25.75 cases 

per 100,000 person-years). Because the range of disease incidence by zip code was 

greater in eastern Colorado (0—754.72 cases per 100,000 person-years) versus western 

Colorado (0—512.82 cases per 100,000 person-years), separate cut-off values for high 

WNV disease incidence were used to ensure that model development would be 

representative of the specific region. 
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Model development for eastern or western Colorado was based on random 

selection of 75% of the zip codes for each region, with the remaining 25% of zip codes 

reserved for model validation (Fig. 1). Forward stepwise regression was used to identify 

three or more candidate models each for presence of WNV disease (eastern and western 

Colorado) and high incidence of WNV disease (eastern and western Colorado). 

Covariates included in the models (probability to enter of 0.25) were restricted to 

variables significantly associated with WNV disease incidence in univariate tests of 

association (Wilcoxon's test; P < 0.05) but not strongly correlated with each other 

(Spearman's rank correlation; ps < 0.8). A goodness of fit test was applied to determine 

whether the model covariates adequately explained the distribution of WNV disease 

incidence. Receiver Operating Curves (ROCs) assessed the overall discrimination of the 

model based on the area under the curve (AUC). The AUC provides a threshold-

independent measure of the overall accuracy of the model and was also used to determine 

the optimal probability cut-off which characterized each grid cell as presence versus 

absence of WNV disease or high versus lower WNV disease incidence. Models with the 

lowest Aikaike Information Criterion (AIC) were considered the most parsimonious 

models, but models within two AIC units of the minimum AIC value were considered 

competing.36 The best models for presence of WNV disease and high incidence of WNV 

disease in western and eastern Colorado had the lowest or competing AIC values and 

provided the most robust validations. 

The models are described with the following equation: 

Logit(P) = /?0 +/?,*, + /32x2 +... + pkxk [1] 
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where P is the probability of a grid cell being classified as having WNV disease cases 

present or high WNV disease incidence,/?0 is the intercept and /?,... J3k represent the 

coefficients associated with each independent variable xl...xk. 

To create GIS-data layers predictive of presence or high incidence of WNV 

disease, the following equation (derived from equation 1) was used to express the 

probability that a particular cell is classified as predicted presence or high incidence of 

WNV disease cases: 

p = exp(/?0 + pxxx + (32x2 +... + /3kxk) 

[(l + e x p G ^ + ^ x +j32x2+... + j3kxk)] 

Data layers predictive of presence or high incidence of WNV disease were first 

constructed by applying the eastern and western models at the zip code scale. More fine-

scale predictive data layers (2x2 km pixel size) were generated by applying specific 

model equations to the raster data using the raster calculator of ArcGIS 9.2 (ESRI 

Redland, CA). For each zip code, the maximum probability value (P) for having WNV 

disease cases present or high WNV disease incidence among raster cells was extracted 

using zonal statistics (ArcGIS Spatial Analyst, ESRI). User and producer accuracies were 

maximized simultaneously by optimizing the probability cut-off value. Cells with a 

probability greater than the cut-off value were classified as 'presence' or 'high incidence' 

for WNV disease, depending upon the model. All other cells were considered 'absence' 

or 'lower incidence'. We also evaluated the predictive capability of the eastern Colorado 

models for western Colorado and the western models for eastern Colorado to investigate 

the potential for applying regional models statewide. This included extrapolation of the 

model developed for eastern Colorado to western Colorado and evaluation against 
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cumulative WNV disease incidence data from western Colorado. The same procedure 

was repeated for the other half of the state. Results of statistical tests were considered 

significant when P < 0.05. 

Results 

Summary of West Nile virus disease data 

Mean cumulative incidence (2002—2006) of WNV disease by zip code for the 

eastern and western parts of Colorado was similar with 29.63 cases per 100,000 person-

years in the east (range, 0—754.72) and 29.13 cases per 100,000 person-years in the west 

(range, 0—512.82). Larimer, Boulder and Weld counties in the Front Range area reported 

the highest case numbers across the state (totals of 618, 513 and 489 cases for 2002— 

2006, respectively). On the other hand, the highest cumulative incidences of WNV 

disease occurred in the eastern part of the state, with the northeastern counties of Logan, 

Sedgwick and Phillips reporting 100, 154 and 122 cases per 100,000 person-years, 

respectively, during 2002—2006, compared to 35—44 cases per 100,000 person-years for 

Boulder, Larimer, and Weld. Mesa and Delta counties (located in western Colorado), and 

Fremont County (located in central Colroado), reported relatively high incidence rates 

(33—49 cases per 100,000 person-years). 

Predictive spatial models for risk of exposure to West Nile virus 

Multivariate logistic regression models based on GIS-derived environmental data 

were developed to predict areas where WNV disease was present, or where WNV disease 

incidence was high, for western and eastern Colorado (Table 1). Lack of fit tests 

indicated that all models included sufficient numbers of covariates (P > 0.05 in all cases) 
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and whole model tests denoted good overall fit for all models (P < 0.05 for western 

Colorado models and P < 0.001 for eastern Colorado models) (Table 1). Parameter 

estimates for covariates of selected models are shown in Table 2. Models for presence of 

WNV disease and high incidence of WNV disease in eastern and western Colorado based 

upon zip code and 2 x 2 km raster scales are shown in Figures 2-5. The selected western 

and eastern Colorado models for presence of WNV disease were not the most 

parsimonious models, but were considered competing based on AIC values and 

ultimately were chosen because they provided the most sensitive and specific validations. 

Selected models included NDVI in May as a covariate in the eastern model and 

precipitation in May in the western model for presence of WNV disease. Eastern 

Colorado had a higher percentage of area with predicted presence and high incidence of 

WNV disease (67 and 27%, respectively) compared to the western part of the state (40 

and 12%, respectively) (Fig. 2-5). The models predicted high incidence of WNV disease 

along river basins including the Platte, Arkansas and Colorado rivers, and in the northern 

Colorado Front Range (Fig. 4-5). 

Evaluation of models 

Models were validated internally (against the zip code data set used to construct 

the models) as well as externally (against the zip code data set not included in model 

development). Validations were conducted at zip code scale and also at a finer 2 x 2 km 

scale. Only the external validation results are reported in the text but data for both 

internal and external validation results are shown in Tables 3 and 4. User and producer 

accuracies were calculated for evaluation of the models. User accuracy (errors of 

commission) calculates the probability that the modeled data represents reality and 
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provides a measurement of how well the models represent disease risk. Producer 

accuracy (errors of omission) is a measure of the accuracy of the particular modeling 

scheme and measures what percentage of the area was modeled correctly. 

External zip code scale validation - Presence of WNV disease. Producer 

accuracies for categorizing areas with WNV disease present as likely to contain cases, or 

areas with WNV disease absent as likely to lack cases, were 77.78% and 50.00%, 

respectively, for western Colorado and 89.83% and 50.00%, respectively, for eastern 

Colorado (Table 3). User accuracy for presence of WNV disease cases in zip codes 

predicted by the model to contain cases was 70.00% in western Colorado and 86.89% in 

eastern Colorado. Zip codes classified as lacking WNV disease did not yield disease 

cases 60.00%) of the time in western Colorado and 57.14% of the time in eastern 

Colorado (Table 3). Overall, the models provided an accurate fit to the actual spatial 

pattern of zip codes with presence of WNV disease in western Colorado and most areas 

in eastern Colorado except the east-central region of the state where disease presence was 

under-predicted (Figure 2). 

External zip code scale validation - High incidence of WNV disease. Producer 

accuracies for categorizing areas with high WNV disease incidence as likely to have high 

incidence, or areas with lower incidence as likely to have lower incidence were 66.67% 

and 88.89%), respectively, in western Colorado and 58.82%) and 91.38%), respectively, for 

eastern Colorado (Table 3). User accuracy for high WNV disease incidence in zip codes 

predicted by the model to have high incidence was 80.00%> in western Colorado and 

66.67%o in eastern Colorado. Zip codes predicted to have lower incidence also reported 

lower disease incidence 80.00%) of the time in western Colorado and 88.33% of the time 

94 



in eastern Colorado (Table 3). Regarding the spatial distribution of errors of omission, the 

high incidence model under-predicted disease risk along a portion of the Arkansas River 

in the south-central region of the state (Figure 4). 

External fine 2x2 km scale validation — Presence of WNV disease. The 2 x 2 

km scale model for presence of WNV disease had producer accuracies for categorizing 

areas with WNV disease present as likely to contain cases, or areas with WNV disease 

absent as likely to lack cases, of 88.89% and 66.67%, respectively, in western Colorado 

and 88.14%) and 35.17%o, respectively, in eastern Colorado. User accuracies were 80.00%> 

in western Colorado and 85.25% in eastern Colorado for occurrence of WNV disease 

cases in areas predicted by the model to have WNV disease cases present. Areas 

predicted to lack WNV disease cases contained no cases 80.00%> of the time in western 

Colorado and 41.67% of the time in eastern Colorado (Table 4). Similar to the zip code-

based predicted presence models, the raster-based models fit the actual spatial pattern of 

areas with presence of WNV disease in the western region and the majority of the eastern 

region but under-predicted disease presence in the east-central region of the state (Fig. 3). 

The raster-based model for eastern Colorado did, however, predict presence of raster cells 

with risk within zip codes where WNV disease was reported but not predicted at the zip-

code scale. 

External fine 2x2 km scale validation - High incidence of WNV disease. The 

2 x 2 km scale model for high incidence of WNV disease had producer accuracies for 

categorizing areas with high WNV disease incidence as likely to have high incidence, or 

areas with lower incidence as likely to have lower incidence, of 66.67% and 88.89%, 

respectively, in western Colorado and 58.82% and 80.00%), respectively, in eastern 
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Colorado. User accuracies were 80*00% in western Colorado and 62.50% in eastern 

Colorado for occurrence of high incidence of WNV disease in areas predicted by the 

model to have high incidence. Areas classified as lower disease incidence also had lower 

incidence 80.00% of the time in western Colorado and 77.42% of the time in eastern 

Colorado (Table 4). The raster-based high incidence models showed a spatial pattern of 

disease incidence similar to reported WNV disease. Similar to the zip code-based high 

incidence model, the raster-based high incidence model under-reported disease risk along 

a portion of the Arkansas River at the western edge of the eastern plains. The raster-based 

high incidence model did, however, show small patches of risk within zip codes reporting 

high incidence of WNV disease in this area (Fig. 5). To investigate how these small 

patches of predicted high incidence of WNV disease coincided with population density, 

the population per square kilometer was mapped by census tract and compared to the 

raster-based high incidence model (Fig. 6). This revealed that the small patches of model-

predicted high incidence of WNV disease occurring along the aforementioned portion of 

the Arkansas River commonly coincided with population centers (e.g., Pueblo). 

Extrapolation of models to other regions in Colorado 

We also investigated whether zip code-based models developed for eastern or 

western Colorado provide accurate predictions for presence or high incidence of WNV 

disease in the other part of the state. Model predictions were validated at the zip code 

scale against actual presence or high incidence of WNV disease for all zip codes in the 

validation area (i.e., 301 eastern zip codes or 59 western zip codes). When applied to 

western Colorado, the selected eastern Colorado model for presence of WNV disease 

gave producer accuracies for categorizing areas with WNV disease present as likely to 
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contain cases, or areas with WNV disease absent as likely to lack cases, of 65.71% and 

50.00%, respectively (Table 5). User accuracy in western Colorado for occurrence of 

WNV disease cases in areas predicted by the eastern model as WNV disease present was 

65.71%). Zip codes in western Colorado classified by the eastern model as lacking WNV 

disease cases contained no cases 50.00% of the time (Table 5). The eastern model for 

presence of WNV disease predicted cases to occur in areas of western Colorado that did 

not report WNV disease cases, especially to the far northwest (Fig. 7). 

When applied to western Colorado, the selected model for high WNV disease 

incidence in eastern Colorado gave producer accuracies for categorizing areas with high 

WNV disease incidence as likely to have high incidence, or areas with lower incidence as 

likely to have lower incidence, of 41.18 and 76.19%>, respectively, and user accuracies of 

41.18 and 76.19%>, respectively (Table 5). This model fit the actual spatial pattern for 

areas with high WNV disease incidence in the west-central region along the Colorado 

River basin, but over-predicted high WNV disease incidence to the northwest (Fig. 7). 

When applied to eastern Colorado, the selected western model for presence of 

WNV disease cases gave producer accuracies for categorizing areas with WNV disease 

present as likely to contain cases, or areas with WNV disease absent as likely to lack 

cases, of 84.23%o and 36.67%>, respectively (Table 5). User accuracy for occurrence of 

WNV disease in areas predicted by the western model to contain cases was 84.23%>. Zip 

codes in eastern Colorado classified by the western model as lacking WNV disease 

contained no cases 36.67%> of the time (Table 5). As shown in Fig. 8, the western model 

for presence of WNV disease over-predicted presence of WNV disease in eastern 

Colorado. 
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When applied to eastern Colorado, the selected western model for high WNV 

disease incidence gave producer accuracies for categorizing areas with high incidence as 

likely to have high incidence, or areas with lower incidence as likely to have lower 

incidence, of 25.68% and 75.77%, respectively (Table 5). User accuracy for occurrence 

of high incidence of WNV disease in areas of eastern Colorado considered by the western 

model as high incidence was 25.68%. Zip codes in eastern Colorado classified by the 

western model as having lower WNV disease incidence had lower incidence 15.11% of 

the time (Table 5). The western model predicted only the southeastern corner of the 

eastern part of Colorado to include areas with high WNV disease incidence thus 

overlooking a large number of zip codes with actual high WNV disease incidence to the 

northeast (Fig. 8). 

Overall, the zip code-based models performed better when applied to the model 

development area (Table 3) than the other part of the state (Table 5). This was most 

pronounced for the models of high WNV incidence, with user accuracies for categorizing 

areas with high incidence as likely to have high incidence of 66.67 — 80.00%o within the 

respective model development areas but 25.68 ~ 41.18% when the models were applied 

to the other part of the state. 

Discussion 

West Nile virus is the leading cause of arboviral disease in the United States with 

> 15,000 human cases and >600 fatalities since 1999.38'39 Despite the fact that Colorado 

has emerged as a major focal point of WNV disease, with 3,703 human cases and 76 

fatalities reported from 2002—2006, mosquito control is still inconsistent or lacking in 
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large parts of the state including areas severely afflicted by WNV disease in the eastern 

plains region. Because entomological data on Culex vector abundance is scarce from 

areas in Colorado lacking mosquito control programs, we have developed models based 

on associations between environmental and epidemiological data to assess statewide 

spatial risk of WNV exposure at multiple scales. The resulting models identify specific 

environmental factors associated with WNV disease occurrence or high incidence of 

WNV disease, and can be used to assess statewide mosquito control needs. 

As expected, the models predicted high incidence of WNV disease along river 

basins including the Platte, Arkansas and Colorado rivers, and in the northern Colorado 

Front Range. Eastern Colorado had greater coverage of areas with predicted presence and 

high incidence of WNV disease compared to the western part of the state. This may be 

due to several factors. First, human population density in eastern Colorado (572 per km ) 

is 12-fold greater than in western Colorado (46 per km ); the larger human population in 

the east likely results in a greater likelihood of WNV cases occurring in this region. This 

was reflected in the model outcomes which showed large areas of predicted high 

incidence of WNV disease occurring in populated regions especially within the northern 

Front Range. In more rural areas with focal population centers (e.g. southern Front 

Range, eastern plains region, and the central western region) small patches of predicted 

high incidence of WNV disease overlapped with or occurred in close proximity to 

population centers (Fig. 6). Second, eastern Colorado has a higher coverage of irrigated 

agricultural land (18%) compared to the western part (10%), and ponds, small lakes, and 

riparian areas are common within and adjacent to population centers in the northern Front 

Range severely impacted by WNV disease (e.g., Boulder, Fort Collins, Greeley, 
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Loveland). Irrigated agricultural land and ponds, lakes, and riparian areas provide larval 

habitat for Cx. tarsalisn'l '4 and thus may support enzootic WNV amplification cycles. 

Third, agricultural areas occur commonly on the edges of population centers throughout 

eastern Colorado. These may provide "source habitats" for Cx. tarsalis, with movement 

of mosquitoes into nearby urban areas during the summer months when Cx. tarsalis is 

known to shift from feeding on birds to mammals, including humans.41"43 Fourth, there 

could be systematic differences in the level of detection and reporting of WNV cases 

between counties in the eastern and western parts of Colorado. Further research on the 

spatiotemporal adaptation of mosquito populations and WNV transmission in and around 

population centers in Colorado is urgently needed to improve mosquito control practices. 

The selected eastern and western Colorado models included temperature variables 

as important predictors of WNV disease (Tables 1—2). This was not surprising because 

warm temperatures result in more rapid development rates among the immature life 

stages and a shorter gonotrophic cycle in Cx. tarsalis as well as a shorter extrinsic 

incubation period of WNV in Culex vectors.16' 17'44>45 Interestingly, in eastern Colorado 

we found a positive association between WNV disease and temperature in July (i.e., a 

negative association with heating degree days which reflects demand for heating energy 

and therefore has a negative relationship with temperature), but a negative association 

with temperature in August (i.e., a positive association with heating degree days). This 

may be explained by: (1) high summer temperatures ultimately leading to reduction in 

availability of natural larval habitat in the semi-arid climate of eastern Colorado and (2) 

possible negative effects of high temperatures on WNV replication or transmission which 

previously was demonstrated for western equine encephalitis virus.44'46 The selected 
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western Colorado models included positive associations with cooling degree days in May 

(cooling degree days measure the demand for cooling energy and has a positive 

association with temperature) and temperature in March. This association indicates that 

early season warm stretches are critical for mosquito population build-up and sets the 

stage for WNV disease outbreaks in the mountainous, high elevation landscape of 

western Colorado (mean zip code elevation was 2,080 m in the western region as 

compared to 1,672 m in the eastern region). 

Precipitation was predictive of WNV disease in both eastern and western 

Colorado (Tables 1--2). The association with WNV disease was positive for spring 

precipitation (April-May) in both regions but negative for summer (July) precipitation in 

the east. This is not surprising because high spring precipitation likely combines with 

snowmelt run-off to create natural larval habitat, whereas heavy summer rains can flush 

out eggs and immatures from larval habitats, especially for Cx. pipiens in urban or semi-

urban environments . Further research is needed to determine if the effect of summer 

precipitation on Cx. tarsalis populations is more detrimental in urban or semi-urban 

environments where man-made waste water systems concentrate water flow than in rural 

areas where such systems are lacking. 

Normalized Difference Vegetation Index (NDVI) in May was positively 

associated with WNV disease in the eastern models. A high NDVI value is associated 

with abundance of green vegetation, which often is found along riparian areas and around 

lakes and ponds providing larval habitat32'48. NDVI was not significantly associated with 

WNV disease in the western model, perhaps because the distinct elevation and 

temperature gradients occurring in the mountainous landscape of western Colorado, 
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relative to the eastern plains, result in climate factors being more basic determinants of 

Culex abundance than abundance of green vegetation. 

The user accuracy of the selected models in predicting areas with WNV disease 

present or with high WNV disease incidence generally was high. Predictive models for 

presence of WNV disease reliably identified areas that reported WNV disease cases; user 

accuracies at the zip code scale (external validation) ranged from 70% for western 

Colorado to 87% for eastern Colorado. The predictive models for high incidence of WNV 

disease most reliably identified areas that did not report high incidence of WNV disease; 

user accuracies at the zip code scale (external validation) were 80%> for western Colorado 

and 88% for eastern Colorado. The models for high incidence of WNV disease, which are 

unlikely to over-predict risk areas, are well suited for determination of critical statewide 

mosquito control needs. 

Several areas in eastern and western Colorado not reporting WNV disease cases 

were classified by the models as having predicted presence or high incidence of WNV 

disease. This error of commission may be attributed, in part, to persons without or with 

only mild symptoms of WNV disease not seeking medical attention. Based upon 

calculations by the Centers for Disease Control and Prevention, only 1 in 150 (0.7%) 

infections of WNV result in neuroinvasive disease, which typically requires 

hospitalization.49 Applying this ratio to the 757 West Nile virus disease cases from 

Colorado that resulted in neuroinvasive disease (encephalitis or meningitis) from 2002— 

2006, the actual number of WNV infections in Colorado during this time period likely 

exceeded 110,000. Calculations by the Centers for Disease Control and Prevention also 

estimate that approximately 20% of likely WNV infections result in clinical disease (and 
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thus may be recognized and reported). Therefore, of the 110,000 likely infections in 

Colorado from 2002—2006, approximately 22,000 cases of clinical disease likely 

occurred of which 3,703 WNV disease cases (16.8%) were actually reported. Behavioral 

practices, such as use of repellents or people spending minimal time outdoors during the 

peak of the WNV transmission season,13'50'51 as well as mosquito control practices may 

have contributed to the errors of commission as neither were considered in our model. 

Errors of omission also occurred, where WNV disease was reported within areas 

predicted by our models to have no or low risk of WNV disease. Comparison of the zip 

code-based versus the raster-based high incidence models did, however, demonstrate that 

the more fine-scale model predicted presence of patches of risk within zip codes with 

reported high disease incidence but not containing enough coverage of high risk pixels to 

classify the entire zip code as predicted high risk. These patches of risk identified by the 

raster models, but overlooked by the zip code models, illustrate the inherent problems of 

using a coarse-scale unit to display disease risk and provide merit towards the use of fine-

scale, raster-based models. Further, small patches of high risk identified by the raster-

based models were most likely accurate as they often coincided with small (densely 

populated) census tracts with high reported WNV disease incidence (Fig. 6). 

Errors of omission may have also resulted from travel or recreationally related 

WNV exposure outside the zip code of residence. Unfortunately, reliable information on 

point locations for probable site of WNV exposure was not available for the development 

of our models. Rather, the models were based on human cases of WNV disease 

aggregated to the zip code level with a basic assumption that WNV exposure most likely 

occurred within the zip code of residence. Lack of reliable information for probable sites 
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of pathogen exposure for common and relatively mild vector-borne diseases, such as 

Lyme disease and WNV disease, is emerging as a major impediment to the development 

CO 

of spatial epidemiology models for vector-borne diseases in the United States. 

Comprehensive case investigations including determination of the probable pathogen 

exposure site for vector-borne diseases are typically only conducted for plague and the 

costs and time associated with such investigations are prohibitive for more common and 

less severe diseases. This underscores the need for a discussion in the public health 

community of the importance of determining the probable site of WNV exposure and, 

possibly, for physicians routinely taking standardized travel histories from WNV disease 

patients. 

The multivariate logistic regression models were based on cumulative disease 

incidence aggregated to zip codes (dependent variable) and raster-based environmental 

covariates (independent variables). All predictive models were first displayed and 

validated at the zip code scale. In order to construct more fine-scale continuous spatial 

risk surfaces, the same predictive models were applied to 2 x 2 km raster data. External 

validation of the zip code versus fine-scale 2 x 2 km models showed the zip code models 

to most accurately identify areas where WNV disease was present or of high incidence in 

eastern Colorado. In western Colorado, the zip code and fine-scale 2 x 2 km high 

incidence models had identical user and producer accuracies, and the fine-scale 2 x 2 km 

model for presence of WNV disease in western Colorado validated more robustly when 

compared to the zip code model. The validation results thus did not provide conclusive 

evidence for which scale was more appropriate. The lack of point locations of probable 

WNV exposure for model development likely reduced the usefulness of the fine-scale 
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approach, especially in eastern Colorado. On the other hand, a key advantage of fine-

scale spatial risk models is an enhanced ability to target small but important high risk 

areas occurring within large areas of low risk and obscured at the zip code scale. 

Understanding the appropriate scale for model development and the feasibility of 

scaling-up a model for risk of WNV exposure to a larger area is critical. We therefore 

investigated how risk models developed for western or eastern Colorado performed when 

applied to the other area. The results showed that the models (especially the high 

incidence models) performed far better in the part of Colorado for which they were 

developed and underscored the importance of selecting a proper scale for model 

development based on an understanding of the physical environment (the plains 

landscape of eastern Colorado versus the mountainous landscape of western Colorado) 

rather than an administrative boundary (the state of Colorado). For example, the model 

for high WNV disease incidence developed for western Colorado failed to detect large 

areas with high risk for WNV exposure in the northeastern part of the state (Fig. 8), and 

the model developed for eastern Colorado predicted high WNV disease incidence in parts 

of northwestern Colorado where very few cases actually occurred (Fig. 7). Although 

Colorado may be an extreme example in terms of topographic, ecological, and climatic 

variability, it underscores the importance of careful selection of model development areas 

for epidemiological models of vector-borne diseases. Based on similarities in the physical 

environment, the model from eastern Colorado may perform well throughout the Central 

Plains and the model from the western part of the state may be applicable to much of the 

intermountain west. 
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Finally, our study highlights one important problem related to mosquito control in 

Colorado, namely the lack of control activities in rural areas of the eastern plains at high 

risk for WNV exposure. From a statewide perspective, mosquito control activities 

accurately target high risk urban areas along the Colorado River in the west and in the 

northern Front Range in east-central Colorado, but smaller communities along the 

Arkansas and Platte rivers in the eastern plains severely impacted by WNV disease and 

lacking means to pay for mosquito control have been left by the wayside. WNV disease 

will remain a public health concern in Colorado for the foreseeable future and needs to be 

addressed in a more comprehensive and evidence-based fashion than the current 

piecemeal approach which is largely based on control by commercial outfits on year-to-

year contracts. 
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Table III-2. Parameter estimates for multivariate logistic regression models 
Parameter estimates for selected multivariate logistic regression models predicting areas with West Nile 
virus disease present, or with high incidence of West Nile virus disease for easter and western Colorado. 

Area, model type and 
model covariates 

Parameter estimate Likelihood ratio test 

Estimate S.E. y? df P 

Western Colorado 

Presence of WNV disease 
Intercept 
Cooling degree days in May (CDD) 
Relative humidity in August (%) 
Precipitation in May (mm) 

High incidence of WNV disease 
Intercept 
Temperature in March (°C) 

Eastern Colorado 

Presence of WNV disease 
Intercept 
Precipitation in April (mm) 
Precipitation in July (mm) 
Heating degree days in July (HDD) 
NDVI in May 

High incidence of WNV disease 
Intercept 
Elevation (m) 
Precipitation in July (mm) 
Heating degree days in August (HDD) 
Snowfall in September (mm) 
NDVI in May 

-10.66 
0.23 
0.16 
0.02 

-2.86 
0.05 

-1.57 
0.06 

-0.04 
-0.02 
0.02 

3.65 
-0.01 
-0.06 
0.03 

-0.07 
0.05 

6.51 
0.09 
0.11 
0.03 

0.92 
0.02 

3.91 
0.06 
-0.04 
-0.02 
0.02 

6.32 
0.01 
0.02 
0.06 
0.02 
0.03 

2.68 
5.89 
2.03 
0.65 

9.55 
5.63 

0.02 
5.62 
7.06 
9.90 
0.62 

0.033 
10.10 
8.74 
3.12 
8.28 
2.79 

1 
1 
1 
1 

1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 

0.10 
0.01 
0.15 
0.42 

0.00 
0.01 

0.69 
0.02 
0.01 
0.00 
0.43 

0.56 
0.00 
0.00 
0.08 
0.00 
0.10 
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Table III-5. Validation of zip code scale models in other regions of Colorado 
Validation of zip code scale models for predicted presence or high incidence of WNV disease developed 
for eastern or western Colorado when applied to the other part of the state. 

Actual classification for presence of WNV disease cases 
or high WNV disease incidence 

Eastern models applied to western 
Model classification Colorado 

Yes No % correct2 

Predicted presence of 
WNV disease casesb 

Yes 
No 
% correct0 

Predicted high incidence 
of WNV disease cases'* 
Yes 
No 
% correct0 

23 12 65.71% 
12 12 50.00% 

65.71% 50.00% 

7 10 41.18% 
10 32 76.19% 

41.18% 76.19% 

Western models applied to eastern 
Colorado 

Yes No % correct8 

203 38 84.23% 
38 22 36.67% 

84.23% 36.67% 

19 55 25.68% 
55 172 75.77% 

25.68% 75.77% 
Models developed in eastern Colorado were validated against all 59 western zip codes and models 
developed in western Colorado against all 301 eastern zip codes. 
a User accuracy (commission error). 
bProbability cut-off value of P > 0.78 for western Colorado and P > 0.71 for eastern Colorado. 
0 Producer accuracy (omission error). 
dProbability cut-off value of P > 0.460 for western Colorado and P > 0.34 for eastern Colorado. 

I l l 



^^m Zip codes included 
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I 1 Zip codes iuchided 

iu validation sets 

Figure III-l. Zip codes used to build and validate models 
Distribution of zip codes in western and eastern Colorado used to build and validate models for predicted 
presence and high incidence of West Nile virus disease. The central part of the state, which is dominated by 
high mountains where Culex vectors for West Nile virus are rare or lacking, was excluded from the models. 
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Pi edicted Presence or 
Absence of WNV Disease 
[ | Absence 

I J Presence 

Figure II1-2. Predicted presence of West Nile virus disease by zip code 
Predicted presence of WNV disease in western and eastern Colorado for the zip code scale-based model. 
Zip codes with WNV disease cases reported during 2002—2006 are indicated by black circles. 
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Figure 111-3. Predicted presence of West Nile virus disease for the fine-scale model 
Predicted presence ofWNV disease in western and eastern Colorado for the fine-scale ( 2 x 2 km) model. 
Zip codes with WNV disease cases reported during 2002—2006 are indicated by black circles. 
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Figure III-4. Predicted high incidence of West Nile virus disease in Colorado - zip code 
Predicted presence of high cumulative incidence of WNV disease in western Colorado (> 25.75 cases per 
100,000 person-years) and eastern Colorado (> 38.39 cases per 100,000 person-years) from 2002—2006 for 
the zip code scale-based model. The high incidence cut-offs were chosen based upon the fourth quartile 
cut-off value for zip code-based incidence in either region. Zip codes reporting high incidences of WNV 
disease during 2002—2006 are indicated by black circles. 
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Figure III-5. Predicted high incidence of West Nile virus disease in Colorado - One scale 
Predicted presence of high cumulative incidence of WNV disease in western Colorado (> 25.75 cases per 
100,000 person-years) and eastern Colorado (> 38.39 cases per 100,000 person-years) during 2002—2006 
for the fine-scale ( 2 x 2 km) model. The high incidence cut-offs were chosen based upon the fourth quartile 
cut-off value for zip code-based incidence in either region. Zip codes reporting high incidences of WNV 
disease during 2002—2006 are indicated by black circles. 
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Figure II1-6. Predicted high incidence and population centers 
Along the portion of the Arkansas River where the raster-based model under-predicted disease risk (see 
inset map), we found that small patches of model-predicted high incidence of WNV disease commonly 
coincided with population centers (e.g., Pueblo, Colorado). Population density per square kilometer is 
displayed at the census tract level and census tracts with high WNV disease incidence during 2002—2006 
are indicated by black circles. 
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Figure III-7. Statewide application of the eastern zip code model 
Outcome for the eastern zip code-based model for predicted presence and predicted high incidence of 
WNV disease when applied statewide. Zip codes with WNV disease cases reported (top map) or with high 
WNV disease incidence (bottom map) during 2002—2006 are indicated by black circles. 
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Figure III-8. Statewide application of the western zip code model 
Outcome for the western zip code-based model for predicted presence and predicted high incidence of 
WNV disease when applied statewide. Zip codes with WNV disease cases reported (top map) or with high 
WNV disease incidence (bottom map) during 2002—2006 are indicated by black circles. 
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Abstract 

Assessments of spatial risk of exposure to vector-borne pathogens that combine 

vector and human disease data are needed for areas encompassing large tracts of public 

land with low population bases. We addressed this need for West Nile virus (WNV) 

disease in the northern Colorado Front Range by developing not only a spatial model for 

entomological risk of exposure to Culex tarsalis WNV vectors and an epidemiological 

risk map for WNV disease but also a novel risk classification index combining data for 

these independently derived measures of entomological and epidemiological risk. Risk of 

vector exposure was high in the densely populated eastern plains portion of the Front 

Range but low in cooler montane areas to the west that are sparsely populated but used 

heavily for recreation in the summer. The entomological risk model performed well when 

applied to the western, mountainous part of Colorado and validated against epidemiologic 

data. 

Key words: Culex tarsalis, Climate, Colorado, GIS, Risk, West Nile virus disease 

128 



Introduction 

West Nile virus (WNV) disease has emerged as a serious problem in the Central Plains 

and Rocky Mountains with epidemics causing hundreds to thousands of reported human 

cases in Colorado, Montana, Nebraska, Wyoming, and the Dakotas in 2003 and in Idaho 

and Utah in 2006 (data from the Centers for Disease Control and Prevention; 

http://www.cdc.gov/ncidod/dvbid/westnile). In 2003, Colorado alone reported 2,947 

cases of human disease with 63 fatalities (data from the Colorado Department of Public 

Health and Environment; http://www.cdphe.state.co.us/dc/zoonosis/wnv/). The northern 

part of the Colorado Front Range, which spans the transition zone from the Central Plains 

to the Rocky Mountains, was one of the focal points of this epidemic with three counties 

(Larimer, Boulder, Jefferson) accounting for 1,124 reported WNV cases in 2003 and 187 

additional cases during 2004-2006. The case load for this 3-county area notably exceeds 

that of most eastern states. 

Spatial patterns of risk of human exposure along the northern Colorado Front 

Range to locally occurring WNV vectors such as Culex pipiens and, especially, Cx. 

1 O Q A C & *7 

tarsalis ' ' ' ' ' ' are intriguing because this area: 1) extends from the western edge of 

the Central Plains into the eastern edge of the Rocky Mountains and encompasses 

habitats ranging from prairie through foothills shrub, montane and subalpine forest, and 

to alpine areas; 2) includes dramatic elevation-climate gradients potentially affecting the 

ability of Culex mosquitoes to establish breeding populations; and 3) exhibits strong 

spatial clustering of the human population to the plains habitat in the east. 
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Cu/ex tarsalis is, based on its high vector efficiency ' , common occurrence ' ' ' ' 
Q 1A 1 1 n i o i ? 

' ' , and willingness to bite mammals ' ' considered a primary vector of WNV to 

humans in Colorado and indeed the western United States. Along the northern Colorado 

Front Range, this mosquito occurs commonly in heavily populated plains areas at low 

elevations (e.g., the cities of Boulder, Loveland, and Fort Collins)4'5'6. There is, however, 

a lack of detailed knowledge regarding the distribution and abundance of Cx. tarsalis in 

montane areas to the west. These montane areas include large tracts of public land (e.g., 

Rocky Mountain National Park, Roosevelt National Forest) used heavily in the summer 

for recreational activities by the Front Range population as well as tourists. Information 

regarding Cx. tarsalis in montane areas of the western United States typically have been 

qualitative and restricted to records of collection sites14'15'16. Because montane areas in 

the northern Colorado Front Range and, indeed, many other parts of the western United 

States are dominated by public access lands and have very low population bases, 

epidemiologic data are of limited use to assess risk of WNV exposure and need to be 

complemented with models for entomological risk of exposure to Cx. tarsalis and other 

potential WNV vectors. 

The primary goal of this study was to create a comprehensive spatial risk model, 

combining entomological risk of exposure to Cx. tarsalis and epidemiological risk of 

WNV exposure, for a 3-county area in the northern Colorado Front Range extending 

from prairie landscapes at the western edge of the Central Plains into montane and 

subalpine/alpine habitats at the eastern edge of the Rocky Mountains. A secondary goal 

was to explore how the entomological risk model performed, compared to epidemiologic 

data, when scaled-up from the ecologically and climatically diverse Larimer County 
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model development area to four different regions of Colorado: eastern plains, northern 

Colorado Front Range, southern Colorado Front Range, western mountains and high 

plateau. 

Materials and Methods 

Development of entomological risk model: Field sampling ofCulex tarsalis 

Fieldwork targeted two habitat-climate-elevation gradients in the central and 

southern parts of Larimer County: the Poudre River and Big Thompson River corridors 

(Fig. 1). The general climate in this area is characterized by cold winters and hot 

summers with low humidity, averaging ~ 400 mm of precipitation per year at lower 

elevations (Mountain States Weather Services, Fort Collins, CO). Mosquito sampling 

was conducted on 5-7 occasions (roughly every two weeks in each site) during 20 June -

13 September 2006. This time period includes the peak seasonal activity by Cx. tarsalis 

in Larimer County4'5. Sampling included 10 sites located along each river corridor (total 

of 20 sites) at elevations ranging from ~ 1,500-2,350 m (Fig. 1). Mosquitoes were 

collected using CCvbaited CDC miniature light traps (John W. Hock Company, 

Gainesville, FL) suspended ~ 1.5 m above the ground and operated from afternoon 

(1500-1700 hours) until morning (0800-1000 hours). Each sampling site held two traps 

baited with ~ 1 kg of dry ice and located directly along the aforementioned rivers or their 

tributaries. Trees lining the sampling sites included cottonwood {Populus spp.), willow 

{Salix spp.), and, at higher elevations, aspen {Populus tremuloides). For sites located 

along the Poudre River, we also determined temperature and relative humidity, at ~ 1 m 
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above the ground on the north-facing side of a tree, every 30 min throughout the study 

period using HOBO H8 Pro series loggers (Onset Computer Corporation, Pocasset, MA). 

Collected mosquitoes were examined with a dissecting microscope and identified 

to species using published keys 5'17. Site-specific mean abundances of Cx. tarsalis per 

trap night were calculated for the period 20 June - 13 September 2006; this included data 

from 10-14 trap nights in each site. Mean abundance over a prolonged time period was 

used to minimize the effects of: (1) variable weather conditions on different trapping 

nights on mosquito activity and (2) differences in the seasonal timing of peak abundance 

of Cx. tarsalis along the elevation-climate gradients examined. 

Development of entomological risk model: Geographic Information System database 

Site locations were mapped with a GPS receiver (Trimble Geo XT; Trimble 

Corp., Sunnyvale, CA). Site-specific 30-yr mean climate data (mean monthly and annual 

minimum, mean, and maximum temperature; mean monthly and annual cooling, heating, 

and growing degree days; mean monthly and annual precipitation, snowfall, and relative 

humidity; mean and median annual length of freeze-free period; median Julian date of 

first and last snowfall) were derived from Geographic Information System (GlS)-based 

data for 1961-1990 (2x2 km spatial resolution; Climate Source LLC, Corvallis, OR) 

using ArcGIS9.2 (ESRI, Redlands, CA). Climate data layers were generated by Climate 

Source LLC using the PRISM modeling system and Gaussian filter resolution 

enhancement. Site-specific data on elevation were derived from the U.S. Geological 

Survey 30-meter digital national elevation data-set. Selected environmental site 

characteristics are provided in Table 1. 
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Development of entomological risk model: Model construction 

Associations between site-specific long-term climate data (annual and monthly 

data for 1961-1990) and mean abundance of Cx. tarsalis per trap night during 20 June -

13 September 2006 (hereinafter referred to as abundance of Cx. tarsalis) were explored 

by multivariate regression models based on data from 13 sites yielding at least 0.2 

mosquitoes per trap night. This excluded seven sites located at elevations above 1,950 m 

and found to yield no or very few mosquitoes (0-0.1 per trap night). Long-term climate 

data are useful for recognizing relative differences in climatic conditions between spatial 

locations and thus can serve as the basis for spatial modeling. Our use of climate data 

from 1961-1990 and mosquito data from 2006 was based on the assumption that 

differences in climatic conditions between sampling sites in 2006 were consistent with 

the differences for the long-term averages. This indeed was the case for one key climate 

factor available both as temperature logger-derived data from 2006 and long-term 1961-

1990 GIS-derived data; site-specific mean June-August temperatures in 2006 were 

strongly correlated with 1961-1990 averages for these months in the same sites (pairwise 

correlation coefficient = 0.891, n = 8, P = 0.003). Use of long-term climate data available 

as spatially continuous GIS data layers also enabled development of spatially continuous 

predictive models for mosquito abundance based on a far wider range of potentially 

important climate factors than those available for the mosquito sampling year of 2006. 

Elevation, climate factors, and mosquito abundance (natural log transformed data) 

were all normally distributed (Shapiro-Wilk test; P > 0.05 in all cases). Results for 

selected environmental variables in univariate tests are shown in Table 2. A model to 

predict abundance of Cx. tarsalis (dependent variable) was constructed using a forward 
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stepwise multiple regression approach including five biologically meaningful covariates 

(Table 2; mean temperature for April-September; cumulative cooling degree days for 

June-August; mean relative humidity for March-May; mean precipitation for January-

February; snowfall in April) and using a probability to enter covariates of 0.25. 

The equation for the resulting model (which was based on the relationship 

between cooling degree days and abundance of Cx. tarsalis) was applied, at a 2x2 km 

spatial resolution, to the cooling degree day data layer using the raster calculator of 

ArcGIS9.2 in order to create a continuous data layer predictive of abundance of Cx. 

tarsalis. The inclusion of Boulder and Jefferson counties in this model is justified 

because ranges for the single covariate included in the model (cooling degree days) are 

similar in these counties to the range occurring in the Larimer County model 

development area; the minimum cooling degree day value was identical for all three 

counties and the maximum values for Boulder and Jefferson counties exceeded that for 

Larimer County by no more than 20% (Table 3). Further, the areas of Boulder and 

Jefferson counties with cooling degree day values exceeding the maximum for Larimer 

County were only 17% and 14% of the total areas of these counties, respectively. 

The model for projected entomological risk of exposure to Cx. tarsalis was 

categorized, at a spatial resolution of 2x2 km, as follows: low (< 1 mosquito per trap 

night), moderate (1-5 mosquitoes per trap night), or high (> 5 mosquitoes per trap night). 

This cooling degree day-based model for abundance of Cx. tarsalis does not, however, 

account for presence of open, dry habitats with low suitability for Cx. tarsalis within 

areas classified as moderate or high risk. We therefore created an analysis mask based on 

GIS data layers for presence of surface water (streams, rivers, irrigation canals, lakes, 
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ponds) obtained from the U.S. Geological Survey National Hydrography Dataset and 

landcover from the Colorado Gap analysis project. The mask was designed to uniformly 

include non-irrigated areas (natural habitats or non-irrigated cattle grazing land) at 

distances exceeding a given cut-off value (hereinafter referred to as buffer distance) from 

perceived larval habitat into the lowest category of entomological risk (< 1 mosquito per 

trap night). Culex tarsalis can disperse over large distances in irrigated agricultural 

settings in California10'18'19'20 but empirical data for dispersal of adults from larval 

habitats in the semi-arid landscapes of Colorado have been lacking. We initially 

considered four different potential buffer distances: 100, 250, 500 and 1,000 m. However, 

the 100 m and 250 m buffer distances proved unrealistic as preliminary data collected 

from three separate sites in southeastern Larimer County (Butterfly Woods Natural Area, 

Dixon Reservoir, Douglass Reservoir) during 28 June - 12 July 2007 indicate that 

abundance of Cx. tarsalis can remain high (> 5 mosquitoes per trap night) at distances up 

to 250 m from larval habitat detectable from GIS-based data layers (data not shown). 

Spatial models predicting moderate or high entomological risk of exposure to Cx. tarsalis 

were therefore developed using a conservative buffer distance of 500 m around perceived 

larval habitat (streams, rivers, irrigation canals, lakes, ponds, irrigated agricultural land). 

Development of epidemiological risk maps 

The epidemiological risk map for the Larimer-Boulder-Jefferson area was based 

on data for WNV disease cases reported to the Colorado Department of Public Health and 

Environment from 2002-2006 and with a known census tract of residence; this included 

618 cases for Larimer County, 514 cases for Boulder County, and 181 cases for Jefferson 

County. Census tract population data used were from 2004 (data provided by ESRI and 
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based on information from the U.S. Census Bureau). Cumulative incidence (hereinafter 

referred to as incidence) of WNV disease per 100,000 person-years, 2002-2006, was 

calculated and displayed by census tract during using ArcGIS9.2. Epidemiological risk 

similarly was mapped for the entire state of Colorado; this included data for 3,749 WNV 

disease cases occurring during 2002-2006 and with a known census tract of residence. 

Comparison of entomological and epidemiological risk 

The Spatial Analyst in ArcGIS9.2 was used to calculate the percentage of each 

census tract in Larimer-Boulder-Jefferson covered by area representing moderate (> 1 Cx. 

tarsalis per trap night) or high (> 5 Cx. tarsalis per trap night) projected entomological 

risk of exposure to Cx. tarsalis. We also created a 100x100 m grid and calculated average 

straight line (Euclidean) distances from the center of a census tract to the nearest area 

with moderate or high projected entomological risk (distance = 0 m if such areas were 

contained within the census tract). Thereafter, associations were explored between 

percentage of a census tract classified as area with moderate or high projected 

entomological risk or average distance to the nearest area with moderate or high 

projected entomological risk and WNV disease incidence. Because results for moderate 

and high entomological risk were similar, only data for comparisons between high 

entomological risk and WNV disease incidence are presented here. 

The potential for applying the entomological risk model beyond the Larimer-

Boulder-Jefferson area was evaluated by determination of the strength of the association 

between percentage of census tract classified as area with high projected entomological 

risk and WNV disease incidence for four different regions of Colorado: the eastern 

plains, the northern Colorado Front Range, the southern Colorado Front Range, and the 
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western mountains and high plateau (see Fig. 6 for a map showing the area included in 

each region). Statistical analyses were carried out using the JMP® statistical package21 

and results were considered significant when P < 0.05. 

Results 

Entomological risk model for the Larimer-Boulder-Jefferson area 

We used a forward stepwise regression modeling approach to develop a model 

capable of explaining variability in abundance of Cx. tarsalis (Table 1) from climate data 

with relevance to mosquito biology and available as GIS data layers at a 2x2 km spatial 

resolution (Table 2; mean temperature for April-September; cumulative cooling degree 

days for June-August; mean relative humidity for March-May; mean precipitation for 

January-February; snowfall in April). The resulting model was based on cumulative 

cooling degree days for June-August (x) (In Cx. tarsalis per trap night = -3.2485 + 

0.0122x; ANOVA: FUi = 28.22, adjusted r2 = 0.758, P < 0.001). Lack of fit test 

indicated that a sufficient number of independent variables (n = 1) were included in the 

model (P = 0.41). There was no spatial autocorrelation for either abundance of Cx. 

tarsalis in the sites included in the modeling effort (Moran's I = 0.01, Z[I] = 1.1) or for 

the residuals of the linear regression of abundance of Cx. tarsalis on cooling degree days 

(I = -0.08, Z[I] = 0). 

The equation for the model predicting abundance of Cx. tarsalis was applied to 

GIS-based cooling degree day data clipped to the Larimer-Boulder-Jefferson area and 

projected entomological risk of exposure to Cx. tarsalis was categorized as low (< 1 

mosquito per trap night), moderate (1-5 mosquitoes per trap night), or high (> 5 
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mosquitoes per trap night). Buffers around perceived larval habitat were applied to 

uniformly include non-irrigated areas located more than 500 m from larval habitat in the 

lowest risk category. The spatial pattern of areas with high projected entomological risk 

of exposure to Cx. tarsalis in the Larimer-Boulder-Jefferson area is shown in Fig. 2. High 

risk areas include southeastern Larimer County, eastern Boulder County, and 

northeastern Jefferson County. 

Epidemiological risk map for the Larimer-Boulder-Jefferson area 

The epidemiological risk map for the Larimer-Boulder-Jefferson area is shown in 

Fig. 3 with five risk categories: 0-10, 11-20, 21-40, 41-60, and > 60 WNV disease cases 

per 100,000 person-years from 2002-2006. Census tracts with WNV disease incidences > 

60 cases per 100,000 person-years occurred exclusively in the eastern part of the targeted 

counties, especially from southeastern Larimer County through eastern Boulder County 

and into the northeastern edge of Jefferson County. Overall, WNV disease incidence 

decreased from the plains in eastern Larimer and Boulder counties (typically > 40 WNV 

cases per 100,000 person-years) to montane areas to the west in these counties or to 

Jefferson County in the south (most commonly < 20 WNV cases per 100,000 person-

years). 

A combined entomological and epidemiological risk classification index 

We also created a census tract-based risk classification index for combined 

entomological and epidemiological risk of exposure to vectors and WNV in the Larimer-

Boulder-Jefferson area. This novel risk classification index is based on percentage 

coverage by area with high projected risk of exposure to Cx. tarsalis and WNV disease 

incidence and includes five risk classes: Very Low, Low, Moderate, High, and Very High 
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(see Table 4 for further description of these risk classes). The risk classification index 

map, which is shown in Fig. 4, indicates that areas with high to very high risk 

classification indices cluster from southeastern Larimer County through Boulder County 

and into northeastern Jefferson County. The western, montane parts of Larimer and 

Boulder counties and most of Jefferson County were classified as low to very low risk. 

Comparison of spatial patterns of entomological and epidemiological risk 

We found a strong association between presence of areas with high projected 

entomological risk of exposure to Cx. tarsalis and incidence of WNV disease at the 

census tract scale in the Larimer-Boulder-Jefferson area. WNV disease incidence was 

positively associated with percentage coverage (0, 1-33, 34-67, 68-100%) by areas with 

high projected entomological risk (Fig. 5A; WNV disease incidences based on combined 

case and population data for all census tracts falling within a given category of 

entomological risk). Statistical analysis was based on data from individual census tracts 

and revealed a significant positive correlation between coverage of area by high projected 

entomological risk and WNV disease incidence (Spearman's rank correlation; ps = 0.409, 

n = 253, P < 0.001). Further, census tracts containing 68-100% area with high projected 

entomological risk had higher WNV disease incidence among residents (median of 26.9 

cases per 100,000 person-years; n = 132 census tracts) than census tracts either lacking 

such areas (median of 4.7 cases per 100,000 person-years; n = 41 census tracts) or with 1-

33%o coverage (median of 11.4 cases per 100,000 person-years; n = 38 census tracts) or 

34-67% coverage (median of 10.1 cases per 100,000 person-years; n = 42 census tracts) 

(Wilcoxon Rank Sum test with chi-square approximation: x2 > 10.68, df = \,P< 0.002 in 

all three cases). Finally, WNV disease incidence was higher for census tracts with 34-

139 



67% or 1-33% coverage of areas with high projected entomological risk than for census 

tract lacking such areas (x > 6.73, df = \,P< 0.01 in both cases). 

We also found that WNV disease incidence was negatively associated with 

average distance to nearest area with high projected entomological risk (Fig. 5B; WNV 

disease incidences based on combined case and population data for all census tracts 

falling within a given distance category). Statistical analysis was again based on data 

from individual census tracts and revealed that WNV disease incidence for census tracts 

containing areas with high projected entomological risk (median of 17.7 cases per 

100,000 person-years; n = 212 census tracts) was four-fold higher than for census tracts 

lacking such areas (median of 4.7 cases per 100,000 person-years; n = 41 census tracts) 

(X2 = 28.60, d f = l , P < 0.001). 

Performance of model when applied to different regions of Colorado 

We also determined how the entomological risk model performed, compared to 

epidemiologic data, when scaled-up from the ecologically and climatically diverse 

Larimer County model development area to four different regions of Colorado: eastern 

plains, northern Front Range, southern Front Range, western mountains and high plateau 

(Fig. 6). Overall, the entomological risk model performed well in the northern Front 

Range and western mountains and high plateau but very poorly in the eastern plains (Fig. 

6; WNV disease incidences based on combined case and population data for all census 

tracts within a region of the state falling within a given category of entomological risk). 

The percentage of an individual census tract covered by area classified as high projected 

entomological risk was significantly positively correlated with WNV disease incidence 

not only for the Larimer-Boulder-Jefferson area (ps = 0.551, n = 253, P < 0.001) but also 
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for an expanded portion of the northern Front Range (ps = 0.356, n = 427, P < 0.001), 

western Colorado (ps = 0.740, n = 151, P < 0.001), and the southern Front Range (ps = 

0.292, n = 75, P = 0.01). In contrast, we found a negative correlation between coverage 

with high projected entomological risk and WNV disease incidence in the eastern plains 

(ps = -0.304, n = 422, P < 0.001). 

Census tracts in the northern Front Range containing 68-100% area with high 

projected entomological risk had higher WNV disease incidence among residents 

(median of 10.5 cases per 100,000 person-years; n = 305 census tracts) than census tracts 

lacking such areas (median of 0 cases per 100,000 person-years; n = 77 census tracts) or 

with 1-33% coverage of area with high entomological risk (median of 4.7 cases per 

100,000 person-years; n = 25 census tracts) (%2 = 50.34, df = 1, P < 0.001 and *£ = 5.69, 

df = 1, P = 0.02, respectively). A similar pattern was seen for western Colorado where 

census tracts containing 68-100% area with high projected entomological risk had higher 

WNV disease incidence among residents (median of 25.8 cases per 100,000 person-

years; n = 32 census tracts) than census tracts lacking such areas (median of 0 cases per 

100,000 person-years; n = 93 census tracts) or with 1-33% coverage of area with high 

entomological risk (median of 11.8 cases per 100,000 person-years; n = 17 census tracts) 

(X2 = 76.95, df = 1, P < 0.001 and %2 = 8.16, df = 1, P= 0.004, respectively). In the 

southern Front Range, census tracts containing 68-100%) area with high projected 

entomological risk had higher WNV disease incidence among residents (median of 25.7 

cases per 100,000 person-years; n = 63 census tracts) than census tracts with 0-33%> 

coverage (median of 9.3 cases per 100,000 person-years; n = 7 census tracts) (x = 6.63, 

d f = l , P = 0.01). In striking contrast, census tracts in eastern Colorado containing 100% 
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area with high projected entomological risk had six-fold lower WNV disease incidence 

among residents (median of 6.3 cases per 100,000 person-years; n = 391 census tracts) 

than census tracts with 0-67% coverage (median of 39.9 cases per 100,000 person-years; 

n = 20 census tracts) {£ = 24.08, df = 1, P < 0.001). 

Figure IV-7 shows the scaled-up spatial model for high projected entomological 

risk of exposure to Cx. tarsalis, in relation to census tract-based WNV disease incidence, 

for the northern Front Range and western Colorado. 

Potential impact of climate warming on mosquito abundance 

We used data from HOBO loggers operated in eight sites along the Poudre River 

during 2006 to estimate the relationship between elevation (x) and daily mean 

temperature during the peak mosquito breeding season in June-August (Fig. 8). Based on 

the linear relationship between daily mean June-August temperature in 2006 (y) and 

elevation (x) (y = 28.64793 - 0.00538x; Fl6 = 22.76, r2 = 0.791, P = 0.003), incremental 

elevation increases of 100 m along the Poudre River corresponded to an incremental 

decrease in mean daily June-August temperature in 2006 of 0.5 °C per 100 m elevation 

change unit. It therefore follows that a realistic future climate warming scenario resulting 

in mean daily summer temperature increases of 1-2 °C 22 would cause a shift toward 

current temperature conditions in the future occurring at elevations 200-400 m higher 

than today. This realistic scenario would most likely result in both expansion in the range 

of Cx. tarsalis toward higher elevations in the Colorado Front Range and increased 

mosquito abundance near the current upper altitudinal (climate) limit where Cx. tarsalis 

now is present but scarce. 

142 



Discussion 

Spatial assessments of risk of exposure to WNV have tended to focus on either 

entomological risk of vector exposure ' ' ' ' ' or disease risk based on avian or 

equine WNV surveillance29'30'31'32 or human case data.33'34'35'36'37 However, each of 

these risk measures has inherent weaknesses. Entomological risk does not account for the 

importance of human behavior such as use of mosquito repellents6. Avian WNV 

surveillance either requires costly serosurveys or is subject to variability in levels of 

detection of dead birds38'39. Epidemiologic data from humans only provide reliable 

information for risk in areas with an adequate population base and typically are based on 

address of residence rather than likely exposure site ' . Following earlier efforts for 

other mosquito-borne arboviruses, several studies have attempted to address these 

issues by combining entomological risk measures (vector larval habitat, vector 

abundance, abundance of infected mosquito pools) with either avian WNV surveillance 

data43 or human WNV disease data (case locations, disease incidence).44'45'46'47'48,49 

However, these studies typically either were restricted to risk assessments at a crude 

county spatial scale44'47'48 or failed to generate continuous spatial risk surfaces. 3'4 ' 

Perhaps the most complete previous approach comes from a Mississippi study combining 

spatial continuous environmental data with zip-code based incidence of WNV disease in 

humans.45 This approach was, however, to some extent impeded by a low case load of 

human WNV disease (276 cases were reported from Mississippi during the 2002-2003 

study period). 

To account for the inherent weakness of using either entomological or 

epidemiological risk measures separately, we developed not only a spatial model for 
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entomological risk of exposure to Cx. tarsalis (Fig. 2) and an epidemiological risk map 

for WNV disease (Fig. 3) but also a novel risk classification index combining data for the 

independently derived measures of entomological and epidemiological risk (Fig. 4). This 

included a 3-county area (Larimer-Boulder-Jefferson) in the northern Colorado Front 

Range severely afflicted by WNV disease; the three counties reported 1,313 human cases 

from 2002-2006. Risk of exposure to Cx. tarsalis and WNV was found to be high in the 

densely populated eastern plains portion of the northern Front Range but low in cooler 

montane areas to the west that are sparsely populated but used heavily for recreation. 

Development of spatial risk models for vector-borne diseases in the western 

United States that combine entomological and epidemiological risk measures, as 

previously accomplished for Lyme disease in California,41'50 is crucial because this part 

of the country encompasses large tracts of public land where risk cannot be assessed by 

epidemiologic data alone due to low population bases. Public lands can, however, be 

heavily used for recreational purposes and thus represent significant risk of human 

exposure to vector-borne pathogens. In this study, we were able to use an entomological 

risk model to demonstrate that Rocky Mountain National Park in far southwestern 

Larimer County, which receives > 3 million annual visitors with a summer peak in visitor 

numbers coinciding with vector mosquito and WNV activity in Colorado,4'5 currently 

presents minimal risk of exposure to Cx. tarsalis vectors. This was corroborated by the 

fact that mosquito sampling during the summer of 2006 in six locations in a heavily used 

portion of Rocky Mountain National Park yielded a single Cx. tarsalis (L. Eisen, 

unpublished data). 
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Our epidemiological risk assessment highlights the importance of using an 

appropriate spatial scale, such as census tract or zip-code, for presentation of incidence of 

vector-borne diseases in the west, where counties tend to cover large areas and often 

include considerable ecological and climatic variability40. This is important both to detect 

areas of low risk within counties with overall high risk (e.g., WNV disease in the 

Larimer-Boulder-Jefferson area [Fig. 3] or Lyme disease in north coastal California ) 

and to detect small isolated areas of high risk within counties with overall low risk (e.g., 

West Nile virus disease in parts of western Colorado [Fig. 7] or Lyme disease in southern 

California50). Additional research efforts relating to spatial eco-epidemiology of WNV 

disease in Colorado are underway. 

Access to census tract-based WNV disease incidence data from 2002-2006 for the 

state of Colorado provided an opportunity to examine how the entomological risk model 

for the Larimer-Boulder-Jefferson area performed when scaled-up to a larger area of the 

northern Front Range (Larimer-Boulder-Jefferson-Douglas-El Paso), the southern Front 

Range, the western Colorado high plateau and mountains, and the eastern Colorado 

plains. The robust performance, relative to epidemiologic data, of the scaled-up 

entomological risk model in western Colorado can be attributed to the Larimer County 

model development area including a climate gradient similar to that for western 

Colorado. This demonstrates the value of developing spatial models for entomological 

risk of vector exposure within small but topographically, climatically, and ecologically 

diverse geographical areas. On the other hand, the Larimer County-derived entomological 

risk model performed very poorly in the eastern plains. This is likely because Larimer 

County includes only a limited portion of the climate variability existing in eastern 
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Colorado. Efforts are underway to generate data for abundance of Cx. tarsalis along a 

climate gradient extending from the Front Range into the eastern plains along the Big 

Thompson and South Platte rivers. These data will be used to develop a separate model 

for entomological risk of exposure to Cx. tarsalis in the eastern plains. 

Finally, our data on abundance of Cx. tarsalis along climate-elevation gradients in 

the Colorado Front Range and the relationship between elevation and temperature in this 

area suggest that the spatial distribution and abundance patterns of Cx. tarsalis are 

sensitive to climate warming. We expect projected climate warming over the next 50 yr 

in Colorado, which includes summer temperature increases of 1-2 °C , to shift the cool 

end of the distribution of Cx. tarsalis several hundred meters upward in elevation in the 

northern Front Range. This, in conjunction with potential changes in availability of 

mosquito larval habitat following expected decreases in mountain snow-pack and 

subsequent river and stream flooding activity, will impact future patterns of risk of 

exposure to Cx. tarsalis in the Rocky Mountain region. The Colorado Front Range is 

exceptionally well suited for long-term empirical studies on the effect of climate warming 

on spatial patterns of distribution and abundance of Cx. tarsalis and spatial patterns of 

presence of WNV in local mosquito populations. 
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Table IV-2. Linear relationships between climate data and abundance of Culex tarsalis 
Adjusted revalues and statistical significances for linear relationships between monthly or annual long-
term (1961-1990) average climate data and abundance of Cx. tarsalis for 13 sites in Larimer County, 
Colorado, from late June to mid-September 2006, 

Adjusted r -value for linear relationship between climate variable 
and abundance of Cx. tarsalis (natural log transformed)3 

Mean Cooling Relative 
Time period temperature degree days humidity Precipitation Snowfall 
January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 

Annual 

0.499** 
0.710*** 
0.708*** 
0.733*** 
0.719*** 
0.715*** 
0.717*** 
0.712*** 
0.715*** 
0.683*** 
0.679*** 
0.590** 

0.715*** 

QNS 

QNS 

QNS 

0NS 

0.300* 
0.756*** 
0.754*** 
0.759*** 
0.726*** 
0.153NS 

QNS 

QNS 

0.755*** 

0.047NS 

0.520** 
0.687*** 
0.615*** 
0.670*** 
-0.046NS 

0.470** 
0.529** 
0.516** 
-0.091NS 

0.111NS 

0.010NS 

0.796*** 

0.731*** 
0.715*** 
0.420** 
0.333* 
0.051NS 

-0.083NS 

0.201NS 

0.496** 
0.278* 
0.369* 

0.687*** 
0.612** 

0.498** 

0.541** 
0.532** 
0.491** 

0.665*** 
0.543** 

0NS 

0 N S 

0 N S 

0.373* 
0.553** 
0.461** 
0.541** 

0.579*** 
Climate variable-specific data shown in bold were used (as mean or cumulative data for indicated months) 
in a multivariate forward stepwise regression modeling approach to determine the association between 
climate conditions and abundance of Cx. tarsalis. 
a ANOVA: NS, No significant association (P > 0.05); * P < 0.05; ** P < 0.01; *** P O.001. 
b Cooling degree days are calculated as the number of degree days exceeding a baseline of 65 °F (18.3 °C). 
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TableTV-3. Climate ranges for Larimer, Boulder and Jefferson counties. 

County 

Larimer 
Boulder 
Jefferson 

Annual climate i 
Mean 

temperature 
(°Q 

-0.1-9.7 
-0.1-10.3 
3.7-10.0 

Cooling 
degree 
days 

0-548 
0-661 
0-639 

ranges (2x2 km 
Relative 
humidity 

(%) 

51-57 
51-60 
49-55 

spatial resolution)3 

Precipi
tation 
(mm) 

321-1,265 
355-1,255 
364-605 

Snow
fall 

(mm) 

854-17,382 
993-17,721 
1336-4,281 

a Mean values for 1961-1990 based on GIS-deriyed data. 
b Cooling degree days are calculated as the number of degree days exceeding a baseline of 65 °F (18.3 °C). 
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Table IV-4. Risk classification index scheme for West Nile virus exposure 
Risk classification index scheme for West Nile virus exposure in Larimer-Boulder-Jefferson based on 
percentage coverage of census tract by area with high projected risk of exposure to Cx. tarsalis and West 
Nile virus disease incidence. 

Risk classifi
cation index 

Number of 
census tracts 

Coverage of census tract 
by area with high pro
jected risk of exposure 
to Cx. tarsalis 

Census tract-based 
WNV disease incidence 
per 100,000 person-
years, 2002-2006 

Very Low 
Low 
Low 
Moderate 
Moderate 
High 
Very High 

29 
27 
15 
28 
71 
41 
42 

0-10% 
0-10% 
11-50% 
11-50% 
> 50% 
> 50% 
> 75% 

<5 
>5 
<5 
>5 
<20 
>20 
>40 
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Figure IV-1. Location of Larimer County sites sampled for Culex tarsalis. 
Location of Larimer County sites (black circles and triangles) sampled for Cx. tarsalis in 2006 and of the 
Poudre River and Big Thompson River. Sites included in modeling of abundance of Cx. tarsalis based on 
climate data are shown as black circles. The inset map shows the location of Larimer County (dark gray) 
and Boulder and Jefferson counties (light gray) in Colorado. 
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Figure 1V-2. Projected entomological risk of exposure to Culex tarsalis 
Projected entomological risk of exposure to Cx. tarsalis in the Larimer-Boulder-Jefferson area of the 
northern Colorado Front Range based on a cooling degree day model and where non-irrigated areas located 
more than 500 m from perceived larval habitat are included in the lowest abundance category. This figure 
appears in color at www.ajtmh.org. 
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Figure IV-3. West Nile virus disease incidence by census tract, 2002-2006 
West Nile virus disease incidence per 100,000 person-years, 2002-2006, by census tract in the Larimer-
Boulder-Jefferson area of the northern Colorado Front Range. This figure appears in color at 
www.ajtmh.org. 
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Figure IV-4. Risk classification index 
Census tract-based risk classification index for combined entomological and epidemiological risk of 
exposure to Cx. tarsalis and West Nile virus in the Larimer-Boulder-Jefferson area of the northern 
Colorado Front Range. This figure appears in color at www.ajtmh.org. 
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Figure IV-5. West Nile virus disease incidence compared to entomological risk 
West Nile virus disease incidence per 100,000 person-years, 2002-2006, in the Larimer-Boulder-Jefferson 
area of the northern Colorado Front Range in relation to A) percentage of census tract covered by area with 
high projected entomological risk of exposure to Cx. tarsalis and B) distance to an area with high projected 
entomological risk (distance = 0 m if such an area is contained within a specific census tract). WNV disease 
incidences are based on combined case and population data for all census tracts falling within a given 
category for coverage of or distance to entomological risk area. 

157 



j | Western Colorado 

Northern Front Range 

C L _ j Southern Front Range 

{ ' " i Eastern Colorado 

I 

0) 

a, 

at 

•o 

> 
Z 

50 

40 

30 

20 

10 

• Western Colorado 
0 Larimer-Boulder-Jefferson 
D Northern Front Range 
D Southern Front Range 
• Eastern Colorado 

0 1-33 34-67 68-100 

Coverage of census tract by area with high entomological risk (%) 

Figure IV-6. Coverage of census tract by area with high entomological risk 
Relationship between coverage of census tract by area with high projected entomological risk of exposure 
to Cx. tarsalis and West Nile virus disease incidence per 100,000 person-years, 2002-2006, in five different 
regions of Colorado: the western Colorado high plateau and mountains, the Larimer-Boulder-Jefferson 3-
county portion of the northern Front Range (indicated by bold county outlines), the northern Front Range, 
the southern Front Range, and the eastern Colorado plains. WNV disease incidences are based on combined 
case and population data for all census tracts within each region falling within a given category for 
coverage of area with high entomological risk. 
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Figure IV-7. High entomological risk and disease incidence by census tract 
Spatial distribution of areas with high projected entomological risk of exposure to Cx. tarsalis in the 
northern Front Range and western Colorado in relation to census tract-based West Nile virus disease 
incidence per 100,000 person-years, 2002-2006. This figure appears in color at www.ajtmh.org. 
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Figure IV-8. Relationship between elevation and mean daily temperature 
Relationship between elevation (x) and mean daily temperature during June-August 2006 (y) along the 
Poudre River corridor in Larimer County (y = 28.64793 - 0.00538x; ANOVA; Fl,6 = 22.76, r2 = 0.791, P 
= 0.003). 
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Abstract 

The West Nile region of Uganda represents an epidemiologic focus for human 

plague in east Africa. However, limited capacity for diagnostic laboratory testing means 

few clinically diagnosed cases are confirmed and the true burden of disease is 

undetermined. The aims of the study were (1) describe the spatial distribution of clinical 

plague cases in the region, (2) identify ecological correlates of incidence, and (3) 

incorporate these variables into predictive models that define areas of plague risk. The 

model explained 74% of the incidence variation and revealed that cases were more 

common above 1,300 m than below. Remotely-sensed variables associated with 

differences in soil or vegetation were also identified as incidence predictors. The study 

demonstrated that plague incidence can be modeled at parish-level scale based on 

environmental variables and identified parishes where cases may be under-reported and 

enhanced surveillance and preventative measures may be implemented to decrease the 

burden of plague. 

KEY WORDS: human plague, Uganda, West Nile region, Geographic Information 

Systems (GIS), spatial model 
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Introduction 

Plague, a severe bacterial disease caused by Yersinia pestis, has a world-wide 

distribution.1 In recent decades, the majority of human cases have been reported from 

eastern or southern Africa and Madagascar.2"4 The West Nile region of Uganda, located 

in the northwest of the country, represents the current primary epidemiological focus in 

that country.5'6 However, due to limited capacity for diagnostic laboratory testing in that 

region, few clinically diagnosed cases are confirmed and the true burden of disease is yet 

to be determined. 

Yersinia pestis is maintained primarily in zoonotic cycles by rodents and their 

fleas. Although the bacterium can be transmitted through direct contact or inhalation of 

infectious respiratory droplets, humans are most often infected with Y. pestis via flea-

bites during epizootic periods when rodent hosts perish from infection and infectious 

fleas are forced to parasitize alternative hosts, including humans.1 Plague infections have 

a short incubation period (typically 2—6 days for the bubonic form of the disease) 

followed by acute onset of illness. If antibiotic treatment is delayed or inadequate, the 

disease is often fatal.2 Outcome of infection is improved by early diagnosis followed by 

appropriate antibiotic therapy.1'7"14 

Raising awareness among health care providers, environmental health specialists, 

and the public in areas where transmission to humans is most likely to occur could aid in 

prevention and control of plague in Africa. In the United States, fine-scale spatial risk 

models have been constructed to identify areas posing the greatest threat to humans 

within key plague foci such as the four corners area.15'16 Although a plague model has 
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been constructed for the African continent , its resolution is very coarse and public 

health utility limited. Fine-scale models developed in African plague foci are needed to 

define high risk areas and are in line with the World Health Organization's 

recommendations for implementation of public health interventions including predictive 

surveillance and preventative control for plague. ' 

In the study, we sought to (1) describe the spatial distribution of suspect and 

probable human plague cases in the West Nile region, (2) identify remotely sensed 

ecological correlates of parish-level disease incidence, and (3) incorporate these variables 

into a predictive model that defines areas of plague risk in the region. This is useful for 

defining existing epidemiological foci, and for identifying areas where enhanced 

surveillance and preventative measures may be implemented to decrease the burden of 

plague. 

Materials and Methods 

Study area 

Two districts, Arua and Nebbi, located in the West Nile region of Uganda were 

included in the study (Figure 1). These districts, each comprised of three counties, 

encompass an elevation gradient from 626—1,668 m with low-lying areas in the northeast 

rising to higher elevations across the Rift Valley escarpment which runs from north to 

south roughly bisecting the districts. The eastern parts of Arua and Nebbi districts, which 

include portions of Padyere and Madi-Okollo counties, are characterized by sandy soil 

and low rainfall while the western highlands of Okoro and Vurra counties contain lush 

vegetation, fertile soil, and numerous rivers and tributaries. The annual rainfall average in 
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this region is 1,250 mm with March-June experiencing less reliable rainfall and heavier 

and more reliable precipitation occurring from late August through November 

(http://www.nebbi.go.ug/; http://www.arua.go.ug/).20'21 The 2002 Uganda Population and 

Housing Census reported a population of 833,928 in Arua district and 435,360 in Nebbi 

district (Uganda Bureau of Statistics, 2002). 

Epidemiological Data 

An epidemiological database of reported human plague cases within Nebbi and 

Arua districts was developed based on review of health records from a total of 31 health 

facilities (27 district clinics and 4 hospitals) ( Figure 1). The year 1999 was selected as 

the starting year because a uniform recording system was initiated that year and required 

clinics to record all consults and the presumptive diagnoses. All cases for which plague 

was listed as the primary clinical diagnosis were extracted from clinic and hospital log 

books. Information was available for age, sex, place of residence, date of clinic visit, 

concurrent diagnoses, and treatment. Additionally, Health Management Information 

System (HMIS) forms from the district Ministry of Health (MOH) offices were reviewed 

and information pertaining to plague cases such as onset of illness and outcome, 

including date of death, was extracted and cross-referenced with the information obtained 

in the health clinics. Finally, beginning in 2000 in Okoro County, a separate standardized 

reporting form was used that included more detailed information about the cases 

including environmental data (e.g., reported rodent die-offs) for the site of residence. 

Standard criteria for diagnosis of plague in Uganda are sudden onset of fever, 

chills, malaise, headache or prostration accompanied by either painful regional 

lymphadenopathy (bubonic), hematemesis or hematochezia (septicemic), or cough with 
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hemoptysis (pneumonic). For the purpose of this study, a suspect plague case was 

defined as a patient who was seen in a health facility where he/she was diagnosed and 

treated for plague. A probable plague case was a patient seen at the referral hospital in the 

region where he/she was diagnosed and treated for plague and there was additional 

environmental data suggesting ongoing plague activity, such as a rat die-off in the area 

where the patient likely contracted the infection. The ratio of suspect cases by parish 

relative to total suspect cases was calculated; the same calculation was completed for 

probable cases by parish. The proportion probable cases was subtracted from the 

proportion suspect cases and a Wilcoxon's signed-rank test applied to the difference 

setting the mean equal to zero to identify whether the proportional representation of 

suspect cases versus probable cases was similar. 

Cases were excluded from the analysis if (1) the village of residence was located 

in the Democratic Republic of Congo (DRC); or (2) the parish of residence was not 

listed. Although village of residence was known for the majority of cases, many village 

locations have not been georeferenced and, therefore, could not be used to create spatial 

risk models. Parishes, which represent the next smallest spatial unit and have been 

georeferenced and linked with population data, therefore serve as the spatial unit for 

analyses. Cumulative plague incidence rates for 1999—2007 by parish were calculated 

based on population data acquired from the 2002 Uganda Population and Housing Census 

(Uganda Bureau of Statistics, 2002). 

Environmental Data 

Geographic Information System (GlS)-based data used in the spatial modeling 

included: (1) administrative boundaries within Uganda including district, county, and 
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parish (International Livestock Research Institute [ILRI], 2006); (2) 90-m digital 

elevation model (DEM) (Shuttle Radar Topography Mission [SRTM] Elevation Data Set, 

2008; accessed August 2008 at http://seamless.usgs.gov/); (3) Multipurpose Landcover 

database, 1 km resolution (Africover; Geographic Information Support Team [GIST], 

2003); and (4) Landsat 7 Enhanced Thematic Mapper Plus [ETM+] images dated January 

1, 2007 (Row/Path: 58/172) and January 10, 2007 (Row/Path: 58/173). The Landsat 

imagery is remotely sensed data and was collected by the Landsat 7 satellite. This 

satellite scans the entire earth's surface and collects 8 bands or channels of reflected 

energy that may be used to discriminate between earth surface materials as these 

materials (e.g., soil versus vegetation) have unique amounts of emitted and reflected 

99 

radiation which vary by wavelength and may be captured by satellite sensors. The 

Landsat images were acquired through a cooperative agreement with the National 

Geospatial-Intelligence Agency [NGA]. Images were captured during clear atmospheric 

conditions and radiometric and geometrical distortions of the imagery had been corrected. 

Landsat images from 1 and 10 January 2007 were mosaiced together based on spatial 

reference to cover the entire study area which included two different paths that are 

covered on different dates. To test whether raster values from each separate image were 

similar within the overlapping region, 30 points were randomly selected from each of the 

individual Landsat images within the overlap area. There was no difference for values 

from the two images at the randomly selected points (Wilcoxon's signed-rank test, df= 

29, P = 1.0) which confirmed that the mosaicing process had been successful. 

Landsat ETM+ band 6 (low gain and high gain bands) was converted from digital 

number (DN) to absolute radiance and then to surface temperature (°C) using the raster 
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calculator in ArcGIS 9.3 (ESRI, Redlands, CA). " Additionally, several dimensionless 

measures indicating landscape characteristics were calculated based on manipulation of 

79 oo on 

Landsat bands using the bandmath function in ENVI 4.5. ' ' These included the 

Normalized Difference Vegetation Index (NDVI), wetness, brightness and greenness 

indexes. NDVI (based on Landsat band 3 and band 4) is directly related to the 

photosynthetic capacity of plant canopies and therefore may be used to detect coverage of 

green vegetation. A higher NDVI pixel value indicates abundance of green biomass. 

Wetness, greenness and brightness indices are compositive values calculated through 

tasseled cap transformation which weights the sums of separate Landsat bands resulting 

in relative measures of soil brightness, greenness of the vegetation, and wetness of the 
99 9Q 

land cover. ' For example, in the greenness image, a higher pixel value indicates 

greater biomass in that area; a higher pixel value in the wetness image indicates greater 

moisture status; a high value for brightness is indicative of bare soil. 

Because of the paucity of classified vegetation and soil layers with fine spatial 

resolution for this area, it was necessary to use pure band values as proxies for vegetation 

and soil variability. Individual Landsat bands measure distinct wavelengths within the 

electromagnetic spectrum that may be used to discriminate between different landscape 

variables, however it is difficult to make conclusions about specific landscape 
99 

characteristics based on individual band values compared to indices" . Minimum, 

maximum, and average values for all indices, individual Landsat bands (1-5 and 7, 30 x 

30 m spatial resolution; band 6, thermal infrared band, 60 x 60 m resolution; band 8, 

panchromatic band, 15x15 m), and DEM data were extracted for each parish using the 
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zonal statistics function of the ArcGIS 9.3 Spatial Analyst; all of these variables were 

continuous. 

In addition, a dichotomous variable for mean elevation by parish was created 

based on an elevation cutoff of 1,300 m. This cut-off value was selected because 

qualitative observations indicated plague to be present in parishes with mean elevations 

above the cutoff, but absent in parishes at lower elevations. Finally, a variety field was 

calculated for the Multipurpose Landcover database (Africover) indicating the number of 

separate land classes within each parish. All layers were projected to World Geodetic 

System (WGS) 1984 projection. 

Multivariate logistic regression model 

We applied a multivariate logistic regression model to determine the probability 

of plague case occurrence by parish. Covariates included in the logistic regression model 

were chosen via forward stepwise regression (probability to enter of 0.25) and were 

restricted to variables significantly associated with plague incidence in univariate tests of 

association (Wilcoxon's test, P < 0.05) but not strongly correlated with each other 

(Spearman's rank correlation, ps < 0.8). A goodness of fit test was applied to determine 

whether the model covariates adequately explained the distribution of plague occurrence. 

Receiver Operating Curves (ROCs) assessed the overall discrimination of the model 

based on the area under the curve (AUC), which was also used to determine the optimal 

probability cut-off to characterize each parish as having elevated or low risk for plague 

thereby optimizing sensitivity and specificity simultaneously. 

The logistic model is described by the following equation: 

Logit(P) = J3Q+ /?,x, + (32x2 +... + pkxk [1] 
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where P is the probability of a parish being classified as having elevated risk, /30 is the 

intercept and /?,... fik represent the coefficients associated with each independent 

variable xl...xk. The probability that a particular parish is classified as having elevated 

or low risk for plague cases to occur can be derived from equation 1 using the following 

expression: 

P = exp(y80 + / fo + • • • + +pkxk) /[l + exp(/?0 + f3xxx + • • • + +/3kxk)] [2] 

Each parish was assigned a single probability value. The optimal probability cut-off 

value was chosen by maximizing sensitivity and specificity simultaneously using receiver 

operating characteristic (ROC) curves. Parishes with values above the probability 

threshold value were classified as having elevated risk, while all others were considered 

low risk. 

Clinic buffer 

Minimal access to public transportation makes access to health care facilities 

difficult in parts of the study area and may result in underreporting of plague cases from 

some parishes. We therefore only included parishes with centroids within 15.4 km of the 

nearest designated health clinic in the logistic model. The 15.4 km "clinic buffer" 

distance was chosen as it represented the longest travel distance from a reported plague 

case to a health clinic within the 1999—2007 study period. The clinic buffer excluded 

Ayivu county in Arua district and Jonam county in Nebbi district thereby decreasing the 

study area to include parishes within 2 counties (Vurra and Madi-Okollo) in Arua district 

and 2 counties (Padyere and Okoro) in Nebbi District. 
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Multivariate linear regression model 

To predict parish-scale incidence of human plague from environmental GIS/RS-

based data, multivariate linear regression models were constructed using data from the 

•5 1 

parishes classified by the logistic regression model as areas with elevated plague risk. 

Candidate models were identified using forward stepwise regression (probability to enter 

of 0.25). Predictive variables were restricted to those significantly associated with plague 

incidence in univariate tests of association (Wilcoxon's test; P < 0.05) but not strongly 

correlated with each other (Spearman's rank correlation; ps < 0.8). Models with the lowest 

Akaike Information Criterion (AIC) were considered the most parsimonious models, but 

models within two AIC units of the minimum AIC value were considered competing. 

The best model had the lowest AIC and provided the most robust validation. A Moran's / 

statistic was calculated using ArcGIS 9.3 to ensure that the residuals of the selected final 

model were not spatially autocorrelated. The predictive capability of the linear regression 

model was evaluated by regressing actual reported incidence on predicted incidence. The 

predictive equation was extrapolated to all parishes included in the study area and not 

excluded by the clinic buffer. If a parish was predicted to have an incidence less than 

zero, it was assigned an incidence equal to zero. Statistical analyses were carried out 

using the JMP statistical package33, and results were considered significant when P < 

0.05. 

Results 

Summary of epidemiological data 

A total of 2,011 human plague cases reported from January 1999 to December 

2007 were included in the epidemiological database. Of these, 152 cases were excluded 
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from the analysis because either the village of residence was located in the Democratic 

Republic of Congo (DRC) or parish was not listed. The remaining 1,859 cases were 

comprised of 76 probable cases and 1,783 suspect cases. From 1999—2007, the annual 

mean number of reported cases was 199 (range 11—445) with the greatest number of 

cases reported in 2001. Onset of plague symptoms followed a seasonal pattern with cases 

increasing in September, peaking in November and decreasing in December and January; 

few cases were reported in the remaining months. A further description of epidemiologic 

features and clinical presentation of plague cases will be described in more detail in a 

separate publication. 

Qualitative analysis of the data revealed that suspect and probable cases had 

similar spatial trends such that case numbers were higher in the western reaches of Nebbi 

and Arua districts, especially at elevations above 1,300 m. Calculation of the mean 

difference between suspect and probable cases across all parishes indicated that the 

proportional representation of suspect cases versus probable cases was similar 

(Wilcoxon's signed rank test: df = 25, P = 1.0) and justified the use of both probable and 

suspect cases in the analysis. 

Logistic model for elevated or low risk of plague 

A multivariate logistic regression model based on GIS/RS-derived environmental 

data was developed to predict parishes with elevated versus low plague risk (Table 1). 

The model revealed that elevated parish-level plague risk was positively associated with 

mean parish elevation being > 1,3 00 m and with maximum brightness and average 

wetness, but negatively associated with average greenness. A lack of fit test indicated that 

the most parsimonious model included sufficient numbers of covariates with appropriate 
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functional relationships {% = 56.27, df= 111, P > 1.0) and a whole model test denoted 

good overall fit {yj = 96.69, df = 4, P < 0.001). Accuracy of the best model, based on the 

area under the ROC curve, was 0.96 indicating that randomly selected presence and 

absence pairs would be correctly ordered by their probability scores 96% of the time. 

Probability of plague case occurrence was calculated based on the model described, and 

dichotomized into "elevated risk" or "low risk" categories based on a cut-off probability 

value (P = 0.55) which was derived from the ROC curve and simultaneously optimized 

the sensitivity and specificity of the model. 

The model predicted 46 (40%) of included parishes to report plague cases. These 

parishes were located in the western region of the study area, along the DRC border. 

Nearly all parishes predicted to have elevated plague risk were located above the 1,300 m 

elevation cutoff. Evaluation of the model against actual case reports by parish revealed a 

sensitivity of 93% (i.e., 93% of the parishes with plague reported were correctly 

classified by the model as having elevated plague risk). Model specificity was 92% (i.e., 

92% of parishes where plague was not reported were correctly identified as having low 

plague risk). The model predicted plague cases in 6 parishes where no cases were 

actually reported, thereby producing a positive predictive value of 87%. Three parishes 

below the 1,300 m elevation cutoff actually reported plague cases, but were misclassified 

by the logistic model, and were predicted to pose a low risk decreasing the negative 

predictive value to 96% (Table 2). 

Linear regression model for plague incidence 

The linear regression model was developed based on 49 parishes either predicted 

by the logistic regression model to have plague cases present (n = 46), or misclassified by 
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that model as low risk, but where cases actually had been reported (n = 3). The best linear 

regression model indicated that within these parishes, plague incidence continued to be 

positively associated with elevation above 1,300 m as seen in the logistic model. Positive 

associations were also observed between plague incidence and the parish level average 

value of band 3, minimum elevation values in parishes that were above the 1,300 m (e.g. 

low areas within a high plateau), surface temperature, and the variety of land-cover 

classes (Africover) (Table 3). Plague incidence was negatively associated with average 

values of band 7 and minimum brightness (Table 3). Combined, these variables explained 

68% of the total variation in parish-level incidence (F7>4i = 12.58, r = 0.68, P O.001). 

Parameter estimates for covariates of the selected model are shown in Table 3. The model 

predicted cases to occur within parishes throughout the model build area, including 

parishes in northern Vurra County and eastern Okoro County where elevations were 

lower than 1,300 m. 

Two parishes in northern Vurra County with very high plague incidences (Ayavu 

parish, incidence = 64.7 cases per 1,000 population; Ozoo parish, incidence = 54.1 cases 

per 1,000 population) prevented the model residuals from achieving a normal 

distribution. Once these parishes were removed from the analysis, the residuals of the 

model were normally distributed (Shapiro-Wilks test, W = 0.98, P = 0.66). The residuals 

from the entire model development area (including Ayavu and Ozoo parishes) were not 

spatially autocorrelated (Moran/= -0.08, Z[T] = -0.92). Regressing actual incidence on 

predicted incidence showed that 74% of the variation in actual incidence was explained 

by the predictive model (Fi,47 = 130.42, r2 = 0.1 A, P < 0.001) (Figure 3). 
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Extrapolation of the linear regression model 

The linear regression model explained approximately 50% of the total variation in 

parish-level plague incidence when extrapolated east to all parishes within the 4 county 

study area and in the clinic buffer (F i>n4 - 114.05, r2 = 0.50, P O.001). The most 

noteworthy areas of discordance between the predictive model and actual reported 

incidence were (1) those in which very high incidence was expected but no cases were 

reported or (2) areas where actual incidence was much higher than predicted. 

Specifically, three parishes in northern Vurra County did not report any cases from 1999-

-2007 whereas the model predicted incidences ranging from 26.0—48.1 cases per 1,000 

population (Figure 3). Two of these parishes were noted as outliers in the analysis of 

residuals. Conversely, three parishes located in central and southern Vurra County were 

predicted to report cumulative incidences of 29.0—42.5 cases per 1,000 population (1999-

-2007), but case reports were higher than predicted (42.6—64.7 cases per 1,000 

population) (Figure 3). 

Discussion 

Previous studies have identified the West Nile region of Uganda as an 

epidemiological focus for plague.5'6 However, within this region the spatial distribution 

of case occurrence and the ecological factors associated with elevated plague risk are 

poorly defined. We have addressed this by (1) mapping parish-level incidence of plague 

in Arua and Nebbi districts from 1999—2007 and (2) developing statistical models to 

predict plague incidence based on elevation and remotely-sensed environmental 

variables. The study demonstrated that plague incidence can be modeled at the parish-
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level scale based on environmental variables and identified several parishes where plague 

may be under-reported and enhanced plague surveillance is called for. 

Similar to previously published models of plague risk for the United States ' ' 

and descriptive historical observations from Africa '" ' ' , elevation was an important 

predictor of risk within the study area in Uganda's West Nile region. Parishes located in 

western counties and situated above the Rift Valley escarpment (average parish elevation 

> 1,3 00 m) reported a higher incidence of plague than counties located below the 

escarpment. Consistently recorded meteorological data are lacking from this area but the 

higher elevation sites are perceived to receive some of the highest rainfall in the West 

Nile region and experience lower temperatures than neighboring low-lying areas which 

report average monthly temperatures of 22—35°C.21 This combination of elevated rainfall 

and moderate temperature is consistent with conditions observed in other plague-endemic 

regions of Africa such as Kenya, Tanzania, Democratic Republic of Congo, Madagascar 

and southern Africa as observed by Davis upon evaluation of the relationship between 

seasonal occurrence of plague and meteorological variables in localities throughout 

Africa.37'38 Initiation of plague activity in Africa was associated with increased 

precipitation and temperatures above 15°C while case reports decreased during drier 

periods and when average temperatures exceeded 27°C, an observation similar to ones 

made earlier in Vietnam.39"41 Likewise, in North America occurrence of plague epidemics 

and epizootics have previously been associated with temperature and rainfall. ' ' 

The reasons for why occurrence of plague cases is related to temperature in Africa are 

unknown and merit further studies into both the ecology of plague in rodent reservoirs, 

flea vectors, and Y. pestis transmission dynamics and potential alterations in human 
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behavior which might increase the risk of Y.pestis transmission. For instance, it has been 

proposed that lower temperatures in this region cause individuals to sleep in the cooking 

hut near the fire to stay warm which will increase their risk for plague by bringing them 

into contact with rodent fleas responsible for plague transmission. Alternatively, 

temperature and relative humidity could influence host-seeking behavior of fleas. 

Accuracy of the models to predict case occurrence or incidence of reported plague 

cases was improved by incorporating remotely-sensed environmental indicators (e.g., 

temperature, brightness, land cover) together with elevation. However, because these 

variables were aggregated by parish in order to match the finest spatial resolution that 

was georeferenced for plague cases, the biological meaning of these indicators needs to 

be interpreted with care. Several variables included in the models are indicative of 

differences in soil or vegetation types (e.g., Landsat bands 3 and 7, brightness, greenness, 

and wetness).22'29 It is difficult to interpret the significance of individual Landsat bands 

that are included in the models as in what environmental characteristics a high or low 

band value indicates. Although these Landsat bands may not provide specific information 

on the environmental characteristics correlated with plague incidence, the Landsat 

satellites provide global coverage and provide opportunities to extrapolate the model to 

areas where surveillance information is lacking (e.g., the DRC located west of the study 

area). Further classification of vegetation and soil types in the West Nile region is 

required to identify precise environmental correlates of risk and develop hypotheses 

regarding biological linkages between the remotely-sensed indicators and risk of Y. pestis 

transmission from rodent-flea cycles to humans. 
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Plague incidence also was positively associated with the number of land cover 

types occurring within parishes. Others have suggested that habitat heterogeneity or 

fragmentation may be important for inter-epizootic maintenance of Y. pestis. ' ' For 

example, sufficiently large plague-susceptible small mammal populations or communities 

may be separated into distinct subpopulations or metapopulations by landscape features 

that restrict movement and thus either allow some subpopulations to be unaffected by 

plague epizootics or at least slow epizootic spread enough for some populations to 

recover prior to being affected by the next epizootic. Thus, habitat heterogeneity could 

increase the probability of local persistence of plague foci. This underscores the need for 

studies on rodent and fleas faunas, rodent movement patterns, and the effect of 

agricultural practices within clearly defined habitat types in plague-endemic areas in 

Africa. 

Although 74% of the variation in parish level incidence was explained by the 

model, there were some notable outliers that affected model performance. We believe the 

most critical areas of discordance between actual and predicted plague incidence are 

those parishes that did not report cases, but where the model expects cases to occur. This 

includes Eruba, Kuluva and Ezuku parishes in northern Vurra county which were 

expected to report incidences of 25—50 cases per 1,000 population but no cases were 

observed between 1999—2007 (Figure 3). Possible reasons for the overprediction include 

underreporting of cases during the study period due to unstable political conditions along 

the DRC border. Also, model development was based on nine years of epidemiological 

surveillance. However, plague is characterized by long periods of quiescence followed by 

rapidly spreading epizootics.1'50 Therefore, it is possible that some parishes that did not 
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report cases but were identified as ecologically conducive for plague activity could have 

been sampled during a locally quiescent period. For example, the model predicted an 

incidence of 18 cases per 1,000 population for Central Parish in southeastern Okoro 

County, yet no cases were reported from 1999—2007. However, a retrospective record 

review from 1986-1998 indicated hundreds of plague cases were reported to Paidha 

Clinic located within Central Parish. Similarly, during 2008 a patient with plague was 

reported from Ezuku parish in northern Vurra County where no cases were reported from 

1999-2007. Together, these observations suggest that the areas identified by the model as 

high risk are ecologically conducive for plague activity but outbreaks may occur more 

sporadically. Additionally, ecological similarities between other parishes where plague 

was reported and the outliers in northern Vurra County lead to the speculation that the 

overprediction of the model in these parishes may be due to reporting anomalies. These 

parishes in northern Vurra County are therefore prime candidates for prospective studies 

and enhanced plague surveillance. 

There were several parishes in southern and central Vurra County where the 

model expected fewer cases than actually occurred. Our model development was based 

on clinically diagnosed plague cases because standard laboratory confirmation of cases 

was not a common practice in this area.51'52 It is possible that during outbreaks the index 

of suspicion for plague was elevated and this may have resulted in over-reporting of 

plague cases in some parishes. Additionally, the underprediction of the model may be 

attributed to overreporting of plague cases from health clinics bordering the Democratic 

Republic of Congo (DRC) due to patients crossing the border to seek care in Uganda. 

While we attempted to account for this by excluding patients who reported that their 
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village of residence was in DRC, village of residence was self-reported and anecdotal 

evidence suggests that some patients from DRC may inaccurately state that their village 

of residence is in Uganda. 

Plague prevention and control recommendations typically include implementation 

of vector control, reduction of rodent abundance through elimination of harborage or 

food sources in and around homes12'53"55, or rodent control measures when appropriate , 

maintenance of surveillance activities that can aid in predicting where future cases are 

likely to occur19, and education campaigns aimed at raising awareness of the disease 

among health care workers and the public.5 The spatial resolution of the model is useful 

for identifying parishes at elevated risk for plague, which may aid in identifying clinics 

that are most likely to see plague patients and suggests areas where surveillance should 

be enhanced. This information can be used to target educational campaigns and increase 

awareness at the parish level. However, because risk within individual parishes is 

considered homogeneous by the model, it is not sufficient for identifying villages that are 

most at risk and therefore is of limited use for spatially targeting vector control activities. 

Future development of spatial risk models based on exposure site locations for plague 

cases (and negative control locations) would provide fine resolution outputs that may be 

used to target vector control activities and could serve as a tool for further targeting 

enhanced surveillance activities. Such information could also explain parish-level model 

errors. For example, if villages at highest risk within a parish are a long distance to a 

health care clinic, cases may be under-reported. Identifying these villages could aid in 

mobilizing resources to these under-served areas at elevated risk. In addition, fine-scale 

spatial risk modeling could aid in refining the understanding of the ecological factors that 
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are predictive of risk. This information would be useful for extrapolating the risk 

assessment model to areas where consistent enhanced epidemiological surveillance 

activities are lacking and where the burden of disease remains unclear. For example, 

models from the West Nile region in Uganda very likely are applicable to areas with 

similar elevations and ecological characteristics in the northeastern part of the DRC 

directly across the border from the study area. 
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Table V-l. Multivariate logistic regression model parameter estimates 
Parameter estimates for the multivariate logistic regression model predicting elevated versus low risk of 
human plague in portions of Arua and Nebbi districts, Uganda. 

Parameter estimate Likelihood ratio test 

Model covariates Estimate 
2.90 
6.48 
0.29 

-0.13 
0.004 

S.E. 
2.78 
1.62 
0.08 
0.07 
0.00 

/ df P 
1.09 

16.06 
11.98 
3.20 
0.83 

1 0.30 
1 0.00 
1 0.00 
1 0.07 
1 0.36 

Intercept 
1,300 m elevation cut-off 
Wetness (mean) 
Greenness (mean 
Brightness (maximum) 

Table V-2. Evaluation of the logistic regression model 
Evaluation of the logistic regression model for parishes classified as having elevated or low plague risk 
compared to reported plague cases. 

Predicted risk of plague3 
Actual classification for presence of plague cases 

Yes No % correct 
Elevated 
Low 
% correct 

40 
3 

93%b 

6 
67 

92%c 

87%a 

96% o/„e 

a Probability cut-off value of P > 0.55; Sensitivity;c Specificity 
d Positive predictive value;e Negative predictive value 
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co ch: 
(D 

<« U 
o *3 

•« 3 
a J2 

r^ O 

C ID 
cd _ o 

J= "a 
cd . 1 
3 >> 

CD 

CD < 

^ a 
M .2 

CD • ' 2 
O (-> 

3 « 

* M 

II - 3 Z 
>^ 
a >, 
§ g 
3 'S 
Cd tH 
O CD 

cd . « 

C O ^ 

3 x> 

cd 

O 
ON 



* 
I Democratic Republic ' 

of Congo , ' 

Incidence per 1,000 
o 
0.1-5 

''""." ! 5.1-10 

$$$$ Parishes outside clinic buffer 

© Clinics 

10 5 0 

Figure V-l. Incidence of human plague by parish 
Reported cumulative incidence per 1,000 population of human plague (1999-2007) by parish in Arua and 
Nebbi districts. 
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Figure V-2. Plague case reporting compared to model predictions 
Parishes reporting plague cases compared to the prediction from the multivariate logistic regression model 
for elevated versus low risk of plague. 
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Figure V-3. Multivariate linear regression model predicting plague incidence 
Multivariate linear regression model predicting plague incidence per 1,000 population. Inset graph 
identifies parishes in Vurra County where the model over (diamond) or under (asterisk) predicts incidence. 
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Abstract 

Early detection of disease outbreaks can aid public health practitioners in the 

timely application of interventions to reduce disease case numbers. I used dengue case 

data from Merida, Mexico to evaluate the feasibility of an early detection system based 

on comparison with historical data to identify dengue outbreaks in their early stages. A 

"window of vigilance" was defined from epidemiological weeks 24—36 during which 

outbreaks may be detected early by monitoring the number of dengue cases and 

comparing against historical data from non-outbreak years. Furthermore, individual 

thresholds were developed for basic geostatistical areas (BGSAs) within Merida to 

provide alerts when current incidence exceeded historic levels indicating that 

interventions should be targeted to these areas. The number of alerts varied by threshold 

algorithm and the southeast region of Merida reported the greatest number of alerts per 

BGSA. Use of the early detection system may aid the local vector control program to 

target their response activity during outbreak times, when large numbers of dengue cases 

are reported, and response to all cases is not be feasible due to time and resource 

limitations. In conclusion, the early detection system has potential to provide Merida 

public health authorities with a practical resource to recognize when the current dengue 

burden is exceeding historical norms. The same approach may also be applicable and 

useful in other dengue endemic areas. 

KEY WORDS: dengue, early detection, strategic planning, vector control, Google Earth, 

Mexico 
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Introduction 

In public health practice, aberrations of reported disease case numbers can be 

monitored by early detection systems to alert of building outbreak or epidemic events that 

may necessitate intervention. Early detection systems are differentiated from early 

warning systems which monitor indicators (e.g., meteorological data such as rainfall and 

temperature, or the immune status of a population) used to predict timing and location of 

an increase in disease prevalence.1'2 Early detection systems have been developed for a 

number of diseases.3"5 In the U.S., many of these diseases are reported by state health 

departments to the Centers for Disease Control and Prevention and epidemic alert 

information is made available weekly to clinicians, epidemiologists and other members of 

the public health field. '7 Early detection of mosquito-borne disease outbreaks is crucial 

given their often explosive nature. Interventions that focus on reducing the number of 

infected mosquitoes must be applied in a timely fashion to be most effective (mosquito 

control interventions are only minimally effective if applied at the height of an 

outbreak/epidemic, instead of early when the number of reported disease cases begins to 

increase above the norm). Early detection systems have been developed for several 

mosquito-borne diseases including malaria, ' " dengue, " and Ross River virus 

disease. ' Multiple methods have been applied and results vary; however the general 

theme is that early detection for vector-borne disease is cost effective8 and although it 

offers only limited lead time for preparation and implementation of preventative 

measures, it can aid in a timely and effective response to reduce morbidity and mortality. 

Early detection systems may aid dengue control programs, in particular, because 

of the volatile nature of dengue virus transmission in urban environments. Dengue 
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viruses are transmitted primarily by Aedes aegypti, a highly anthropogenic and 

anthropophilic mosquito vector which thrives in domestic environments. ' ' ' High 

population density, housing which lacks air conditioning or adequate screening and 

allows entrance of mosquito vectors, lack of piped water which necessitates water storage 

(and creates larval development sites) and presence of water-collecting debris (e.g. small 

plastic containers, tires) all contribute, directly or indirectly, to dengue virus 

transmission.22"25 If these risk factors are combined with the introduction of a new dengue 

virus serotype, the intensity of dengue virus transmission can become very high, because 

herd immunity to the new serotype may be minimal, and antibody dependent 

enhancement may lead to cases of dengue hemorrhagic fever (DHF), the severe and 

sometimes fatal clinical manifestation of dengue.18' 21 Currently, there are no approved 

vaccines against dengue viruses and vector control is the only means to control disease 

outbreaks. ' ' ' However, mosquito control interventions take time to mobilize, and 

should be applied early in the outbreak in order to be most effective. Currently, vector 

control efforts are often initatied late during an outbreak, perhaps even after the number 

of human cases has peaked. Early detection of dengue outbreaks combined with 

characterization of the circulating dengue viruses is also beneficial to rapidly identify 

introductions of new virus serotypes or genotypes, which may cause an increase in the 

total number of cases of dengue fever (DF) and DHF. Early identification of an increase 

in cases also serves to alert the necessary medical services to better ensure that sufficient 

capacity for diagnostics and supportive care are in place. 

There has been relatively little development of early detection systems to aid in 

the timely detection of dengue outbreaks.13"15 Rigau-Perez and colleagues developed and 

203 



evaluated a Centers for Disease Control and Prevention deviation chart for its utility in 

detecting dengue outbreaks in Puerto Rico and found that it provided a specific and 

timely signal for dengue control efforts.14 Efforts in Thailand identified a significant 

deviation from the monthly average incidence and termed these periods "epidemic 

months" thereby indicating the need for launch of intervention activities.13 Our literature 

review revealed no publications on early detection systems from Mexico. 

In southern Mexico, Ae. aegypti adults may be present and dengue cases may 

occur throughout the year but abundance of both typically peak within the rainy season 

from July to October.29"32 This distinct seasonality provides an opportunity for increased 

vigilance during a relatively short time period when case numbers can be expected to 

diverge between low- and high-transmission years. This can be used to help determine 

projected needs in coming months for clinical services as well as vector control, which 

often requires labor-intensive methods such as physical elimination of larval development 

sites (disposable containers, debris, tires, etc), application of larvicides to kill immatures 

in water-holding containers that cannot be removed, and control of adult Ae. aegypti 

through space spraying of chemical insecticides in and around homes. 

The objective of this research was to evaluate the feasibility of an early detection 

system capable of identifying elevated dengue case loads, potentially indicating an 

impending dengue outbreak. This was done using retrospective data on laboratory-

confirmed dengue cases in the city of Merida, Mexico. Within the overall objective, 

specific aims were to: 
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1) Identify, for the city of Merida, the period of time within a year when the number 

of dengue case reports typically begin to increase indicating the early stages of an 

oncoming outbreak. 

2) Develop thresholds based on historical data that characterize the expected weekly 

dengue incidence rates for small areas (basic geostatistical areas, [BGSAs]) 

within the city of Merida. 

3) Compare recent incidence levels by week and BGS A to historically-derived 

thresholds in order to identify when observed values are exceeding expected 

incidence levels alerting to a possible outbreak. 

4) Develop a Google Earth™ animation of the spatial and temporal location of alerts 

indicating impending outbreaks that can be used by vector control personnel to 

target interventions. 

Materials and Methods 

Study Area. 

The study focused on the city of Merida, which is located on the Yucatan 

Peninsula of southern Mexico (Fig. VI-1) and has a population of ~73 0,000 (Instituto 

Nacional de Estadistica y Geografia [INEGI], 2005). This region has a subtropical 

climate (annual average temperature in the 26°—27°C range) with two distinct seasons; a 

rainy season from May to October and a dry season from November to April. The 

abundance of Ae. aegypti adults is largely correlated with rainfall, with a peak from 

July—October.29'30 
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Merida is divided into 329 basic geo-statistical areas (BGSAs), each of which 

represent 20—80 city blocks, with an average population of-2,000.33~35 BGSAs have 

been used in Mexico by INEGI since 1980 to group demographic and cartographic 

information.33'34 We used BGSAs versus other potential spatial units such as 

neighborhoods (colonias) as the geographic unit of analysis because the population size 

of BGSAs is better defined. We also aggregated the BGSAs into 5 regions to improve the 

clarity of presentation of the study results. BGSAs were assigned to the central region if 

their centroids fell within Colonia Centro (the central/downtown area of Merida). North-

south and east-west axes were then constructed with their vertices at the centroid of 

Colonia Centro. BGSAs located outside the central region were assigned to the quadrant 

(northwest, northeast, southwest or southeast) in which their centroid was located (Fig. 

VI-1). 

Dengue case data. 

A total of 3,438 laboratory confirmed dengue cases were reported in Merida from 

1997—2007. These cases were confirmed by Laboratorio Estatal de Referencia 

Epidemiological using IgM-capture ELISA or by Laboratorio de Arbovirologia, Centro 

de Investigaciones Regionales Dr. Hideyo Noguchi, at Universidad Autonoma de 

Yucatan, using IgM capture ELISA and RT-PCR. Dengue cases were georeferenced 

based on address of residence. Initial georeferencing efforts were conducted using 

Sistema de Information Geographica Municipal, an online mapping tool provided by the 

Gobierno Municipal of Merida, Yucatan (SIG Merida; http://www.merida.gob.mx/sig/). 

Cases whose geographic locations were unresolvable with SIG Merida were located on 
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the ground during the summer of 2008 by driving to the reported location of residence 

and collecting the geographic coordinates of the residence using a global positioning 

system (GPS; Garmin GPSmap 60CSx, Olathe, KS). Geographic coordinates for 5.5% 

(132) of the cases were not attainable as the address was incomplete or incorrect and 

these cases were not included in the study. The remaining georeferenced cases were 

aggregated to BGSAs. A number of BGSAs (n = 58) lacked INEGI population data. 

Dengue cases that were georeferenced to these BGSAs were excluded from the study as 

incidence values could not be calculated. The final epidemiological database consisted of 

2,720 georeferenced cases (Table VI-1). Dengue incidence per 10,000 population was 

calculated by epidemiological week and by BGSA for 1997—2007 and was included in 

the epidemiological database. For cases reported during 1997—2002, INEGI census data 

from 2000 was used to calculate incidence; 2005 INEGI census data was used to 

calculate incidence for cases reported from 2003—2007. Additionally, incidence rates 

(incidence per 100,000 population) were aggregated to the city of Merida and plotted by 

epidemiological week for years 1997 through 2007 and using all reported dengue cases. 

Data for locations of dengue cases were provided by Servicios de Salud de Yucatan to 

Drs. Barry J. Beaty and Lars Eisen of Colorado State University under protocols 

approved by the Institutional Review Board at Colorado State University. 

Threshold setting — Overview. 

Multi-year (1998—2005) incidence rate data, based on a three-week unweighted 

moving average (UWMA), were used to characterize the expected weekly values for 

dengue incidence by BGSA. We considered 1997 an outbreak year as the number of 
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cases reported during that year was approximately 13 times greater than the average 

number of cases reported during 1998—2005. Inclusion of 1997 would inflate the 

expected weekly values of dengue incidence and decrease the sensitivity of the early 

detection system. The expected value for each epidemiological week was calculated 

using incidence data for the previous, current and following epidemiological weeks. This 

was done to smooth the incidence rate data, and to account for slight variations in the 

timing of meteorological events (e.g. rainfall) from year to year that may affect the 

seasonal patterns of abundance of mosquito vectors and intensity of dengue virus 

transmission.36 Thresholds derived from historic incidence rates were calculated for each 

BGSA and epidemiological week. To evaluate whether prospective incidence rates would 

exceed the thresholds (and thus produce an alert), incidence data from 2006 and 2007 

were withheld and compared to the threshold values of dengue incidence by BGSA and 

week. 

Threshold-setting method. 

Cantelli's inequality theorem was applied to determine the k number of standard 

deviations necessary to add to the historical incidence average to approximate thresholds 

that would indicate a 95% (p = 0.05) and 75% (p = 0.25) probability that future dengue 

incidence observations would be less than or equal to the threshold values within that 

BGSA and for the specific week (Fig. VI- 2). Cantelli's inequality theorem assumes: 

?v(X-M>ka)<-l— 
1 ~r K 

where X is the observed value (incidence value for a specific week and BGSA for 2006 or 

2007) and ju is the average incidence for the specific week. Cantelli's inequality theorem 
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was solved for kto indicate the number of standard deviations that must be added to the 

mean (ju) in order to arrive at the threshold in which there is a 75% (p = 0.25) or 95% (p = 

0.05) probability of capturing future observations for the specific week and BGSA (Fig. 

VI-2). These cutoffs were termed Threshold 1 and Threshold 2, respectively. Cantelli's 

inequality theorem was used for these calculations to account for the nonparametric 

distribution of the incidence data.37"40 We also calculated the maximum incidence rate 

reported within years 1998—2005 to compare to current incidence rate data. 

Alert calculations. 

Two alert rules were defined: 1) a "lx alert" was indicated if the current incidence 

exceeded the threshold values during one week; 2) a "2x alert" was indicated if the 

current incidence exceeded threshold values for two consecutive weeks (Fig. VI-3). The 

2x alert was applied with the intention of improving the specificity of the alert system for 

any given threshold. Alerts were calculated for both Threshold 1 and 2 (Table VI-1). 

Visualization of threshold values and alerts. 

A Google Earth™ (Google, Mountain View, CA) animation was constructed that 

provided visualization of when and where alerts were triggered for each BGSA and by 

epidemiological week. For example, BGSAs which reported incidence during an 

epidemiological week that exceeded Threshold 1 values were indicated as alerts. The 

incidence value which caused the alert as well as the Threshold 1 value were displayed in 

the animation. A Keyhole Markup Language (KML) file was used for expressing 

geographic locations and for temporal visualization of the data in Google Earth™. 
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Results 

Descriptive results. 

A total of 3,438 laboratory confirmed dengue cases were reported in Merida from 

1997—2007. The average dengue incidence (1997—2007) was highest during 

epidemiological week 35, in mid-September. This coincides with the rainy season when 

abundance of^e. aegypti also peaks. During 1997 and 2007, dengue incidence deviated 

sharply from incidence reported from 1998—2006. In 1997, incidence began to diverge 

in epidemiological week 27 and rose sharply to a peak of 21.28 cases per 100,000 

population in epidemiological week 35 (Fig. VI - 4). Dengue incidence in 2007 exhibited 

divergence from 1997—2006 during epidemiological weeks 1—12 when the 2007 city-

wide incidence rate averaged 1.31 reported dengue cases per 100,000 population across 

these weeks. The second and larger 2007 divergence (epidemiological weeks 33—51) 

had an average of 8.86 reported dengue cases per 100,000 population across the weeks 

compared to 1.07 per 100,000 population during 1997—2006. The incidence rate for 

2007 during the weeks leading up to the second outbreak (epidemiological weeks 31-33) 

were similar to the rates reported during 1998—2006. By epidemiological week 34, 

however, the incidence rate in 2007 started to deviate from previous years peaking during 

epidemiologic week 43 (15.26 cases per 100,000 population, Fig. VI-4). 

After excluding cases that were reported to BGSAs which lacked census data, the 

final epidemiological database used for development of threshold values consisted of 

2,720 georeferenced cases (Table VI-1). For Threshold 1, among the 13,104 BGSA-
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weeks occurring in 2006, lx alerts were triggered in 133 (1%) and 2x alerts were 

triggered in 7 (0.05%) of the BGSA-weeks (Table VI-2). During 2007, the number of 

alerts was considerably higher, with 851 BGSA-weeks (6.5%) considered lx alerts and 

231 BGSA-weeks (1.8%) identified as 2x alerts. Applying Threshold 2 decreased the 

total number of alerts in 2006 (except 2x alerts, which remained the same) and 2007 

compared to Threshold 1 (Table VI-2). 

Spatial distribution of alerts. 

Figure VI-5 displays the spatial and temporal distribution of alerts, indicating 

when and where dengue incidence from 2006 and 2007 exceeded Threshold 1 over two 

consecutive weeks (2x alert). The most alerts occurred in 2007 (n = 231), with the 

majority during epidemiological weeks 35—49, peaking in week 40 (n = 23). The 

southeast region of Merida reported the greatest number of alerts per BGSA for 

Threshold 1 and 2, for both lx and 2x alert algorithms. For the Threshold 1 and 2x alert 

algorithm, in 2007 the southeast region reported 1.28 alerts per BGSA followed by the 

central region (n = 1.16 alerts per BGSA), northwest region (n = 0.75 alerts per BGSA), 

southwest region (n = 1.95 alerts per BGSA) and northeast region (n = 0.70 alerts per 

BGSA, Fig. VI-6). 

Google Earth Animation. 

Figure VI-7 provides a snapshot of the Google Earth™ animation. Threshold 1 

values of dengue incidence are displayed along with alert indications if incidence values 

from 2006 and 2007 exceeded threshold values by week and BGSA. The animation 
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shows when and where alerts occurred and provides landmarks helpful to vector control 

personnel for navigation to BGSAs needing application of preventative measures (Fig. 

VI-7). 

Discussion 

We evaluated the feasibility of an early detection system based on historically-

derived thresholds to identify dengue outbreaks in a timely fashion. The early detection 

of incipient outbreaks can aid public health practitioners in the timely application of 

interventions to reduce peaks in the number of dengue cases. 

City-wide window of vigilance in Merida. 

A "window of vigilance" was defined, during which outbreaks may be detected 

early by monitoring the number of dengue cases reported within Merida compared to 

historical data. We aggregated incidence rates to the city level and compared them to 

historic city-wide data by epidemiological week (Fig. VI-4). During 1997 and 2007, 

elevated numbers of dengue cases were reported with the largest incidence deviation 

from non-outbreak years beginning during epidemiological week 24 in 1997 and 

epidemiological week 34 in 2007. Public health practitioners should be extra vigilant 

during this window of time ("window of vigilance") when the city-wide incidence rate in 

the current year may diverge from historic rates. Within this "window of vigilance", 

dengue virus transmission may quickly increase to outbreak levels. The current data from 

Merida indicate that the "window of vigilance" should include epidemiological weeks 
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24—36 which encompasses the period of time when incidence rates from endemic and 

outbreak activity years diverge, with case reports rapidly increasing in outbreak years. If 

city-wide incidence rates rapidly increase during the "window of vigilance", the 

likelihood of averting or alleviating the outbreak peak is increased if interventions are 

mobilized promptly, versus waiting until case numbers are excessive and dengue virus 

transmission is more widespread and intense. Actions triggered during a "window of 

vigilance" including mobilization of extra laboratory personnel and resources to assist in 

prompt laboratory confirmation of suspected dengue cases would further enhance the 

early detection of outbreaks. 

BGSA-specific alerts. 

Use of a city-wide "window of vigilance" may indicate if an outbreak is incipient, 

but does not provide a targeted approach to mobilize an intervention within the city. 

Therefore, historically-derived thresholds specific to BGSAs were developed and BGSA-

specific alerts were triggered when current incidence exceeded thresholds. Vector control 

in Merida is managed by Servicios de Salud de Yucatan (SSY) which allows for overall 

monitoring of city-wide events (monitoring total case reports during the "window of 

vigilance"), as well as directing response scenarios specific to individual BGSAs within 

the city. Centralized, city-wide vector control management is preferential to management 

conducted at sub-city levels from the perspective that it allows for easier integration of an 

early detection system that monitors both city-wide events and BGSA-specific events. 

Alert algorithms within the early detection system considered two variables: 1) 

threshold value (Threshold 1 or 2); and 2) number of threshold breaches (lx or 2x alerts). 
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As expected, Threshold 1, the lower, more sensitive threshold, caused more alerts 

compared to Threshold 2 for both lx and 2x alert algorithms. Results indicated that both 

sets of thresholds and algorithms may be useful for strategic planning purposes in Merida 

and they will best serve Merida public health programs if they are customized to fit 

changing resource and capacity concerns. The sensitivity of Threshold 1 would more 

readily indicate an alert if incidence levels are above historic levels. If Threshold 1 

approximations place too great a strain on resource allocation efforts, Threshold 2, the 

more specific threshold, may be used as an alternate. Furthermore, Threshold 2 will more 

nearly approximate the upper limit of incidence rates for a given year, and thus may be 

suitable for long-term capacity and resource planning purposes. For alert triggers, public 

health authorities could apply Threshold 1 with the lx alert algorithm if the current 

objective is to prevent as many dengue cases as possible, regardless of resource 

availability. During periods when resources are constrained and alerts must be as efficient 

as possible (e.g. outbreak periods), Threshold 2 with the 2x alert algorithm may be 

applied as this algorithm is most specific. Additionally, the alert mode (e.g., threshold 

applied and with the lx or 2x algorithm) may be adjusted over the season, for example to 

be more sensitive during the window of vigilance. The use of a hybrid of Threshold 1 and 

2 and the ability to adjust the alert modes as needed, will potentially inject an increased 

level of efficiency into current vector control strategies by informing resource allocation 

decisions and providing a targeted approach to vector control applications. 

Thresholds may also be further adjusted to better suit strategic planning efforts. 

For example, if Merida lacks the capacity and/or resources to fully account for a disease 

burden represented by Threshold 1, adjustments of the thresholds can be achieved by 
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applying Cantelli's Inequality Theorem to calculate the A; necessary to achieve any user-

defined threshold level. For example, a higher threshold level may be calculated that 

would effectively increase the specificity of the system and the number of alerts. Current 

incidence may also be compared to historic maximum incidence rates for each BGSA to 

identify if they are unprecedented compared to historic reports. Additionally, if threshold 

alerts are too frequent for current vector control capacity, the alert algorithm visualized 

on the Google Earth™ weekly map may be adjusted from 2x alerts to alerts defined only 

if the threshold is exceeded for more than 2 consecutive weeks. Furthermore, weekly 

Google Earth™ maps may be automatically generated on a prospective basis to indicate 

how incidence rates from the current week compare to the historic threshold values. 

These maps may be used by vector control practitioners to plan weekly intervention 

activities, and to identify the necessary resources for that week. 

Nonparametric data. 

The application of Cantelli's inequality theorem is a novel approach for threshold 

setting and was applied because the spatial distribution of the incidence data did not 

assume a normal distribution.37 A number of threshold-setting methodologies are similar 

to the approach used here as they aim to identify points in a disease time series that are 

outside confidence intervals determined from historical case loads. ' ' These 

methods, however, typically set thresholds by assuming a normal distribution and adding 

the mean of the incidence data plus 1.96 standard deviations to capture 95% of the 

cases.14'41'42 This is problematic, however, if the distribution of the incidence data is 

nonparametric as was the case with the incidence data used in this study and is a common 
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occurrence in many epidemiological datasets. Alert rules as applied in this analysis are 

not novel; a number of studies specific to dengue, malaria and other diseases apply 

alert rules when current incidence values exceed thresholds. For example Barbazan and 

colleagues (2002) defined clusters of dengue hemorrhagic fever if there were two or more 

successive epidemic months in the same province in Thailand and found that the 

occurrence of two consecutive epidemic months in a given area had a high probability 

(66%) of being followed by further epidemic months. 

Considerations. 

BGSA was the geographic unit used for calculation of threshold levels and 

identification of alerts as it was the only geographic subdivision available that was larger 

than city block while also having associated population figures. The use of BGSAs is 

somewhat problematic, however. Although used by INEGI for demographic and 

cartographic information since 1980,33'34 BGSAs are not used or referenced by vector-

control practitioners in their day-to-day work activities. Rather, vector-control workers 

use colonias as the common unit of reference for navigation purposes. These units, 

however, are not associated with any official population data, which effectively 

precluded this unit from use in this study. The colonia layer may be added to the Google 

Earth™ map outputs to provide landmarks to assist vector control practitioners in 

locating BGSAs under alert. 

Dengue surveillance in Merida is passive and depends on case reports from 

physicians who recognize dengue-like illness.1 Passive surveillance can be insensitive 

to dengue virus transmission activity as the clinical picture includes a large number of 
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asymptomatic and mild cases.15'43 This is especially problematic during periods of low 

dengue virus transmission activity when clinicians' index of suspicion also may be low. 

Furthermore, the length of time from onset of symptoms to laboratory confirmation and 

reporting can be lengthy (for cases included in this study, the time period from onset of 

symptoms to laboratory confirmation averaged 11 days; these data were available for 

85% of the dengue cases used in this analysis). If this early detection system is applied to 

guide vector control application, real-time alerts triggered by reported dengue cases may 

be delayed because of the length of time from onset of symptoms to reporting, meaning 

that substantial dengue virus transmission may have already occurred, and even peaked, 

and control measures may have a limited effect. This time period may be shortened by 

incorporating a "window of vigilance" to encourage heightened index of suspicion in the 

clinics, and to allocate additional laboratory personnel and resources to aid in quick 

laboratory confirmation of suspected dengue cases during this critical time period. 

Specific to this study, underreporting of dengue may have led to lower 

historically-derived thresholds as well as decreased the total number of alerts in 2006 and 

2007. This is not necessarily problematic if the assumption that the surveillance system 

remained consistent from 1997 to 2007 is indeed true. Although the case definition for 

dengue remained the same throughout the years included in the epidemiological database, 

measurement bias may have occurred from year to year and clinic to clinic based on 

differences in clinical practices and reporting procedures.44 However, because individual 

thresholds were constructed for each BGSA and alerts considered specific to each BGSA 

(versus calculating an overall city-wide threshold) each BGSA acts as its own reference. 

Hence, locally specific incidence rate aberrations are detectable, even considering the 
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limitations of passive surveillance and/or bias associated with access to care, changing 

case definitions, or other factors within the city of Merida. 

Future research should investigate the effectiveness of the approach outlined here 

compared to interventions directed only by dengue case occurrences (e.g., dengue cases 

prompt vector control regardless of how this relates to historically-derived threshold 

values for expected case numbers). Using the historically-derived threshold approach, 

BGS As that have historically reported no cases may prompt an alert if even a small 

number of cases are reported. If these alerts prompt vector control, space sprays or other 

methods may be applied to the BGS A, when in actuality, there were very few cases that 

were reported. In comparison, BGS As that historically report high numbers of dengue 

cases may be overlooked as alerts would occur only if current incidence exceeds 

threshold values. 

The conditions favorable to an outbreak in Merida are numerous, but typically 

include rainfall as an important factor. Additional research would be helpful to describe 

the specific conditions which increase the probability of an incipient outbreak for 

example temperature, rainfall or introductions of new dengue virus serotypes. Further, 

use of these conditions within an early warning system may increase the lead time prior 

to outbreak events and provide additional time for mobilization of appropriate 

interventions. 

To allow vector control practitioners to visualize current and historic incidence 

that prompted each alert, we included these values within the Google Earth™ animation. 

These data are presented in a clear and understandable fashion and informs vector control 

practitioners of the actual incidence data associated with an alert to incorporate into their 
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decision of whether to initiate vector control applications following an alert. The clear 

visualization of these data in space and time via Google Earth™, a freely dowloadable 

mapping program, provides vector control practitioners with data that previously was not 

readily available. This can improve preparedness and allocation of public health 

resources in Merida, particularly during outbreak periods. The early detection system 

may, in the future, be added to the dengue decision support system (DDSS), an 

informatic tool under development at Colorado State University that will include 

entomological, epidemiological, and related data and software to aid in decisions of best 

approaches for local dengue control.45'46 Inclusion of an early detection system into the 

DDSS has potential to not only provide guidance to public health administrators and 

vector control practitioners for strategic planning, but also to assist in early and targeted 

allocation of vector control interventions, especially helpful during outbreak periods. 
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Tables 

Table VI-1 Laboratory confirmed dengue cases in Merida, Mexico, 1997-2007. 

Year Laboratory Confirmed Dengue Cases* 
1997 861 
1998 6 
1999 7 
2000 1 
2001 69 
2002 321 
2003 11 
2004 13 
2005 94 
2006 201 
2007 1,136 
Total 2,720 

"Includes only cases georeferenced to address of residence 
and to BGSAs with INEGI census data available. 
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Table VI-2 Alerts for early detection of dengue outbreaks 

Threshold la 

Year 

2006 
2006 
2007 
2007 

Alert Type 

lx 
2x 
lx 
2x 

Number of Alerts 

133 
7 
851 
231 

Threshold 2 b 

2006 
2006 
2007 
2007 

lx 
2x 
lx 
2x 

126 
7 
808 
202 

a Threshold 1 indicated a 75% probability (p = 0.25) of 
capturing future observations for the specific week and 
BGSA. 
b Threshold 2 indicated a 95% probability (p = 0.05) of 
capturing future observations for the specific week and 
BGSA. 
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Figure VI-5 Spatial and temporal distribution of alert signals 
Alert signals (2x alerts) by week and BGSA are indicated for 2006 and 2007. BGSAs are categorized by 
region of the city in which they are located including central, northeast (NE), northwest (NW), southeast 
(SE), and southwest (SW). Alerts were signaled if current incidence (2006 and 2007) exceeded Threshold 1 
calculated from dengue incidence data from 1998 - 2005. BGSAs are along the y-axis by distance; weeks 
for 2006 and 2007 are arranged along the x-axis. 
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Alerts by Region 

Central Northeast Northwest Southeast Southwest 

Figure VI-6 Alerts by city region 
Alerts were indicated if 2007 dengue incidence exceeded Threshold 1 for two consecutive weeks (2x alert). 
City regions are mapped in Fig. VI-1. 
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Figure VI-7 Google Earth animation 
A Google Earth™ animation was developed which provided visualization of Threshold 1 values of dengue 
incidence (1998—2005) by epidemiological week and BGSA. Alerts were also indicated in the animation 
when current incidence (from 2006 and 2007) exceeded Threshold 1 values for each epidemiological week 
and by BGSA. This screenshot displays epidemiological week 37 (September 9-15) in 2007. 
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VII. Conclusion and Future Directions 

The objective of this dissertation was to explore methods to generate information 

allowing for improved targeting of vector control and disease prevention resources in 

developed and developing countries. This included development of spatial risk models 

for WNV disease (Chapter III and IV) and plague (Chapter V). These models were based 

on associations between epidemiological (Chapter IV and V) or entomological data 

(Chapter III and IV) and Geographic Information System- or Remote Sensing-derived 

environmental data to identify high-risk areas for infection. The WNV disease spatial risk 

models based on epidemiological data (Chapter III) were robust and correctly classified 

risk areas for presence of WNV disease and for high incidence of WNV disease, 

providing information helpful for targeted allocation of public health resources including 

vector control application and education campaigns in Colorado. The objective of 

Chapter III was met by first improving the knowledge of risk of exposure to WNV in 

Colorado, as a state-wide spatial risk model had not previously been developed. 

Furthermore, Chapter III determined that spatial risk models based on data from the 

plains landscape of eastern Colorado were not applicable to the mountainous western part 

of the state and vice versa. 

Inherent weaknesses are associated with the use of epidemiological data such as 

that used to build the spatial risk model in Chapter III. For example, low population 

numbers in some regions may under-estimate or over-estimate the risk of exposure to 
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vector-bome pathogens. Weaknesses also exist for entomological data including the fact 

that these data do not account for the importance of human behavior such as use of 

mosquito repellents. In Chapter IV, we accounted for the inherent weakness of using 

either entomological or epidemiological risk measures separately by developing a spatial 

model for entomological risk of exposure to Cx. tarsalis and an epidemiological risk map 

for WNV disease. We then constructed a novel risk classification index combining data 

for the independently derived measures of entomological and epidemiological risk. This 

showed that risk of vector exposure was high in the densely populated eastern plains 

portion of the Colorado Front Range but low in cooler montane areas to the west. The 

entomological risk model performed well when applied to the western, mountainous part 

of Colorado and validated strongly when compared to epidemiologic data. 

A spatial model for plague in Uganda was also constructed and included in this 

dissertation (Chapter V). This chapter described the spatial distribution of clinical plague 

cases in the West Nile region of Uganda, something that had not been done previously. 

Furthermore, ecological correlates of incidence of plague were identified and 

incorporated into a predictive model that defined areas of plague risk. Like the WNV 

disease models, the plague model validated robustly, and also identified regions within 

the study area where cases may be under-reported and enhanced surveillance and 

preventative measures would be beneficial to decrease the disease burden. 

The spatial modeling chapters demonstrated: (1) the importance of selecting a 

suitable model development area in an ecologically and climatically diverse environment, 

and (2) the need for care when extrapolating model results beyond the model 

development area. For example, spatial models for WNV disease risk developed using 
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data from the eastern plains in Colorado performed poorly in the mountainous western 

region and vice versa. Furthermore, spatial models based on entomological data 

performed well when validated in regions possessing similar environments as those found 

in the model development area but not in other areas. This finding indicates that spatial 

models constructed using coarse environmental data and covering large, ecologically 

diverse areas may not correctly identify risk areas and therefore are not beneficial for 

precise targeting of vector control and prevention resources. This is especially relevant 

when spatial models are extrapolated to areas outside the development area and advocates 

that model extrapolation should be contained to regions with similar climate and ecology. 

A basic question in spatial epidemiology is what scale is most appropriate for 

presentation of spatial assessments of risk for vector-borne pathogens. This question 

motivated the aim of Chapter II which was to determine: (1) the degree to which 

estimates of vector-borne disease occurrence is influenced by spatial scale (i.e., county 

vs. census tract); and (2) the extent of concordance between spatial risk patterns based on 

case counts versus incidence. The analyses focused on WNV disease in Colorado and 

revealed that county-scale presentation accounted for only -50% of the overall variance 

in incidence compared to census tract level presentation. Thus, sub-county scale more 

precisely indicates variance in incidence making the presentation of sub-county data to 

stakeholder communities beneficial. 

In the final chapter, the objective was to evaluate an early detection system for 

dengue outbreaks in Merida, Mexico. Thresholds were derived from historic dengue 

incidence levels specific to small regions (BGSAs) within the city of Merida to provide 

indication when current incidence rates exceeded historical norms providing alerts to 
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vector control practitioners of a possible outbreak situation. This system may also be 

applicable for resource and capacity planning; Merida public health authorities may use 

the information to anticipate specific insecticide, capital and human resource 

requirements and implement a vector-control strategy governed by these historical 

precedents. 

The dissertation chapters relied on existing data sources including 

epidemiological databases of laboratory or clinically diagnosed disease cases, an 

entomological database of mosquito catch data, and existing GIS- or RS-based 

environmental data (e.g. climate variables, landcover variables, population density). Use 

of existing databases illustrates a benefit of spatial risk models as they can be developed 

with minimal additional effort outside of pre-existing data collection efforts. The 

drawbacks of relying on existing data sources for the research projects are many, 

however, and include lack of point of exposure locations for each disease case which may 

misrepresent the location of high-risk areas. All epidemiological data included in the 

dissertation were aggregated to a specific spatial unit [e.g., county, census tract, zip code 

(Chapters II-IV), parishes (Chapter V) or BGSAs (Chapter VI)]. Environmental data 

were often of coarse resolution and tended to represent long-term averages (e.g. 30-year 

averages, Chapters III and IV) versus more recently collected data. The drawbacks of 

these existing data sources, however, must be weighed against the cost and effort of 

collecting additional data. Point of exposure locations are especially problematic when 

dealing with diseases for which the disease agent is transmitted through a common 

occurrence such as a mosquito bite. Furthermore, the cost and effort of developing 

situation-specific GIS- and RS-based environmental data is considerable. 
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Future efforts may focus on continued reliance on existing data (e.g. surveillance 

data and existing environmental data) to develop spatial models with explicit efforts to 

integrate these models into existing public health infrastructure. If public health decision 

makers perceive the cost-effectiveness and applicability of spatial risk models in their 

programs, enthusiasm to collect more fine-scale epidemiological, entomological and 

environmental data for incorporation into enhanced models may increase. Furthermore, 

enhancement of surveillance activities (e.g. moving away from passive surveillance and 

towards active surveillance) would likely increase the accuracy of the spatial risk models 

as underreporting due to lack of access to health care or presence of asymptomatic 

infections would be better accounted for. 

The five separate research projects that compose this dissertation all coincide with 

the shared aim to apply spatial analyses to improve targeting of public health resources to 

prevent and control vector-borne disease. This dissertation covers three separate disease 

systems and methods used may be applied to a number of other diseases, including non 

vector-borne diseases. As is often the case in scientific research, the investigations 

motivated future directions including: 

1) Exploration of methods to enhance the potential for spatial risk models to be 

applied across a range of climates and environments. 

2) Analysis of how potential climate warming over the next 50 years in Colorado 

will affect the distribution and abundance of Cx. tarsalis. The Colorado Front 

Range is exceptionally well suited for long-term empirical studies on the effect of 

climate warming on spatial patterns of Cx. tarsalis and presence of WNV in local 

mosquito populations. 
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3) Development of spatial risk models based on point location data for human 

disease cases versus models based on aggregated data (e.g. aggregated to zip 

code, census tract or parish). Future development of spatial risk models based on 

exposure site locations that reflect actual site of risk would provide fine-resolution 

outputs that may be more accurate compared to aggregated outputs. Findings in 

Chapter V have motivated activities that are now underway to develop a fine-

scale case and control location-based model for human plague in the West Nile 

district of Uganda. 

4) Further investigation of the validity of spatial models when extrapolated to areas 

outside of the model development areas. This information would be useful for 

extrapolation of risk assessment models to areas where consistent epidemiological 

surveillance activities are lacking and where the burden of disease remains 

unclear. For example, models from the West Nile region in Uganda very likely 

are applicable to areas with similar elevations and ecological characteristics in the 

northeastern part of the Democratic Republic of Congo where surveillance data 

are lacking, and the distribution of plague is unclear. 

5) Investigation of ecological factors predictive of risk, especially for plague, where 

little information is known regarding risk factors for infection. 

Finally, spatial risk modeling has far-reaching applications, but is largely under

used by the public health community. This dissertation investigated best practices for 

presentation of spatial epidemiologic data and provides guidance and examples of how 

spatial models and threshold-setting for outbreak detection may be developed. Future 
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efforts should seek to increase the use of spatial risk models and risk maps and early 

detection systems by the public health community. Researchers involved in spatial 

analyses should engage the public health community and communicate the benefits of 

spatial analyses for cost-effective targeting of intervention activities. A collaborative 

study amongst economists, public health practitioners, and academics to investigate the 

actual cost-savings achieved by incorporation of spatial analyses into a public health 

program should be initiated and results shared with the broader public health community. 

Such a study has the potential to increase interest in the public health community for use 

of spatial analyses for cost-effective and efficient intervention approaches. Positive 

feedback approaches where public health programs share their data with academics 

involved in spatial analyses that, in turn, benefit the public health programs, would also 

enhance the application of spatial risk models and early detection systems. 
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VIII. Appendix - Terminology 

Note: This appendix is not an exhaustive list of terminology. Rather, the definitions that 
follow include terms that are used within the dissertation and may be unclear to the 
reader. 

Term Definition 

Entomological risk 

Epidemiological risk 

Outbreak 

Risk factors 

Risk of exposure 

Risk estimate based on the probability of exposure to vectors capable of 
transmitting a specific pathogen or to infected vectors. 

Risk estimate based on occurrence or incidence of a specific disease among a 
human population. 
A sudden increase in the incidence of a disease within a focalized area (e.g., a 
city). Outbreak is differentiated from epidemic which refers to a sudden 
increase in the incidence of a disease across a large region and affecting a 
large population. 

External (e.g., rainfall) or internal (e.g., immune status) characteristics that 
increase the probability of disease occurring in a population. 

Probability of contact with a specific pathogen, in this case a vector-borne 
pathogen. 
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