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ABSTRACT 

The investigation of the time series structure of monthly precipitation 

and monthly river flow is the subject of this paper. Problems of time series 

stationarity, its periodicity and the use of techniques of serial correlation 

and variance spectrum in the analysis of t ime series structures are reviewed 

and summarized in this paper. The series of monthly values are made 

stationary in two ways; (a) by deducting for each calendar month value its 

long term mean, and dividing this difference by the standard deviation of 

that month (series A); and (b) by removing periodicity from the series 

after fitting a 12-month period and its significant harmonics (series B). The 

following mathematical models have been used in approximating the strt'lcture 

of stochastic component of time series: (I) Inde pendent series model fo r 

series A and series B; (2) Markov I Model, or the fi rst order linear MarkOV 

Model ; and (3) Marko v I Log Model, or the first order linear Markov Model 

applied to the logarithms of monthly values. 

The data used in this study consisted of monthly values of 219 precipita ­

tion stations and 137 runoff stations . All 356 series were made stationary. 

either by obt aining series A or series B . The explained variances by the 

12-month period and its significant harmonics for precipitation and runoff are 

shown for the Western United States in several figures. The regional varia­

tions in this total explained variance a nd regions for large diffe r ences between 

runoff and precipitat ion are discussed. It is shown that the independent series 

model , in the majority of cases, fits well the stochast ic component of monthly 

precipitation, while the Markov 1 Model and the Markov I Log Model fit well the 

dependence in stochastic component of monthly river flows . The storage of 

water in ri ver basin makes for the difference In the models applied to monthly 

pre cipitation and monthly runoff. 

The first serial correlation coefficient (r
t
) of stochastic component in 

monthly precipitation and monthly runoff were computed, and its regional diS­

tribution is shown with r l for runoff being much greater than r j for precipita· 

tion. A similar analysi s was carri ed out for the skewness coefficient of m onthly 

values for both precipitation and runoff. The monthly time series of these two 

variables can be clearly divided into deterministi c (periodic) and stochastic 

component with the latter being the stationary time series. 

vii 



MATHEMATICAL MODELS FOR TIME SERIES OF MONTHLY PRECIPITATION AND 

MONTH LY RUNOF F 

By 

Larry A. Roesner* and Vujica 1\'i. Yevdjcvich * * 

CHAPTER I 

INTRODUCTION 

1. Significance of study . Analysesofcontinuously 
recorded hydrologic time series are currently per­
forme d, for the most part, by transforming the con ­
tinuous s£ries into discrete t ime series with time 
interval l>t. By reporting the continuous series as the 
average or t otal cumulative value for the time inter­
val 6.t, the discrete series of length N " T l6.t are ob­
tained, where T is the period of observation. Daily, 
monthly, and annual time intervals are widely used 
in hydrology and the time se ries of p r ecipit a t ion and 
runoff are usually published as sequences of values 
for these intervals . It is legitimat e to ask: What 
t ime series m e asure 6.t (or time interval, /lot) - in 
which a continuous series is divided to obtain discrete 
time series - produced the most statistical informa ­
tion? T wo intuitive assum ptions are that the contin­
uo us series of length T contains the maximum of in ­
formation, and that for discrete time series, by an 
i ncrease of 6.t, or a decrease of N" T /lIt, reduces 
somewhat the information obtainable. The amount of 
information contained in a discrete series of given lit 
value depends on the structure of the time series, or 
on their stochastic and deterministic components and 
the parameters which describe the properties of these 
components. 

The smaller 6.t is the larger is N " T I lIt , and 
the longer is the discrete series. The longer the 
series is , the more data processing and computation 
is necessary, in comparison with lit large and N 
small. In comparison with annual precipitation and 
annual runoff, month ly precipitation and monthly river 
flow have series twelve times longer. The series of 
monthly values display a cycle like t hat of a year and 
its eventual harmonics (especially the 6-month sub­
harmonic of the yearly cycle) . However, these pro ­
perties of continuous series of precipitation intenSi­
ti es and river discharges are masked in discret e 
series of annual value s. 

On the othe r hand, in comparison with daily 
precipitation and daily river flow, monthly precipita ­
tion and monthly river flow have discrete series which 
are about thirty times shorter. In other words, data 
proceSSing and computat ions are only one thirtieth of 
those incurred in using the daily values . Thus, while 
the monthly values show the baSic s t ructures of pre ­
cipitation and runoff series, with both deterministic 
(periodic) and stochastic components, the need for 
proceSSing extremely large amounts of data, as would 
be necessary for daily values, is avoided. At the 
same time, the use of monthly values does not yield 

as many details in analySiS of the two types of com­
ponents as does the use of daily values or of the con­
tinuous series. The choice of the discrete series of 
monthly values is , therefor~, a compromise. Since 
the monthly values are extensively used in engineering 
appllcations, a syste matic analysis of and the search 
for mathematical m ode ls for time series of monthly 
preCipitation and monthly r iver flow is fully Justified. 

The best and most complete available data of 
precipitation and runoff consist of about 30 to 100 years 
of records . For annual time serie.!?, such periods may 
not be sufficient for determining with accuracy the 
structure of time series and the probability distribu­
tion parameters. Monthly values have in this case 360-
1200 values , which can be considered as sufficient 
for the detection of the properties of both determiniS­
tic components and stochastic or non-deterministic 
com ponent s of time series. 

In storage problems of flow regulation, the 
annual values are use d for the study of long- r ange 
over - year regulatio n. Due to the fluctuations within 
the year, the storage needed to regulat e the flow with­
in the year should usually be added in the appropriate 
way t o the storage necessary to regulate flo w from 
year to year . T he within - the - year regulation is a 
more curr e nt case than the regulation from year to 
year. The Significance of time series of monthly 
values becomes clearer whenever the problems of 
within - t he-year flow regulation are studied. 

2. Stationarity r:roblems . The statistical analysis 
of the time series 0 monthly precipitation and month ­
ly river flow involves a consideration of stationarity 
not generally a problem in annual flow sequences. 
Each monthly value of a calendar month has its own 
e xpect ed value, variance, skewness, etc. In order to 
analyze the series accurately, the expected value of 
each of these parameters must be a constant for all 
calendar months. Thus, a transformation of the origi­
nal time s e ries is required to produce the deSired 
stationarity . Once t he series has been made station­
ary, the statistical analysis is performed to establish 
the structure of the ser ies and to obtain a description 
by the appropriate mathematical models. 

T his pape r pr esent s methods for tran sform ing 
the monthly time series to obtain the second order 
stationarity and shows the results of applying ce r tain 
mathematical s t atistical models to these series . 
Third order stationarity (which involves the third 
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statistical moment or the skewness coefficient) 1s 
also briefly discussed and was investigated, but it is 
not incorporated into the analysis in this paper. 

The process of establishing second order sta ­
tionarity involves the use of the monthly means and 
the standard deviations of each calendar month. It 
requires two constants for each month, one for the 
mean and one for the standard deviation, or 24 con­
stants in all. In this paper, a method of harmonic re ­
presentation of these values is presented whereby the 
number of constants that must be determined can be 
substantially reduced, in some cases to as few as 8, 
or even fewer. 

3. Research data and terminology. This analysis 
was made with monthly values from 137 runoff sta­
tions and 219 precipitation stations in the United 
States, all west of the MissisSippi River. 

The term "monthly precipitation" means the 
cumulative amount of rainfall, in inches, which has 
fallen during the cale ndar month in question . "Month­
ly river now" or "monthly runoff" refers to the aver ­
age daH)' value of the river flow in cubic feet per 
second (cfs) for the calendar month in question. Un­
less otherwise defined , a one -year observational 
record of precipitation is one calendar year, from 
J a nuary through December. Finally, a one - year ob­
servational record for the runoff stations is one 
water year (from October 1 through Septemhe r 30). 

4. Main objectives of the study. The main ob­
jectives of thlS s tudy were; 

(a) T o separate the deterministic (periodic) 
com ponent of time series of monthly precipitation 
and monthly runoff from the stochastic component. 

(b) To use the Fourier series approach In 
order to approximate the periodic component by a 
main cycle and its harmonics. 

2 

(c) To study the Structure of the stochastic 
component, and approximate the time dependence by 
an appropriate stochastic model. 

(d) To condense the information contained in 
a time series of monthly values by a mathematical 
mode l, including both components , with the estima­
tion of a mini mum o f parameters (for the determiniS­
tic and s tochastic components). As the number of 
parameters decreases , the discrepancy between the 
observed time series and the mathematical model 
increases. The objective ofthe investigation was to 
find a compromise between the number of parameters 
to be estimated for the model and the accuracy oC the 
mathematical model in estimating the true population 
mathematical model ot the given time series. 

(e) To condense graphs or tables of time 
series of monthly precipitation and monthly runoff 
with a mathematical equation that contains most of 
the information and properties included in the iraphs 
or tables and that provides new time series with 
approximately the same properties . The new time 
series obte.ined from the mathematical model by the 
data generation method (Monte Carlo method) should 
have approximately the same properties as those oC 
the series given by the graph or the table data. 

(l) To represent time series of monthly 
values by a mathematical model which can, in the 
Cuture, be used in studies of lIow regulation, water 
allocation, water system operations, and Similar 
areas of study . With a hydrologic process systemized 
in the form of a mathematical model, the planning of 
engineering and economic super-st ructures in water 
resource development can then utilize the most ad ­
vanced mathematical approaches. 



CHAPTER U 

MATHEM.>\TICAL METHODS USED IN THIS INVESTIGATION 

I. Stationarity. The monthly time series of pre­
cipitation and runoff are non - station ary. It is obvious 
that the expected monthly value of January is not 
generally the same as that of July. It is somewhat 
more difficult to visualize the variation of the stand ­
ard deviation of all January values from its mean· 
(1. e. , the standard deviation of all January values 
fro m the mean J anuary value, etc.). However, ob ­
servations and computations show that months with 
higher expected values have greater variances, and 
hence a greater standard deviation. The higher order 
moments about the mean also vary through the year 
depending on the calendar month in question. Thus, it 
might be expected that each monthly value would be 
drawn from a population characteristic of the month 
in question, which would result in 1 Z different popula­
tions - one for each calendar month - being repre­
sented in the monthly time series of precipitation and 
runoff. Thus , stationarity, through the third order, 
is defined by the following 

E tXt] "/.l " constant 

f[(t + L)-t] =PLcrz+ 

/.l Z ~ constant 

2. I 

2. 2 

" g (L I, L Z) "constant 2. 3 

where X
t 

is the value of the observed variable at 

time t, E [ ·] is the expected value, f and g arefunc ­
tion notations, L, L I , L z"" are time lags, IJ " popula-

tion mean, PL " population L-Iag serial correlation 

coefficient, and crZ is the population variance of X
t
. 

For the purposes of this paper, X is the observed 
monthly value of the precipitation or runOff, and t 
is the number of monthly values since the beginning 
of record-keeping (t for the first month of record is 
I). The condition of first order stationarity is given 
byeq. Z. t ; second order stationarity is given by eqs. 
Z. 1 and Z. Z; third order stationarity is, in turn, sub­
ject to conditions of eqs. Z. I, Z. Z, and Z. 3. 

In this paper, it is assumed that the observed 
monthly value fo r each of the 1 Z months in the year is 
drawn from a different population. In other words, 
the values of precipitation (or runoff) observed over 
the number of years of record for the month of Janu­
ary are all drawn from the same population, while 
the observed values for February to December are 
each drawn from different populations, respectively. 
It is further assumed that the observed series for 
each respective month over the years of record is 

stationary of the n - th order. Thus, it is seen that 
each month has its own probability distribution and its 
own statistical paramet ers (mean, standard deviation, 
Skewness coefficient , etc.). The monthly series, Xt , 

are, therefore, composed of values from 1 Z different 
populations, which fact accounts for their non­
stationarity. 

First order stationarity is obtained by the 
transformation of X

t 
to U

t 
by: 

Ut= Xt-m.,. ; 

whe re 

t - ,.+12n, 

with.,.= I, 2, 3, ..• , IZ 2.4 

with n -O , 1, Z, 3, .. , (N-I). 

Here m,. is the monthly mean value of the month ,., 

n may be considered as the number of years since the 
beginning of record, N is the total number of years of 
record, and U

t 
is not only a sequence of monthly values 

with a mean of zero . but the expected value of every 
monthly observation in the sequence of Ut is also zero. 

ThuS, eq . 2. I is satisfied and the first order station ­
arity has been obtained for the series . 

A look at eq . Z. Z shows that , if L = 0, then 
E[X\] = f (O) = constant, or var Xt " constant, because 

Po" I, and cr1 " population constant parameter. Trans· 

forming V
t 

of eq . Z.4 by 

z . 
I 

2. 5 

where s ,. is th~ standard deviation of the month ,., 

Xt has been standardized. The resulting series Zt 

becomes now dist ributed with mean z ero and standard 
deviation unity for all monthly values . Moreover, it 
maybe assumed that E [ZtZt+LJ cf{L)-cri PL-P L , 

because crZ z = 1. Thu s , the series Zt as defined by 

eq . Z.5 will be referred to as the "standardized 
series. " ---

It would be possible to obtain third order sta· 
tionarity by a further transformation. However, its 
discussion is beyond the scope of this paper. 

Z. Periodicity. Since the m onthly time series of 
Xt has a separate expected value IJ,.' or mean value 

X : IJ for each month, experience shows that a plot 
T T 

'" The use of k as the symvol for l ags (as denoted in other studies) is replaced here by the symbol L, 
leaving the symbol k for the subharmonics of the main cycle. 
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of the expected values of the time series X
t 

over a 

number of years r esults in a periodic movement, of 
which the fundamental period is 12 months. Because 
each periodic movement may be approximated by the 
basic cycle and its harmonics, following the Fourier 
series analysis, the periodic movement of monthly 
time series may also be described mathematically by 
harmOnics. Fourier analysis suggests that a mathe­
matical representation of monthly means of X

t 
may be 

e~pressed as a continuous function mt by the expres ­
Slon: 

m • 
t 

t 
IT Z.6 

wher e Ck is the amplitude of the k-th harmonic of 

12 months, the cycle of 12 months being the firsthar­
monics , and dk is the phase. By use of the trigono-

met r ic identity, 

sin (6 + d) • sin d cos 6 + cos d sin 6, 2.7 

••• Z.6 can be r e written as: 

t tZ 6 
2l'1"k t. m

t 
. 

TI "m • " Ak '0' + 
,. t 

, 
k"'l tZ 

6 Z 'k + • B sin 1'Z t 
k":l k 

Z.8 

By the same argument, the continuous function of the 
standard deviation , St' is given as: 

t tZ 6 
2l:"k t + 

't 
. 

TI " , +!: Ak '0' 12 , - t 
, k-I B 

6 Z .k + !: sBk 'in IZ t. Z. 9 
k"'l 

Likewise, the solution for the constant s Ak 
and Bk is given by the following equations [3J, 

Z tZ 
2ll'k t 

Ak . IT " m '0' Z. 10 
, . t 

, 12 

Z tZ Z.k 
Bk . TI " m sin --n:- t . 2. II 

T= 1 
, 

for k • 6, A is given as Ak /2 and Bk . O. 

In order to describe the monthly periodic 
movement, 12 constants, Ak and Bk , sAk and 

sBk' are required for the cycle of 12 months (k- I) 

and its five subharmonics (k '" Z, 3,4, 5, 6) as can be 
seen from eqs. 2.8 and 2.9. The phySical considera­
tions of the hydrologic periodiCities indicate that 
there is definitely one cycle per year. that of 12 
months. Very often. another cycle, that of 6 months, 
is also clearly detectable from the observed data. 
In order to fit the trigonometric functions of the 
F ourier series to the shape of these two basic 
periodic movemEints (12 months and 6 months), 

4 

subharmonics are necessary, and usually those of4, 
3, 2.4, and 2 months. The number of subharmonics 
of the main I 2-month cycle depends on the shape of 
the periodic movem e nt . If the 12·month periodic 
movement of m t and St can be apprOximated well by a 

simple sine or a cosine function, the I Z- month cycle 
without any of its subharmonics is sulCicient. If the 
12-month periodic movement is far from a sine Cunc­
tion, say with sharp peaks a nd long and fiat lows of 
m t and St' not only 1s the 6-rnonth harmOnic necessary 

but all other harmonics may be needed. 

A point of interest may be raised here. The 
description of a periodic movement by Fourier series 
analysis requires the use of trigonometric functions. 
However, the physical aspects of periodic movement 
in the form of fiT and ST may show only one peak and 

one low in a 12-month period, or two peaks and two 
lows in a 12-month period, at the maximum. Thus, 
because of asymmetry of peaks and lows (narrow 
peaks, broad lows), the Fourier series analysis 
needs many harmonics to approximate this type of 
m t - and St - periodic movements. The correlograms 

of time series of monthly values will demonstrate 
this point well, and it will also be discussed in detail 
later in this paper. The need for the 12-month cycle 
and its live subharmonics in the description of the 
periodic movement of m t and St by Fourier series 

analysis does not imply that there are 6 cycles in the 
physical sense: A distinction, therefore, should be 
made between the number of harmonics in Fourier 
series analysis of time series of monthly values 
(which are necessary to describe the periodiC move­
ment of monthly mean values and standard deviation 
of monthly values about their mean) and the physical 
cycle connected with the astronomical cycle of a year, 
which sometim es has a physical 6-month subhar ­
monic , which is due to the usual climatic movement 
of fall-winter - spring-summer seasons , with two 
peaks and two lows. T here Core, the lower harmonics 
(those of 12 and 6 - months) are associated with broad 
climatological features, while the higher harmonics 
are attached to the method of analysis of periodic 
movement. Accordingly, the claims that the higher 
harmonics (4, 3, 2.4, and 2 months) are associated 
with the local features [5] should be subject to care­
ful investigation. 

If eq. 2.5 is rewritten using the continuous 
descriptions of m and s in the form of m

t 
and , , 

St oC eqs. 2.8 and 2. 9, then 

y • 
t 

X
t 

- m
t 

2. 12 

In the general case , it will be found that if 
fewer than 6 harmonics are used to describe the 
series, the periodic function will not pass exactly 
through the calculated parameters m T and ST because 

of the sampling errors within the observed series. 
Therefore, the mean of Y

t 
will not be exactly zero 

nor will s (the s tandard deviation of Y) be exactly y 



unity. One further transformation, 

z, 
y - y , 

'y 
2. 13 

yields the series Zt' which parallels the series of 

eq . 2.5, with Zt distributed with mean zero and 

standard deviation unity. The series Zt described 

by eq . 2. 13 is 

series" o, 'r;,:~' ~l~~;;:::~'!~ f rom the I 

3. Serial correlation. Se r ial correlation analv ­
sis has been used ve r y often for the determination 'of 
periodicitie s . The general equation for the serial 
correlation coefficients is: 

R " L 

, 
" x 

with L · 0, I, 2, ... ,m, with m < N. 

2. 14 

It is well known that if a periodic time series is re ­
presented by 

2. 15 

where C is the amplitude, e is the frequency of the 
cyclic component, and Zt is a stochastic component, 

then the serial correlation coefficients of the cyclic 
component are given by 

2. 16 

where (l'lx is the variance of Xt . Thus, if the fre ­

quency e exi s t s , the cycle will persist throughout the 
correlogram and will not be dampened. In fact, 
wh ether the cycle at the corre logram is dampened or 
not may be used as the criterion for determ ining 
whether periodicity i s present in the time series (7] . 

In the case that only one phY.l;ical cycle exists 
in the time series, the correlogram exhibit s the same 
period as that of t he time s eri es. If more than one 
cycle e xists, the correlogram is a linear combina ­
tion of these periodic terms. Initially, the high fre­
quency harmonic components, necessary to approxi­
mat e well the shape of periodic movement, may not 
be readily discernible. Sometimes, when the large 
periods are removed, the small periods begin to 
show themSelves. This is especially true in the case 
of correlogram s with narrow peaks and broad lows , 
with 12-month periodic movement. Figure 1 shows a 
typical case of the behavior of the correlogram for a 
tim e series composed of narrow peaks and broad lows, 
with a basic period of 12-months. By Fourier time 
series analysis , the periodic movement, as expressed 
in fig. I , upper graph, is composed of several har­
monics, particularly of periods 12, 6, 4, and 3 
months. As successive larger periods are removed 
from the time series, the smaller periods become 
clearly visible on correlograms. Figure 1 is an 
example of a time seri es of m onthly river nows. The 
data was taken from the Elk River at Clark, Colorado 
{USGS station identification number is 9. 378}. The 
upper curve is the correlogram of the observed time 
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Fig. 1 Effects of removing periods from the time 
series on the correlogram for s tation 9. 378, 
Elk River at Clark, Colorado: (1) Correlo­
gram with 12-, 6-, 4-, and 3-month periods 
present; (2) Corrclogram with 6-, 4 -, and 
3- month periods present ; (3) Correlogram 
with 4- and 3-month periods present ; (4) Cor­
relogram with 3-month period present; and 
(5) Correlogram after all periods have been 
removed. 

series and the following curves s how the correlograms 
after removal of the 12, 6, 4, and 3.month periods, 
re s pectively. The correlogram shows all fluctuations 
with the same periods as the time series except that 
the fluctuations on th e correlograms have all been put 
into phase . T he use of the correlogr am in this study 
was limited to observation of the dampening effect in 
the persistence of periodS and was needed for the 
verification of existence of periods when they are 
shown by variance spectrum analysis in the form of a 
sequence of harmonics. 

Figure I , uppermost graph, shows clearly 
that there is no dampening effect in the correlogram 
for the 12-month cycle. However, it does not show 
visibly on the lows a sccondary cyclicity. T hough 
there is no visible Six month cycle on the correlo­
gram, the very fact the correlogram has a broad low 
and is flattened suggests that the secondary cyclicity 
may be present. This shape suggests also that the 
broad low is due to the domi nant feature of the 12-
month cycle. Thi s cycle is dominant to such an extent 
that the 6- month cycle peak is completely atte nuated. 
In some cases, the 6-month cycle is dominant and the 
12- month cycle may be completely absent. Any inter­
mediate position between these two extremes have 
been experi enced. The sharp peaks and long lows on 
the correlogram imply that the shape of the periodic 
correlogram of the uppermost graph is far from a 
cosine function as should be indicated by eq. 2.16. 
FUrthermore, the conclusion can be reached that the 
description of the periodic movement of X

t
, for which 

fig. 1 - upper graph - is the representative correlo-



gram, cannot be given by a unique cycle, but by the 
12-month cycle and as many of its subharmonics as 
the Fourier ser ies approach may require for the 
given shape of the periodic movement. Finally, a 
distinction should be made between the cycles shown 
by the correlogram of monthly values of precipitation 
and runoff, (in fig . 1 only the 12- month cycle) and the 
number of harmonics necessary to fit the trigonome­
tric functions by Fourier series analysis in order to 
describe mathematically the shape of the periodic 
movement. 

4. Variance spectrum. Th e harm onics necessary 
to descrlbe the functlons m

t 
and St were determined 

by variance spectrum analysis of the original time 
series X

t
. A complete description of variance spec-

trum analysis is given by Blackman and Tukey [2] who 
derive the variance spectrum (or power spect rum) as 
a F ourier transformation of the autocovariance func­
tion. For a time serie s of equally spaced records, 
the equation for the spectral densit y is given as: 

m-1 
!: C

L 
cos kr!;lr + C

m 
cos k lr, 

L"1 
2. 17 

with 0 'S k 'S m, where C L is the covariance of X 

with lag L, and m is the number of lags used in cal­
culatir:g C L . If Vk i s multiplied by ~, then 

V k w • 
k 

2. 18 
m 

For Wk plotted versus k, the area under the cur.veis 

equal to the variance of X. The value of Vk or Wk 
is called the "estimated value of the spectral density", 
or simply, the " spectral density". The magnitude 
Wk is generally plotted versus the frequency k/2mAt. 

Neither eq. 2.1 7 nor eq. 2. 18 gives the best 
estimate of the smoothed spectrum function (2J. The 
best estimate involves the smoothing of values ob­
tained by these equations by one of the two methods 
di scussed by Blackman and T ukey [2} . The first 
method of smoothing is called "hanning", and for eq . 
2. 17 the estimates obtained by this method are : 

So " O. ;;; V 0 + O. 5 VI' 

Sk = 0.25 Vk _ 1 + O. 5Vk + O. 25Vk+ I' for "5 k"5 m-I, 

and 

2. 19 

The second smoothing m ethod is called "hamming", 
and the estimates obtained by this method are : 

Sk - 0.23Vk_l+0.54Vk+0.23Vk+ I' for l'Sk'S m-t, 

and 

Sm 0.46 Vm _
t
+0 . 54 Vm 

2. 20 

The most important differences between these two 
s moothing methods are: (I) for the "hanning" pro ­
cedure , the side lobes resulting from the occurrence 
of a main lobe in the spectrum are larger than for the 
"hamming" procedure; and (2) when "hanning" , the 
heights of the side lobes fall off more rapidly with 
increasing distance from the major lobe than when 
"hamming". 

Blackman and Tukey [2] also give methods for 
determining the value of m to be used in eq. 2.17 
which are based on the deSired resolution of variance 
spectrum and the required accuracy of the estimate 
of the spectral density . Howeve r, the follo wing pro­
cedure for the use of variance spectrum analySiS, has 
been extracted from the articles in literature by 
E. J. Plate .* 

1. The maximum frequency fmax which is to 

be investigated should be chosen as well as a folding 
frequency fn such that 

'n '" ~ f 2 max' 

2. The time interval required between 
measurement s then becomes 

2.2t 

3. Next, a desired frequency resolution B 
should be selected, and the greatest time lag T m 

required for the coe fficients should be calculated as 

4 . Since the lag is a multiple of bt , the 
number of lags, m, required becomes 

m • 

2. 22 

2. 23 

5. The number, N, of dat a points taken at 
intervals bt which is required in order to obtain a 
reasonably accur ate estimate of the s pectral density 
should be calculated from the relation 

k 

where T'N is the "effective length of recor d, " 

given approximately 

1 
T ' N"TN - 1 T m' 

2. 24 

2. 25 

with TN the true length of record. Furthermore, k 

is th e equivalent number of degrees of f reedom for 
the chi- square distribution of the deviation of the esti ­
mated spectral density value from the true val ue . 
Thus , k can be found for the 95o/~ level of significance 
approximately as 

k ; 1 + 576 2. 26 
(950/. range in db~z 

• db" decibel; number of db c 

• Associate Professor of Civil Enginee r ing, Colorado State University. 

( estimat ed variance) 
1010g l0 average vanance ' 
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6. After step 5 is completed, TN can be 

calculated; th e number of data points required is 

N'" TN/at; and 

7. The elementary frequency bandwith is 

2. 27 

For this study , the resolutiC'n, B, was chosen 
a s 0. 02 cycles per month, thus setting m at 50 . The 
ratio, H, of the observed (estimated) variance to t he 
average variance, on the 950/0 level, is 

2.4 

R '" I r;Jk-i 2. 28 

where k is defined by eq . 2.24 . 

Figure 2 shows the power spectrum for the 
monthly time series of the Elk River at Clark , Colo · 
rado, and demonstrates how the spectrum changes 
with the removal of successive periods. For this 
case, at was I month, m was 50, and N was 360. 
This is the same time series that was used as an ex· 
ample for fig. 1. 
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F ig. 2 Effect of removing periods from the time 
series on the variance spectrum for s tation 
9.37 8, Elk River at Clark, Color ado: 
(I) Variance spectrum with 12·,6-,4-, and 
3-month periods present; (2) Variance spec­
trum with 6 -, 4·, and 3-month periods pre­
sent ; (3) Variance spectrum with 4~ and 3-
month po:riods present; (4) Variance spectrum 
with 3-month period present; and (5) Variance 
speCtrum wit h all periods removed. 

Th~ upper curve of fig . 2 shows that in the 
original spectrum , X 11ad only th@ 12-, 6-, and 4 · 
month cycles as s ignificant on the 95% level. How ­
ever, the third curve shows that, upon removal of 
the I Z- and G·month harmonics, the 3· month har· 
monic becomes significant and must also be eliminated 
when the periodic component is taken from the time 
series. 

In addition, this figure illustrates the proce· 
dure which is necessary for the determination of the 
harmonics present in the series X

t
. First, the 

spectrum analysis is run on the tim.e series Xt and 

7 

the .significant periods are used to define mt . The 
series 

is formed and the spectrum analysis of U t is performed. 

Significant periods in U
t 

are then added to the deiini­

t ion of m t and the process continues until m t is defined 

in such a way that Vt is aperiodic. 

The same procedure is followed for obtaining 
the periods necessary to define St except that the 

spectrum analysis is performed on the series ~, 
where 

2. 30 

The periods found in ~ are then used to defin e St . 

When a basic cycle and its several subhar ­
monics are necessary in Fourier series analySiS to 
describe mathematically a periodic movement, the 
general relationship between Ck or dk coefficients of 

various harmonics in eq. 2.6, and between Ak or Bk 

coefficients of various harmonics, could be used to 
decrease the number of parameters in the mathem ati ­
cal model of th e deterministic periodic component. 
In many cases studied, the peak variance denSities 
of various harmonics were proportional either to Ilk 
or I/kn, with nIL In log-scales, the peak densi­
ties of harmonics follow the straight line either ofthe 
slope of -lor of -no Figure 2 is a good example. 
The variance density for the 12-month cycle at the 
fig. I is 51, 000 . For the 11k model, the 6·month 
harmonic should be 25 , 500 , the 4-month harmonic 
17, 000, and the 3-month harmonic 12, 750. Figure 2, 
upper graph, shows that the density of the 6 - month 
harmonics is c lose to the above theoretical relation ­
ship of 11k model, whil@ the densities of the other two 
are below that relationship line. Similarly, t he 
second and third graphs from the top in fig. 2 show a 
close relationship between th e denSities of the 6-month, 
4 -month and 3-month harmonics. Asthe variance 
densities are related to Ck coefficients , the above 

relationship is only valid for them. Experience shows 
that dk , Ak , Bk , sAk and SBk have both positive 

and negative values, and do not follow a monotonical ­
ly decreasing positive function like Ck . More com ­

plex mathematical relationships are then needed for 
these coefficients . 

In order to decrease th e number of parameters 
in eqs . 2. 8 and 2. 9, the coefficients Ak , Bk , sA k' 

and sBk could be expressed as functions of k, AI' 

B I , sAl ' and sBI' respectively . This procedure 

may prove to be very appropriate when several values 
of k are involved (say more than 3). In such cases, 
the total number of parameters to be estimated in 
describing the deterministic periodic component 
would be reduced. 

5. Mathematical models. After the transforma­
tion of non- stationary time series Xt to the second 

order stationary series Zt' three models were teste d 

for the description of the time series Zt ' These three 

models were: (1) The Independent Series, (2) The 



Markov First Order Linear Model. and (3) The 
Markov First Order Log Model. The model to be 
used was determined by the shape of the correiogram 
of the series Zt ' 

(a) Independent series. If, on a given level 
of signifi cance, it can be said that: 

2. 31 

where r
L 

and P
L 

are the L-th order serial correla­

tion coefficients of sample Zt' and the population from 

which Zt was drawn, respectively, then the time 

series Zt may be consider ed as a sequence of Sto ­

chastic variables which are independent among them ­
selves. As described previously, Zt is distributed 

with mean zero and variance unity. 

Upon the determination of the probability 
distribution of Zt ' this distribution may be used to 

generate independent sequences of Zt ' The se ries 

Zt may then be generated in any sample size as : 

+ 2.32 

with m
T 

and ST the mean monthly values and 

monthly standard deviations, respectively. If the 
mathematical repre sentations of m t and St of eq. 

2.1 3 are used, X
t 

is defined as: 

Xt " rot + Y 5t + Sy 5 t Zt ' 2. 33 

Equations 2. 32 and 2. 33 a r e ca lled here "Independent 
Series A" and "Independent Series B . "respectively. 

To ascertain whether the Independent 
Series is an appropriate model, the corre logram of 
Zt i s test ed for P

L
" 0 at the given level of signifi-

cance a . Anderson [I ) gives the confidence limits 
L(Q') as: 

-1 + n -V N-L-2 

L(a) ~ ----'Nr.~TL~-TI----- 2..34 

where N is the number of observed values in the 
time series Zt' L is the lag, and na is the normal 

standard deviate from the standard normal di stribu­
tion for a two tail test at the significance le vel a. 
Common values of a and the corresponding value of 
no 'ce 

a 800/. , n 1. 28 
0 

900/0, 1. 64 

950/0 , 1. 96 

(b) Markov I Model. When the series Zt 

can be fitted by a "first order linear autoregressive 
scheme" (Markov first order linear model), the 
correlogram of the population of Zt is represented 
by the equation: 

2. 35 

, 

The autoregressive scheme is given by : 

2 . 36 

whe re ( t is independent of Zt -I' Zt _ 2' .. . and 

ot her ('s. If (t ~ /3: o 11t' whe re I /So is the standard 

deviation of (t' TIt will be a I:ltandardiz ed independent 

s tochastic variable. Furthermore, determining the 
distribution of TI t ' one can use a generating function 

to produce (t in eq . 2.36. Since, val' Zt "1 for a ll 

t, it follows from eq . 2. 36 that: 

By combining the expression 

X
t 

- m
T 

with eq. 2.36, one can see that: 

2.. 37 

2. 38 

2. 39 

Revising and Simplifying eq . 2.39, one arrives a t the 
"Markov I Model An given as : 

p , 
1 T m + m + S ( -,--- ,..-1 T ,.. t ' , -I 

2.40 

If m t and St are used in the equation defining Zt' 

eq . 2. 36 will appear as 

X
t 

- m
t y 

X
t

_
1 
-m

t
_

1 y , 
St_1 , 

2 .41 PI + " , , 
y y 

Ont: can define the "Markov I Model B n by solving for 
X

t 
as 

In order to test for the Markov I Model, the series 
(t of eq. 2..36 was produced as 

2..43 

wh ere r 1 was taken as the best estimat'? of P l' The 

senes ( t was tested for independence by eq . 2..34. 

When (t is shown to be an independent stochastic 

variable , t he m odel is accepted. 

(c) Markov I Log Model. This model was 
exactly the same as the Markov I Model except that , 
in the original time series, Xt was replaced by In Xl" 

If X
t 

had a value of zero, it was replaced by 

In 0.001. Thus , eqs. 2.40 and 2.42 may be used to 



describe the "Markov I Log t.Iodel A" and the "Ma rkov 
l l..og Model B" , respectively (with A model for 
"standardized Zt" and with B model for "fitted Zt" 

series). keeph'5 in mind that Xt is now In X
t 

and 

that fi T' fi t ' ST' St' PI' t:t ' y , and Sy were all ob ­
tained by performing operations on In X

t 
rather than 

X, . 

Once again it must be emphasized that 
these models are not exactly correct because they 
only account for second order stat ionarity in Xc 

Th er efore, one cannot simply determine the frequency 
distribution of Zt for the independent series or the 

fr equency distribution of (t for the Markov models 

because the expected values of the central moments 
whose order is greater than two are not constant . 

The appr oach in this study was to use 
the simple stochastic models, eithe r the independent 

9 

model or the first order Markov linear model. How­
ever, the second order Markov linear model is a 
likely and attractive model for the s t ochastic com ­
ponent s of m onthly values of precipitation and runoff. 
Also, the general moving average schemes may be 
shown to fit better the tim e dependence of stochastic 
components in som e monthly series than do the sim ­
ple Markov linear models . By restricting the analy­
ses in this s tudy to simpler models . the intention 
was to separate the deterministic (periodic seasonal) 
components of time series from t heir stochaStic 
components and to assess the general order of magni­
tude and the general type of dependence in time se ri es 
of these stochastic components. Through use of the 
more complex mathematical models in describing t he 
dependence in stcchastic component time series, a 
further improvement in the analysis of time series of 
monthly prec ipitation and monthly runoff may be ob~ 
tained. On the other hand, this approach would in ­
evitably require more parameters to be estimat ed than 
the simple approach used in this paper necessitated. 



CHAPTER III 

DATA ASSEMBLY AND ANALYSIS OF RESULTS 

!. Data assembla for re search. The monthly 
data us cd in this stuy consists of data of 2:19 preci­
pitation s t at ions and 137 runoff s t ations in th e Unit ed 
States. These stations are distributed over the s tates 
west of t he Mi ssissippi River. 

Primarily, precipitation monthly values were 
taken from data published by the United States Weather 
Bureau, but supplemented by data publications of 
various states. The stations were selected in such a 
way that their data were homogeneous (no significant 
change in station position, elevation , or environm ent 
duri ng the observation period). The l ength of records 
of the precipitation data varied from 30 to 110 years 
of continuous observations . The area dist ribution of 
the prec ipitation s tati ons is given in fig. 3. 

Runoff data was taken from the United States 
Geo logical Survey publications, "Surface Wat e r s of 
the United States.' Again, s t ations we re se lected if 
their data was homogeneous and consistent . Those 
stations which had suffic i l:'nt upstream diversion to 
cause a noticeable e ffect on the downst ream di scharge 
wcre rejected . Unfo rtunately, the rejection of sta­
tions because of diversion made it difficult to obtain a 
uniform area distribution of stations over the con~ 
tinental region studied. As a result, there is a 
scarcity of stations in the m id- western stateS du e 
mostly t o rejections on the basis of diVersion and run­
off depletion with time. Of thos e selected, t he runoff 
s t ations varied in catchment a r ca f r om 3 to !)1 00 
s quare miles , and had continuous observations f rom 
30 to 57 ye ar.';. F igure 4 shows the area distribution 
of the se stations . 

Tables I and 2: in Appendix 1 and Appendix 2:, 
arc lists of the mo nthly precipitation and monthly 
runoff stations , resp~cti ve ly, which wt're used in this 
study. The monthly dat a fo r station:; was stored ona 
magnetic tape and all computations were clone on the 
CDC 3600 digital eomputl:'l' of th l' National Center for 
Atmospheric Re sea rch, Boulder, Co lol·ado . For 
ea ch !';tation, t he name, the coo rdinat es , and thenum ­
bel' of years of continuous record are li s ted. The last 
year of reco r d is UlnO fo r both precipitation and 
runoff. 

Th e precipitation st ations are listed by their 
U. S. W.;ather Bur( 'au identific ation numb~r . T he run ­
off s tations include in thei r lis tings th e size of the 
catchment a rea and t hPi r U. S. Geological Survey 
ide ntifiCation number. In t hl' follo wing text, refer ­
ence to s t ations will be m<lde by s tation identification 
num ber only . 

2. E x lained variance b seasonal eriodic com~ 
pon ents. As escribed in hapter II, the fir st step in 
analyzing the time series of monthly values i s to de ­
tect the periodic movement inside the s eries, and to 
app roxim ate it by the Fourie r series analysis in 
specifying the coeffic ients for the main cycle and i ts 
variou s subharmonics. For periodic movement, the 
mean value for each calendar month shows how the 
expected me an changes with 'T , where'T = t, 2: , ... 12: 

10 

(January through December for precipitation series 
and October through Septembe r for runoff series). 
T he mean monthly values a re computed by the expres · 
sion 

IN-I 

N t;o Xt 2:t+'T' J . 1 

where X t 2:t+ T are a ll m onthly values for a given 

month ,. (for example, 'T : 3 is the month of March 
for precipitation series , and is the m onth of Decem ­
ber for runoff se ries) and N = number of years. 

The variation of monthly values for given 'T, 
around m 'T ' is measu red by the standard deviation, 

s'T ' o r by the eXpreSSlOn 

t N-t 
l'N I: (X t 2:t+ -

t =o 'T 
J . , 

where X 12t + 'T and m'T a r e defined as above . In 

the majority of cases of monthly precipitation and 
monthly runoff, expe rie nce shows that m'T and s'T 

follow a clear periodic movement, with sampling de­
viations of m and s about an assumed smooth curve , , 
of periodic movement of IJ'T and 11 'T of the population 

time series . To fit these two periodic movements by 
the appropriate mathematical models, the variance 
spectrum analysis was used to detect the Significant 
harmoni cs, and the simple Fourier series analysis of 
the basic cycle and its k-harmonics was used. 

For a given monthly time series of precipita­
tion or river flows , the mean monthly values (for each 
of 12: - months) were computed . Also, the standard 
deviations , S7 ' of monthly values about the mean 

monthly value were obtained. For the significant hal' · 
monics of the series determined by the variance 
s pect rum analysis, the k - harmonic values Ak and 

Bk of e qs . 2. . 10 and 2. 11 were computed, and 

(Ak
Z + BkZ) 12 represented that portion of the total 

variance of the monthly time series which is explained 
by the k-th harmonic. In other words , if the s umma · 
tion of the explained variances is made for all the sig­
nificant harmonics of the tim e series , the difference 
between the variance of the tim e series of X t and the 

total explained variance by these harmonics is the 
variance attribut ed to the stochastic component of the 
time series . 

The total explained variance of the 12-month 
cycle and of all its significant harmonics may, there­
fore, be used to indicate the degree to which precipi ­
tation and runoff a re influenced by the sea sonal c li­
matic variations of the year. Thus, the large r this 
explained variance , the more seasonal is the char­
acter of monthly preCipitation and month ly runoff. 
However, if the e xplained variance is only a very 
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small fraction of the total variance, it may be assumed 
that the time series has small seasonal variation. 
Usted In table 3, Appendix 3, are the main IZ - month 
period and those of its subharmonics found to be sig­
nificant on the 950/0 level by the variance spectrum 
analysis of the precipitation s tations . Periods are 
list ed for both the monthly means of the time series 
and the standard deviation for each month. T he ex­
plained variance of these significant harmonics is 
also listed in table 3. T able 4 , Appendix 4, gives the 
same data for the stations of monthly runoff. Finally, 
the significance of each column of these two tables 
is gi ve n in tables 3 a nd 4, Appendices 3 and 4, re­
spectively, and the short versions of column des­
criptions are given at the end of each of these tables. 

3. 

to the article by L. W. Horn and 
This article presents a technique 

time and area distributions of pre­
cipitation by analysis of the phase angles and ampli­
t udes of the harmonics of the I Z-month period. 

Figure 5 shows the distribution of ~he explained 
variance of the t Z-month period and its significant 
subharmonics over that portion of the United States 
which is covered by the precipitation station network. 
It is obviOUS that the seasonal effect on the nuctuation 
of monthly precipitation varie s over the area. The 
detailed reasons and explanations for these variations 
we r e not studied in this paper. 

It is interesting to note that in the southern­
middle portion of the United States, the monthly pre ­
cipitation is almost entirely free of seasonal varia­
tions. Precipitation within a large portion of the 
Color ado River Basin and the Great Basin is also 
affected very little by seasonal variations . In addi­
tion, a large part of Texas and a large part of Louisi ­
ana have a very small explaine d variance (0 - 100/0) 
according to the periodic variatIOns of monthly pre­
cipitation. These areas are to be contrasted with the 
Olympic Peninsula in Washington and the small area 
on the coast of California, north of San Francisco, 
where 50 to 600/0 of the variance of the monthly preci­
pitation series is explained by seasonal variations. 
Over the res t of th e area studied, the explained vari­
ance varies from 10 to 400/0 , except on the western 
coastal area from Canada to San Francisco, which 
has an explained variance of 40 to 50%. 

It appears that one may begin at a point in the 
middle of Utah and, upon moving in any direction from 
that point, notice the i ncreasing e ffect of seasons on 
the variations of monthly precioitation. However, 
moving in a !louth-eastern di rection, c;::e encounters a 
dividing line which runs in a north-easterly direction 
diagonally cutting through New Mexico, Southern 
Kansas, and Northe rn Missouri. Crossing this line 
in the direction of the Gulf of Mexico, one finds a de­
creasing seasonal effect on monthly precipitation. 

Looking only to the west part of fig. 5, one 
may be tempted to conclude that the effect of seasonal 
variations on month ly preCipitation may be highly 
correlated with the tota l annual precipitation . Seem ­
ingly, the greater the annual precipitation (coastal 
areas of washington and California). the greater is 
the explained variance of seasonal variation in month­
ly precipitation, and vice versa, the smaller the 
annual precipitation (Colorado River Basin and the 
Great Basin), the smaller is that explained variance. 
However , the south - eastern part of fig. 5 shows the 
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opposite trend. If one goes from New Mexico and 
north - western Texas, with smaller annual precipita­
tion, to south-eastern Texas and Louisiana, with 
greater annual pr ecipitation, the e xplained variance 
decreases which is opposite from what is experienced 
in the western part of fig. 5. The physical explana­
tions for these differences, as well as the search for 
basic causal factors which affect the degree of sea­
sonal variations in monthly precipitation series, were 
outside the scope of this paper. 

the areal distribution by isolines of the explained 
variance of the 1 Z-month period and its significant 
harmonics is made only for the Pacific Northwest 
region and for the southeast corner of the area studied. 
Figure 6 shows the areal distribution of the explai ned 
variance for these two re/iions, as well as individual 
values of explaine d variance for stations located 
inbetween these two regions. 

It should be noted that the explained variance 
plotted in fig. 6 is that for the fitting of the 1 Z- month 
period and its harmonics to logarithms of mo nthly 
nows. The reason for using the log s e ries is ex­
plained in the section on fitting models to the runoff 
series of this chapter. 

In the Pacifi c Northwest, the explained vari­
ance of the t Z-month period a nd its subharmonics, 
within the logar ithmiC flow series, i s very high. It 
ranges from 50 to 90% of the total variance oC the 
series of log of monthly runolf. This means t hat the 
stochastic variation in time series ranges only from 
500/0 to as little as t O% of the total variation. Thus , 
over most of this area, the nuctuation of river nows 
wit hin the year can be predicted with relatively suffi ­
cient accuracy . T he main contributin/i factor to the 
high percentage explained variance by the periodic 
components is undoubtedly the winter accumulation 
and the spring runoff of 8now melt which account for 
much of the runoff in the general area. A second 
reason would be the fact that over most or the area, 
the explained Yariance by seasonal nuctuations in 
monthly precipitation is the highest of any area 
s tu died, a fact refl ected directly in the runoff. The 
third reason , which is likely responsible for /ireater 
explained variance of monthly runoff {SO - 90"M in 
comparison with the explained variance in monthly 
precipitation ·(ZO-50~) by periodic components in the 
same region of the northwest, is the annual climatic 
cycle of temperature and evaporation. T he next 
reason is likely to be the smoothing effect of t he 
water storage in r iver basins, which is much greater 
for the stochastic component of effective precipita­
tion input into the river baSin, then for the periodic 
component. 

The southeast portion of the area studied has 
a much lower percentage of explained variance by 
seasonal variation of monthly runoH than the Pacific 
Northwe st. It can be seen in fig. 6 that the values 
range from 0 to 500/~, Comparing the explained vari ­
ance of the runoff with that of precipitation over this 
same area, there seems to be litt le noticeable cor­
relation except over the southe r n and central portions 
of Texas where the explaine d variance for runoff is 
about the same as that for precipitation (this might 
indicate t~e complete lack of snowmelt contribution 
to the now in this region and a limited effect of cli­
malic cycle of tem perature and evaporation). 

Comparison of figs. 5 and 6 leads to the 



Fig. 5 Percent of the total explained variance of the significant seasonal harmonics 
of monthly precipitation time series 
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Fig. 6 Percent of the total explained vari anc e of the significant seasonal harmonics 
of the logarithms of the monthly runoff time series 
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conclusion th at the seasonal variations, measured by 
the explained variance of the periodic components of 
time se ri es of monthly values , are much greater in the 
time seri es of monthly river flow than in the time 
series of monthly precipitation. The monthly preci­
pitation contains the seasonal variations which are 
induced by the seasonal factors of general atmospheric 
circulation. The monthly river flow Qt can be ex­
pressed as 

3. 3 

with P t s monthly precipitation on th e river basin, 

E t = monthly evaporation from the river basin, and 

t:. Wt : change in the total water carryover in a river 

basin. The last two factors jEt and t:. Wt ) in eq. 3.3, 

must be responsible for an increase in the seasonal 
variation of monthly river flows. Since the evapora­
tion has a 12-month cycle (with its subha rmonics), it 
must be partly responsible for the increased seasonal 
variations . By the storage of water in the form of 
snow in cold season and release in the warm season 
the periodic movem e nt is greatly enhanced . The study 
of physical factors affecting the season al variation in 
monthly runoff, and the relationships of explained 
variances of seasonal variation in each variable of 
e q. 3. 3 are subject s of inte rest for fu rthe r resear ch. 
It is outside the scope of this paper. 

T he complexity of the relationship of seasonal 
variations of monthly runoff and monthly precipitation 
is also clearly i llustrat ed by stating that in t he north ­
west the seasonal variation for monthly precipitation 
decreases from the ocean to the mountains on the 
West-East }jne in fig . 5, while the opposite is true 
for the monthly runoff (Fig. 4). The seasonal varia­
tion of monthly precipitation decreases from the 
North-West to South - East , while fo r the m onthly run­
off it increases from the South-West to the North - East. 

A facto r should be stre ssed, however, in the 
above comparison and the interpretations for figs . 5 
and 6 . Figure 5 shows the propert ies of monthly pre­
cipitation on points where it was measured. F igure 6 
shows the properties of m onthly runoff of a river basin 
at the river gaging station . If the centers of river 
basins were used for isoline plotting instead of the 
gaging s t ation points , a somewhat diffe rent picture 
would r esult from that in fig . 5. However, the general 
patterns would not be changed draStically. Also , the 
logarithm s of month ly runoff as used for the study of 
Seasonal variat ions may have a ffected somewhat the 
above results . 

5. F i tting o f mathemat ical models to the monthly 
prec ipitation series. A tabulated summary of the 
fitting of the mathematical models is g iven in table 3 
for the precipitat ion stat ions . Testing of the monthly 
prec ipitation ser ies showed that out of 219 stations 
test ed , 16 7 stat ions could be described on the 95% 
confidence level by Independent Series Model A. eq . 
2. 32, or, in othe r wor ds . the stochastic component 
is an,independent time series . Of the 52 s t ations 
which could not be described in this manner. none 
could be described by one of the Markov models . The 
areal dis t ribution of the stations fitted by Independent 
Series Model A is shown in fig . 7. It is int e r f:!sting to 
note that for the most part, those stations which 
could not be described by this model occur in groups 
or clusters. Four groups stand out and they have 
been enclosed by dotted lines. The reasons for this 
occurrence have not been investigated. 
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F igure 8 shows the areal distribution of the 
results of fitting Independent Series Model B , eq . 2. 33. 
Under this scheme , 14 9 s t ations were accepted and 
70 stations were rejected on the 950/0 level. A com ­
parison between figs. 7 and 8 show that not all the 
stations which could be Litted with mode l A can be 
fitted with model B. The under score ba r under 56 
of the s tations .in fig. 8 Indicates that the resu lts of 
fitting Indepe ndent Series Model B to precipitation 
time series p roduced results opposite t o those obtained 
by fitting Independent Series Model A. 

Of the 56 s t at ions producing opposite results 
upon fitting Independent Series Models A and B, 29 of 
these stations were found to display ape riodic series , 
Zt' by variance spectrum analYS iS, but at t he same 

time the correlogram of Zt showed that the series 

could not be considered as independent on the 95% 
level of significance. The other 27 stations , it was 
found , contained periodicity in the fitted series Zt' 

This periodicity was made up of the same periods as 
those removed from the series Xt plus subharmonics 

of the removed pe riods . In all these cases, no indica­
tion of these introduced periods in Zt was observed in 

the spectrum analysis of Xt , even at low signifi cant 

level. These s tations are listed in table 5. By fa r 
the largest grouping of r ejected stations appears in 
California; thus, it appear s ther e may be some re ­
gional factor which makes curve fitting by harmonics 
inappropriate . 

In a few of the s ta tions (these stations are not 
included in table 5), all harmonics in X

t 
were not re -

moved . This occu rre nce was a case where, upon 
removal of the significant harmonics in the variance 
spectrum, the smalle r harmonics become significant 
1n the spectrum of the series Zt ' In some cases, the 

r emaining harmonic had such a small effect on the 
series that it did not influence the independendence of 
the cor relogram; in other cases, it did . In the cases 
where a harmonic r emained and Independent Series 
Model 8 was rejected, this harmonic could have been 
removed to see if this was the cause of reject ion. 
Stations in wh ich enough harmoniCS were not removed 
are listed in table 6. 

An example of fitt ing the Independent Models 
to the Hachita precipitation station in southweste rn 
New Mexico (station number 29.3775) is i llustr a ted 
in fi gs . 9 and 10. The period of record for th is 
stat ion is 5 1 years . Figure 9 shows the monthly 
precipitation record (X

t
) from 1931 through 1960 . 

The two graphs on the left hand s ide of fig . 10 show 
the correlogram and variance s pectrum of Xl' The 

variance spectrum shows the 12-month period and 
its 6- and 4-month harmoniCS to be significant on the 
950/0 level. The 12- and 6-month cycles are also 
easily discernible from the correlogr:J.m . How.ever, 
the presence of a 4-m onth harmoniC is not obVIOUS 
from an analysis of the correlogram and it should be 
explained that it is needed only to apply the F,'0urier 
series analysis to periodic compo nent of senes . 
Us ing the same type of curves for the series 

Ix - m )2 the standard deviation was found to con-
t " ' tain the cycles of 12- and 6 -month s . The middle 

pair of fi gu r es illustrates the correlog r am and vari­
ance spectrum of Zt' .obtained by standardizing 

the series X
t 

according to eq . 2.5. The confidence 
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F ig. 7 Result s of fitting stochastic Model A to the precipitation stations 
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F ig . 8 Results of fi t ting stochastic Model B to the precipit a t ion station!' 

18 



, 

• , , 
~ .. 
~ 
; , 
; 
j 
• 

0 

". lUI '9!Z 'UI ,,,. , n~ " ll ,U' <AN 1 .. ' 'Ill "_0 , .. , , .. ~ .... "" " . 114 • 

• 

• 
j 
, . 
~ • i , , 
j 
• 

0 

'" 
"41 ,14' "., ,.ot .u a ". .n ,no 0>, II •• "" ,n. IU' ." ,n o 

F ig . 9 Sequence of monthly precipitation amounts for station 29. 3775 at 
Hachita, New Mexico from 1931 through 1960 

limits on the 95% level are also included. The cor­
relogram and variance spectrum on the far right of 
the figure are for the series Z t obtained by fitting 

and remOving harmOnics to X
t 

by eq. Z. 13. From 

fig. 10 it can easily be seen that both Independent 
Series Model A and Independent Series Model B may 
be used in the description of X

t
, However. Independ­

ent Series Model A requires 24 cons tants as men­
tioned previously (1 Z constants for m T and 1 Z con-

stants for 8 'T )' while for this station lndependent 

Series Model B requires only 14 constants , or slight­
ly more than one-half those required for Model A. 
The constants for Model B are: X m 0.845; the coef­
ficients of harmonic components of m t , AI " -0.Z38, 

Bl " -O,6Z1 , AZ • -0. 158 , BZ • 0.556, A3" 0.Z38, 

and B 3 • O. Z33; the average value 01 St'" 0.787; the 

coefficients of harmonic compone nts of St' sA l · 

-0. 10Z, sB I " - 0.395; sAz .. - 0.093, and sB z ·0.Z99; 

y . 0.007 ; and Sy . I. 06 1. Subs tituting these values 

into eq. Z. 33 lor Model B, Xt is given as : 

where 

m
t 

0.845 - 0.238cosfIt-0.6Z1 sin ¥i t 
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- 0.158 cos f1 + 0.556 sin Ht + O. Z38 cos H t 
-0.Z33sinHt 3.5 

and 

Z1I'" 3 • Z1I'" St · 0.787-0. I OZCOSTIt-0. 95Slnrrt 

- 0.093 cos Nt -O. Z99 sin rt t 3.6 

whe re Zt is an Independent stochastic variable, with 

given characte ristics. Although eqs . 3. 5 and 3. 6 may 
look long and difficult to handle, it should be noted 
that Xt is completely des cribed mathematically and 

it is therefore much easier to work with this equation' 
than t o use Model A, with all 24 constants for roT 

and ST ' A listing of the constants for those precipita­

tion Stations which may be described by Independent 
Se ries Mode l B Is given in table 3, appendix 3. 

6. Fitting of mathematical models to the monthly 
runoff series. A tabulated s ummary of the litting of 
mathematical models to monthly runoff series is 
given In table 4, appendix 4. The fitting of only the 
lZ- month period to the monthly runoff series was un­
successful. It was found that, in the majority of 
cas es, a good lit could not be obtained wilh !CWCI' 
than live or six harmonics. Thus , there was no 



N 
o 

." 

1 <>< 

I: 

" 

CO" ,I09,om 01 X I 

Vo.ionce Specr'lIm of X, 

_ .... .. 
""--' ...... . 

Co".I~rom 01 Slandgrdl"d s.,," Z, 

.... -~---. 
, 

:1--- ___ .. __ ~:'L,=~ . 

VoricllC' Spec""'" of StondotdiJ,d Series Z. 

1'" 
! 

-----~.!..~.!. ... ----- -_._ .. ,­.. .. _- ...... 
_____ !l... ... ..JOo-_..."".~!!... __ l 

·i>---ic---;.---.---.. ---..---.----.---,.---.---_. ..... " .... ,~",- ' .... - 1. "" .. ....... 

C«relotj . om Gf Filled 5 ... 1011 Z, 

- "" '-.,... ..... ,."...----

, 

-".1~ .... __ _ 

VII.ionc. Speer,,,,,, of FiTted Series Z, 

.. ~!...~~'!::!---

·l . ...---;. . .. _." . ..... ,,_ .. 

Fig. 10 Corrclogralll and variance spectru m for the monthly precipitation series Xt' the standardized series Zt' 
a nd t he fitted series Zt ; Station 29 , 3715, Hachita, New Mexico 



Table 5 

MONTHLY PRECIPITATION STATIONS WITH INTRODUCED HARMOmCS 

Station Periods R emoved 
Periods in Z, 

X, Standard Deviation 

4.0227 (California) IZ IZ IZ, 6, 4, 3, 2.4, 
4.0383 IZ IZ 4, 3, 2.4, 2 
4.015 5 IZ IZ IZ, G, 4 
4.0190 IZ 12 4, 3, 2.4, 2 
4.3161 IZ IZ IZ, 6, 4 
4. 3191 IZ IZ IZ, 6, 4, 3, 2,4 
4.4022 IZ IZ IZ, 6, 4, 3, 2,4 
4.521 5 IZ IZ IZ , 6, 4, 3, 2,4 
4.6\ 75 IZ IZ IZ, 6, 4, 3, 2.4, 2 
4.6399 IZ IZ IZ, 4, 3 
4. 1740 IZ IZ IZ, 6, 4, 3, 2.4 
4.1851 IZ IZ IZ, 6, 4, 3, 2. 4 , 2 
4.8045 IZ IZ IZ, 6, 4, 3, 2,4 
4.835 3 IZ IZ IZ, 6, 4, 3, 2.4, 2 
4.8967 IZ IZ 6, 4, 3 

4.9081 IZ IZ IZ, 6, 4, 3 
4.9490 IZ IZ IZ, 6 
4.9699 IZ IZ IZ, 6, 4, 3, 2.4, 2 

24. 2689 (Montana) IZ IZ IZ, 6 
24.5265 IZ IZ IZ, 6, 4 

32.2188 (North Dakota) IZ IZ IZ, 6 

35.3445 (Oregon) IZ IZ 12, 6 

45.7038 (Washington) IZ 12 12, 6, 4 

Table 6 

MONTHLY PRECIPITATION STATIONS IN WHICH ALL HARMONICS WERE NOT REMOVED 

Station Periods Removed Independent Model 
Periods Accepted (A), or rejected (R) 

X, Standard Deviation 
in 2t Model A Model B 

5. 1528 12, 4, 3 12, 6 2 . 4 A A 

5.4834 12, 3 12 4, 3 R R 

24.0364 12, 6 IZ 4 A A 

24.0710 IZ, 6 12 4 A R 

24. 2604 IZ, 6 None 4 A A 

24.5761 IZ, 6 12, 6 4 A R 

32.6025 IZ, 6 IZ 4 A A 

>4.9629 IZ, 6 None 4 A A 

39. 1912 IZ, 6 IZ 4 A A 

39. 4864 IZ , 6 IZ, 6 4 A R 

39.8552 12 , 6 IZ 4 A R 

ZI 
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Fig. 11 Results of fitting Markov I Model A and Markov I Log Model A 

to the runoff s tations 



advantage in trying to usc the Markov I Model B rather 
than the Ma rkov I Model A because of the large num­
ber of constants involved. 

The difficulty in fitting a harmonic function to 
the monthly flow series was due to the g r eat variation 
of the flows for periods of peaks and periods of low. 
A major factor is the influence of spring runoff due to 
snowmelt which causes many r ivers to run high for 
three or four months out of the yea r , while for the re ­
mainder of the year, the flow is low with only small 
variations . Such behavior does not adapt itse lf to 
harmonic analysis unless the sum of all the harmOnics 
of 12-months 1s used, in which case the use of the 
standardized series is a simpler solution. Therefore , 
only the results of fitting the Markov I Model A are 
prese nted here for the monthly flow se ries. However, 
the p rocedure described in the previous text, in which 
Ck coeCCicients may be fitted by sim ple mathematical 
r~lationship of a small number of parameters (C

k
, k 

and nJ both for m t and St . may give practical meaning 

also to the use of the Markov I Model B for which the 
Fourier series coefficients of a large number ofhar­
monie s is det ermined. 

The above discussion suggests that better re­
sults might be obtained if the logarithm of the month­
ly runoff values was taken. This p rocedure se r ves a 
two - fold purpose . Firs t, the range of values could be 
compressed or reduced, and second , on a log scale, 
the variation of the low flows would be magnified with 
r espect to the high flow variations. The combination 
of these two features makes possible the description 
of the periodic components o f logarithms of the 
monthly flows with fewer harmonics than is possible 
by use of the monthly flows them selves. 

The results of fitting the Markov I Model A 
and the Markov I Log Model A were good. It was 
found that out of the 137 stati ons tested, 110 of them 
could be described by the Ma rkov I Mode l A and/o r 
the MarkovI Log Model A. The number of s tations 
described by each oC the two models was 92 and 96 
stations, re spectively. The number of stations de­
scribed well by both models was 78. The fact that 
only 27 stations could not be desc r ibed by one of the 
two models indicates that, in general. the m o nthly 
streamflows 3re time dependent and this dependence 
can be described by a fir st order Markov Model. 
Figure 11 shows the areal distribution of the s t ations 
fitted by thE: two models . 

Results of fitting the 12-month period and its 
harmOnics to logarithms of monthly flow series 
s howed that 75 stations of the 137 tested coul d be de­
scribed by the Markov I Log Model B. It was also 
foun d that 97 of the stations tested gave the same re ­
sults for this model as they did Cor the Markov I Log 
Model A. Of those 40 giving diffe rent res ults, 29 
were ac cepted by Model A, but rej ected by Model B. 
Included in t hese 29 stations were 7 stations which 
still had one significant harmonic in Zt ' after remov­

ing the 12-month period and some of its harmonics. 
These 7 stations a N! indicated i n table 4, app endix 4, 
by a check mark beside the station number. 

Besides the 7 stations mentioned, the re are 8 
other stations which produced the sam e re s ults upon 
fitting the Markov 1 Log Mode l A and Model E , but 
which sUll contained some periodicity in the fitted 
series. These 8 stations (alone with the 7 stations 
mentioned above) are li sted i n ta bl e 7, and the remain­
ing harmonics should be removed from these series in 

Table 7 

MONTHLY FLOW STATIONS IN WHICH ALL HARMONICS WERE NOT REMOVED 

Station Periods Re moved P eriods Independent Mode l 

XI Standard Deviation in Zt 
Accepted (A), or r eject ed (R) 

Model A Model B 

13. 141 ". 6 ". 6 3 R R 
13.5 t 8 ". 6. 4 6 Z. 4 R R 

t2. l59 ". 6. 4 12, 6 3 R R 
12.610 ". 6 ". 6 ,. , R R 

t2.667 ". 6 ". 6 4 A A 

lI B. II Z ". 6 ". 6 4 R R 
II B.304 ". 6 ". 6 4 A A 

II B.308 ". 6 " 4 R A 

9. 48 5 ". 6. 4 " 3 R R 

9. 623 ". 6. 4 ". 6 3 R A 

9.624 ". 6. 4. 3 ". 6 Z.4 R A 

8. 517 ". 6. 4 " 3 R A 

6B. 155 ". 6 " I Z, 6, 4, 3, 2.4 A A 

6B. 367 ". 4 None Z.9 R A 

GA . 684 ". 6. 4 12, 6 3 R A 

Z3 



order to fit these models better. It should be noted 
here that the problem of "introduced" harmonics in 
the series Zt by the process of r e moval of pe r iodicity 

fro m Xt was not expe rience d in dealing with logarith -

mic runoff series as it was in dealing with the preci­
pitation se ries. The only runoff station in whic h this 
r esult was encountered was station BB.ISS (see table 
7). Figure 12 shows the result of fit ting Markov I u.g 
Model B and the comparison of the results with those 
fitting Markov I u.g Model A. 
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As an example of fitting the Markov 1 Log 
Models A and B, station liB. 402 located on the Middle 
Fork of the American River near Auburn, California, 
was chosen. The length of record was 49 years . 
Figure 13 shows the sequence of monthly flows from 
1931 through 1960. 

The pair of graphs on the left hand side of 
fig. 14 are the correlogram and variance spectrum of 
t he logarithm of t he monthly river flow sequence, re ­
spectively. It is obvious from both figures that the 
12-month cycle is dominant. A 6-month harmonic is 
shown in the variance spectrum but it is oot signifi ­
cant on the 950/0 leve l. However, upon removal of the 
12-month cycle it was found that the 6-month har­
monic became significant and consequently also had 
to be removed. The same two periods were also 
found in the spectrum of the square o! the deviations 
of the logarithms of the monthly flows deviations, 
wh ich squares of the deviations are defined as: 
Dog (monthly flow) - monthly mean of the log (monthly 
flow)) l. The correlogram and variance spectrum of 
Zt' produced by standardizing the logarithmic series 

(Model A), are shown in the middle two figures while 
the correlogram and variance spectrum of the fitted 
series Zt are shown in the right hand pair of figures, 

respectively. It is seen that the results of the two 
methods are nearly identical. However, Zt of the 

fitted series can be described with 12 constants while 
the standardized series requires 24. The first-order 
Markov Model is clearly indicated in the correlograms 
of both series of Zt and the effect of this time de-
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pendence is observed to be present in the low fre ­
quency range of the variance spectra. 

Upon r emoval of the Markov first -order time 
dependence from the series Zt' the series E

t 
is 

produced as given by eq . 2. 43. The correlogram 
and variance spectrum for E: t computed from the 

standardized series are shown on the left hand Side 
of fig. 15 while the same results for E:

t 
computed 

from the litted series are shown in the right hand pair 
of graphs. It can be see n that both the correlogram 
and the vari ance spectrum exhibit the same behavior 
in both cases and it can be further observed that E

t 
is independent on the 95% level, inferred from both 
the correlogram and the variance spectrum. 

The Markov I Log Model B may be used to 
describe the series X

t 
by using the notation described 

in Chapter II, under Markov LLog Model. The con­
stants are PJ " r l " 0 . 659, X" 6. 307; the harmonic 

components of m t , A I '" -J. 722, B I '" - 0.489 , 

A2 • - 0.383, B2 • 0.275; it '" 0.708; the harrnonic 

components of St ' sAl'" - 0. 049, sB 1 " O. 164, 

sAZ .. -0.245, sB Z " -0.100; y. -0.002; Sy. 1. 006. 

In all, 13 constants are required to describe X
t 

as 

given by eq. 2. 42 fOr the Markov I Log Model B. 
Tabulated results for the stations tested and the con­
stants required for the Markov 1 Log Model Bare 
given in table 4, appendix 4. 
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Fig. 13 Sequence of monthly river flows for Station l 1BA02. Middle Fork of the 
American River near Auburn, California from 1931 through 1960 
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CHAPTER IV 

DEPENDENCE IN STOCHASTIC COMPONENTS 

OF MONTHLY PRECIPITATION AND MONTHLY RUNOFF 

L Monthly precipitation series. The dependence 
in the stochastic component or m onthly precipitation 
is meas ured in this study by r l , the first serial cor -

relation coefficient. The areal distribution of the first 

serial correlation coefficient , r I' has been plotted in 

fig. 16 for the s tandardized se ries Zt of monthly 

precipitation. The minimum value of r t obtained 

Fig. 16 Areal distribution of the first correlation coerficient of the standardized series Zt 
for monthly precipitation 
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was - 0.06 while the maximum value obtained was 
0 . 20 . From a statistical point of view, these correla­
tion coefficients are too small to be conSidered signi ­
ficant on the 95% level. Figure 16 indicates that there 
is no orderly dist ribution of the magnitude of r I 

over the area s tudied . The occurrence of the highs 
and lows of r 1 bears no resemblanc e to the explained 

variance by the seasonal variations. 

The fre quency distribution of r 1 has been 

plotted in fig. 17 for the stations tested (total of 219) 
and the probability curve of r

1 
is shown in fig . 18. 

From these two curves , it appe ars that r 1 is approxi 

mately normally distribut ed (although theoretically 
the distribution i s bounded at t 1. 0) , with a mean of 
0.053 and the standard deviation s (r I) of O. 041. 

It is interesting to note that t he average first 
serial correlation coefficient of annual precipitation 
for 1141 s tations i n Western North America 19] and 
for the period of observations of 30 years ( 1931 -1 960) 
is r l " 0,028, which is very close to the average first 

ser ial correlation coefficient of monthly precipitation 
of r l " 0.053 for 219 s tations in the same a r ea. The 

series of the stochastic component Zt of mon thly 

precipitation was N .?,.360 m onths (but m" 2.19 s ta­
tions). It is shown 19] that s(r t ): 0.136 for annual 

precipitation and s(r l )· 0 . 04 1 for monthly precipita­

tion. Neglecting the influence of the number of sta­
tions (or s pecifically of the effective number of inde ­
pendent stations for annual and monthly precipitation). 
and taking only N " 360 and N '" 30, the ratio of 
variances of first serial correlation coefficients of 
annual and monthly pre cipitation s hould be 12. The 
rattois 0 .1 36z /0 . 04I z " II, or very close to the 
theoretical value . It can be concluded that the sto ­
chastic components of monthly precipitation series 
have a very small time dependence, of the same order 
of magnitude as the annual precipit ation, or the aver­
age first serial correlation coefficient for a large num ­
ber of statio ns of about 0 .05 . For many practical 
applications , the stochastic component of monthly 
precipitation series may be considered as independent 
i n sequence. 

Z. Monthly runoff series. Because of the distri­
bution of the runoff stations , the regional distribution 
of r I for the stochastic component of monthly flow 

series had t o be limited to the two areas: the 

0,0' 00< 00<1 001 0 10 Oil 0 ," 0 ", 0_" '. 

'"'' ""', . .... <"'''''''' .'' 

Fig. 17 Frequency dist ribution of the firs t correlation coefficient of the standardized series 
Zt for the precipitation stations tested 
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Fig. 18 Probability distribution of the first correlation coefficient of the standardized se r ie s 
Z t for the precipitation stations tested 
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Washington-Oregan-Idaho area and the Missouri­
Eastern Kansas area. The areal distribution of r I 

for these two regions is shown in fig. 19. The fre ­
quency distribution of r

l 
is different for the two re-

iions as can be seen in fig. 20, with the Missouri -

Kansas 'area experiencing smaller values of r
l 

than 

the Washington-Idaho-Oregon area, A plot of the co ­
efficients r

1 
on normal probability paper, in fig. 21, 

s hows that both distributions may be approximated by 
normal functions. From the probability plots, the mean 

" , .. ' ,,, . .. . .. ,. ,,,, '.0 ' •• ,' • .,.. •• 0' ... . 00' .. . 0" .,. ." ... Of' ••• 

II 

o 

• • 

Fig. 19 
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Areal distribution of the first co rrelation coefficient of the standardi~ed series Zt 
for monthly river flows 
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Fig. 2:0 Frequency distribution of the first correla­
tion coefficient of the standardizcd series 
Zt for the runoff stations in the two areas 

indicated 

for the Washington-Idaho - Oregon area, r l , is 0.54 

with a standard deviation of O. 16, while the mean for 
the Missouri-Kansas area, r l , is O. 38 with a standard 

deviation of O. 09. The maximum value of r 1 in both 

areas i s 0.8 and there is no occurren ce of r 1 le s s 
than zero. 
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Figures 19 through 21 show that the time de­
pendence of the stochastic component of the monthly 
time series , m e asured by the first serial correlation 
coefficient, r I' is very large and much larger than 

i n the case of stochas tic c",!!!ponents of m£nthly pre ­
cipitation. The two values r I '" 0. 54 and r 1 = O. 38 

are much gre ater than r I • O. 05 for monthly prec ipi­

tation. The average first se r ial correlation coefficient 
of annual flows for very large number of stations have 
been give n in Hydrology Paper No. 4 [9), as r l • 

O. 175 for the sample of 140 stations from many parts 
of the world (with the average lcngth of annual values 
per station of 55). and as r l " O. 197 for the sample 

of 44 6 stations in Western North America (wit h the 
average length of annual values per station of 37) . 
The refore , these two values give r l " 0.18 - 0.20 

and are mu ch smalle r than the above value s r l " 0.54 

and r
t 

= 0.38 for the stochastic component of 

, 

monthly flows . The water carryover in river bas in 
from month to month is much greater than the water 
carryover from year to year. It is an intuitive 
assumption that the smaller time s erie s meas ure of 
a hydrologiC continuous time series (with time 
measures usually used in hydrology, t2-month, 3-
month, m onth, 15 days . 5 - days and) -day. or s imilar 
units), the g r eater is the dependence in the stochastic 
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F ig. 2:1 Probability distribution of the first correlation coefficient of the standard series Zt for 
the runoff stations in the two areas indicated 
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component. T he Fl - values increase with a decrease 

o f the time series meas ure. The water carryover 
from one time unit to the other. becau s e of the water 
storage in river basins in va rious forms. the snow 
and ice a ccumulation and melting included. is rela­
lively greater for the small time units than for the 
large time units. 

3. Skewness coefficient of stochastic components 
of monthly preciBitatiOn. The areal distribution ot 
the skewness coiUcient for the standardiz ed series , 
Zt ' or of the stochastic com ponent of monthly preci-

pitation. is plotted in fig. n. It can be observed that 

• 
• • • 

I 

C
s 

is greater on the California coast and that its 

magnitude decreases as one progresses inland. In 
the interior portion of the country. Cs is positive and 

varies between 0, 80 and I. 90. The general analysis 
of results in fig. ZZ shows that the Zt stochastic 

components of m onthly precipitation have highly 
skewed distributions. This is the case with monthly 
precipitation, in general. and with its stochastic 
component in particula r. It is a known fact that the 
positive values of Zt have smaller frequency densi -

ties than the negative values. 
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Fig. Z2 Areal distribution of the s kewness coefficient of the standardized series Zt 
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4. 

independent stochastic component, £t' 

runoff, as produ ced by fitting the Markov 1 Log Model 
A to the dependent stochastic component of monthly 

/ 

"f" 

flows, is shown in fig. 23, Because of the use of 
logarithms of flows instead of their original values, 
the skewness coe ffi cients are much smaller for "t 

than they are for 2 t of monthly precipitation. 

Finally, the C s variation of COt is very high, as 

sho wn in fig. 23, and can also be negative. 

•• ,' '0, ' ... " . .. . . ... . 

Fig . 23 Are a l distribution of the skewness coefficient of the series I:
t

, produced by fitting 
Markov 1 Log Model A to the runoff s t ations 
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CHAPTER V 

CONCLUSIONS 

The results and discussion of the analysis of struc ­
ture for time series of monthly precipitation and 
monthly river flows, as given in previous chapters, 
may be summarized in the following conclusions: 

(1) The monthly precipitation series is composed 
of a deterministic component of periodic movement 
and a nearly independent stochastic com ponent. 

(l) The periodic component in monthly precipita­
tion series may be described by Fourier series, with 
the 1l- month cycle and its harmonics. 

(3) To avoid too many parameters in Fourier 
series approach in describing the periodic component, 
the Fourier Ck coefficient of the cycle and it s 

successive harmonics may be approximated by a de­
creasing function of the order k of harmonics. 

(4) The ratio of variance explained by the periodic 
component to the total variance of monthly precipita­
tion, varies highly, across a large continental region, 
som ewhere between 0 and 0.60. 

(5) The ave r age first serial correlation coefficient 
for the stochastic component of a large number of sta­
tions (lt9) of monthly precipitation is very small, 
approximately O. 05. Therefore, this stochastic com ­
ponent is very close to being independent. 

(6) The time dependence of the stochastic com­
ponent of month ly precipitation series is approximate­
ly the same as the time dependence of the an'lual pre ­
cipitation series. It seems that the same factors 
which create a very small time dependence in annual 
precipitation series a r e responsible for the small 
time dependence of stochastic component of monthly 
precipitation series. 

(7) The skewness coefficients of stochastic com ­
ponent of monthly precipitation are very high, ranging 
from about 0.80 to 3. 50. 

(8) The monthly runoff se r ies is composed of a 
deterministic component of periodic movement and a 
highly time dependent stochastic cor.lponent. The 
time dependence of the stochastic component can be 
described in most cases by a Markov first-order 
chain. 

(9) The periodIc component i~ month.ly run?ff 
series may be tlescribed by FO~rter se :-les, WIth 
il~month cycle and its harmoOlCS. ThIS component 
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usually requires more harmonics fo r its description 
than is the case with the same component in monthly 
precipitation series. 

( 10) Because the periodic component in monthly 
runoff series requires more harmonics for its des ­
cription, the titting of a decreasing function to C k 
Fourier coefficient (coefficient decreasing with the k 
of higher order harmonics) reduces the number of 
parameters necessary for the description of this 
deterministic component . 

(I I ) The ratio of variance, explained by the 
periodic component in monthly runo ff series, to the 
total variance of monthly runoff varies highly across 
a continental region; but, on the average, it is much 
greater than the same ratio for the monthly precipita ­
tion. The ratio for monthly runoff ranges for two 
areas in Western North Amet'ica between 0 and 0.90, 
while it ranges, for monthly precipitation, between 0 
and 0.60. Because of the periodic movements in eva­
poration and in snow a nd ice .storage and me~ting a.nd 
the storage effect in attenuatmg the stoc.ha~tlc va.rla­
tions, in river basins, the seasonal pertodlc varla~ 
tions are greater in monthly runoff than in monthly 
precipitation. 

(I Z) The average first serial correlation coeffi­
cient of the stochastic components for a large number 
of stations (137) of monthly runoff is very high, around 
0 .45 - O. 48. For the Northwest part of the region, it 
is 0.54 and ror the Southeast part of the region it is 
0.38. The water carryover from month to month 
makes the time dependence in the stochastic component 
of monthly runoff much greater (Z to Z.5 times greater) 
than the average fi r st serial correlation coefficient o! 
annual runoff series. The water carryover in river 
basins from month to month is mainly responsible for 
a large difference in 71 between the stochastic com-

ponents of monthly runoff a nd monthly precipitation. 

(13) Both the correlograms and variance spectra 
of monthly precipitation and monthly runoff are useful 
and should be used simultaneously. While the correlo­
gram shows the phySical cycles detectable in these 
series, the variance spectra show the number and 
significance of various harmonics to be used in 
Fourier series description of periodic component of 
time series. Both of these techniques show well the 
types of dependence of stochastic components of these 
twO variables. 
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