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## ABSTRACT

## SPECTRAL METHODS FOR LIMITED AREA MODELS

This study investigates the usefulness of Chebyshev spectral methods in limited area atmospheric modeling. Basic concepts of spectral methods and properties of Chebyshev polynomials are reviewed. Chebyshev spectral methods are illustrated by applying them to the linear advection equation in one dimension. Numerical results demonstrate the high accuracy obtained compared to finite difference methods.

The nonlinear shallow water equations on a bounded domain in two dimensions are then considered as a more realistic prototype model. Characteristic boundary conditions based on Reimann invariants are developed, and contrasted with wall conditions and boundary conditions based on the assumption of balanced flow. Chebyshev tau and collocation methods are developed for this model. Results from one-dimensional tests show the superiority of the characteristic conditions in most situations. Results from two-dimensional tests are also presented. Comparison of the tau and collocation methods shows that each has its own advantages and both are practical.

Time differencing schemes for Chebyshev spectral methods are studied. The stability condition obtained with explicit time differencing, often thought to be "severe", is shown to be less severe than the corresponding condition for finite difference methods. Numerical results and asymptotic estimates show that time steps may in
fact be limited by accuracy rather than stability, in which case simple explicit time differencing is practical and efficient. 'Two modified explicit schemes are reviewed, and implicit time differencing is also discussed.

The results of this study indicate that Chebyshev spectral methods are a practical alternative to finite difference methods for limited area modeling, especially when high accuracy is desired. Spectral methods require less storage than finite difference methods, are more efficient when high enough accuracy is desired, and are at least as easy to program.
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## CHAPTER 1

INTRODUCTION

With the advent of large digital computers, numerical modeling has taken an important place in atmospheric science. Numerical models allow the researcher to study in detail various physical processes which would be difficult or impossible to observe directly, and to perform "experiments" which could never be carried out in the real atmosphere. In addition, numerical models already play a central role in operational weather forecasting, and their importance in this area will no doubt continue to grow as modeling techniques and computer performance improve.

Constructing a numerical model involves an interplay between physical and mathematical considerations. The first step is to formulate a set of governing equations in continuous form which represents the physical processes of interest. This step is primarily a "physics" problem, although the form which the equations take may be guided by mathematical considerations. The second step is to discretize the governing equations so they may be solved on a computer. This step is primarily a "mathematics" problem, although the discretization may be guided by physical considerations. The third step is to construct appropriate parameterizations, i.e. implicit representations of physical processes which cannot be resolved explicitly in the numerical solution. These parameterizations may be based on physical or mathematical theories or on empirical results, and their formulation often
constitutes a major part of the effort of constructing the model. A comprehensive overview of these aspects of numerical modeling may be found in Haltiner and Williams (1980). In this thesis we will concentrate primarily on the second step mentioned above: the construction of appropriate discretizations and the efficient solution of the resulting discrete equations.

The earliest numerical models of the atmosphere were based on finite differences, and this discretization method remains perhaps the most common to this day. In it, the continuous fields such as wind, temperature, and pressure are represented by their values at a finite set of points which form the computational grid. Discrete analogues of the governing equations are then formed using finite difference approximations to the derivatives. Finite difference methods have been widely used for years, and in general are reasonably efficient, reasonably accurate and reasonably well-understood.

Recently, new discretization methods have been introduced, primarily by the engineering community, including finite element and spectral methods. In both of these methods the dependent variables are represented by truncated series of known basis functions, with the series coefficients determined by an appropriate projection of the governing equations (e.g., Galerkin or collocation projection). Choosing basis functions which are local (i.e., nonzero over only a small part of the computational domain) leads to finite element methods. These methods are reasonably efficient and often more accurate than finite difference methods. Choosing basis functions which are global (i.e., nonzero over essentially the whole computational domain) leads to spectral methods. These methods are extremely accurate; in particular,
they result in little or no phase error (computational dispersion) and hence are well suited to the accurate simulation of wave processes such as those which occur in the atmosphere. Since they aflow very good approximations to be obtained with relatively few degrees of freedom, spectral methods require relatively little storage and are potentially very efficient.

Atmospheric models can be divided into two primary classes: global models and limited area models. As the name implies, a global model represents large-scale circulation features over the entire globe, and thus has no lateral boundaries. With present computer capabilities, however, global models cannot achieve sufficient resolution for the detailed study or prediction of smaller-scale phenomena such as fronts and tropical cyclones. One way to achieve the needed resolution is to restrict the computational domain to less than the entire globe, resulting in a limited area model. Such a model invariably has computational boundaries, i.e. boundaries of the computational domain which have no physical counterparts. A fundamental problem in limited area modeling is to minimize the impact of these computational boundaries on the solution.

Although spectral methods have been used with great success in global atmospheric models (e.g. Bourke et al., 1977; Machenhauer, 1979), their uses in limited area atmospheric models have been few. Haidvogel et al. (1980) compared spectral, finite element and finite difference discretizations for limited area ocean models based on the barotropic vorticity equation. DeMaria and Schubert (1984) used spectral techniques in a primitive equation hurricane model with the simplifying but unrealistic assumption of periodicity in both horizontal directions.

Spectral methods based on normal mode expansions have also been used in hurricane modeling (Schubert and DeMaria, 1984); this technique is promising but requires boundary conditions which reflect propagating gravity waves. More general spectral techniques, based on Chebyshev polynomial expansions, have been developed by the applied mathematics community (e.g. Orszag, 1971a,b; Orszag and Israeli, 1974; Gottlieb and Orszag, 1977). The purpose of this thesis is to investigate the usefulness of such techniques in limited area atmospheric modeling.

Chapter 2 consists of an overview of the basic concepts of spectral models as appropriate for limited area problems. A brief discussion of discretization schemes is followed by an examination of the choice of appropriate basis functions, using the convergence properties of SturmLiouville series to motivate the use of Chebyshev polynomials. Galerkin, tau, and collocation projections are then defined and contrasted. These ideas are all illustrated by applying them to the one-dimensional linear advection equation. The numerical results presented demonstrate the high accuracy of the spectral method in comparison to two simple finite difference schemes.

In Chapter 3 these concepts are extended to the two-dimensional nonlinear shallow-water equations. Some of the properties of the continuous form of this model are examined first and used in constructing appropriate boundary conditions for limited area simulations. Chebyshev spectral methods are then formulated using both the tau and collocation projections. The results presented for simple test cases illustrate the differences obtained by using different boundary conditions, projections and forms of the governing equations.

Time differencing for Chebyshev spectral methods is addressed in Chapter 4. Explicit schemes, which are the easiest to implement, are discussed first. The related questions of accuracy, stability and efficiency are discussed, and numerical results and asymptotic estimates are presented which indicate that explicit time differencing may be practical and efficient. Two modified explicit schemes which have been proposed for use with spectral methods are also examined. In some cases implicit time differencing may give greater efficiency; the implementation of implicit schemes is outlined for the tau and collocation methods.

Chapter 5 summarizes the principal conclusions of this study and includes recommendations for further work.

## CHAPTER 2

## BASIC CHEBYSHEV SPECTRAL TECHNIQUES

Spectral methods are techniques for constructing highly accurate discretizations of problems involving differential equations. In a spectral discretization the dependent variables are approximated by truncated series expansions in terms of global basis functions, using a projection to relate the expansions to the problem to be solved. in this chapter we discuss these ideas in the context of limited area problems. In section 2.1 the basic concept of spectral discretization is reviewed. We examine the choice of basis functions in section 2.2, using the convergence of Sturm-Liouville series to motivate the use of Chebyshev polynomials and then reviewing their properties. In section 2.3, three projections are described and contrasted. These ideas are illustrated in section 2.4 by applying them to the linear advection equation.

### 2.1 Discretization Schemes

The problems to be considered in this study consist of differential equations of the general form

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+L u(x, t)=f(u, x, t) \tag{2.1}
\end{equation*}
$$

coupled with appropriate initial and boundary conditions. Here x and t represent space and time coordinates, $u$ is the unknown, $L$ is a linear
operator involving spatial derivatives, and f represents nonlinear terms and/or specified forcing. Problems in more than one spatial dimension and systems of equations also fit the same general form with $x$ and $u$, respectively, interpreted as vectors. When the continuous problem (2.1) cannot be solved analytically in closed form, one looks for ways to discretize it so it may be solved on a computer. In this section we consider spatial discretization schemes; time discretization will be discussed in chapter 4.

In one class of discretization schemes the unknown $u$ is represented by its values at discrete points (gridpoints) in space and the derivatives in $L$ are approximated by finite differences. Such finite difference schemes exhibit algebraic convergence, i.e. the error in the approximation is asymptotically proportional to $N^{-r}$, where $N$ is the number of degrees of freedom (gridpoints) and $r$ is a fixed positive number (usually $r=2$ or $r=4$ ). Finite difference methods have been used extensively in atmospheric models and are relatively easy to formulate and program.

A second class of discretization schemes is based on approximating the unknown $u$ by a truncated series expansion of the form

$$
\begin{equation*}
u_{N}(x, t)=\sum_{n=0}^{N} \hat{u}_{n}(t) \phi_{n}(x), \tag{2.2}
\end{equation*}
$$

where $\phi_{0}(x), \ldots, \phi_{N}(x)$ are fixed basis functions and $N$ is a positive integer. The coefficients $\hat{u}_{0}(t), \ldots, \hat{u}_{N}(t)$ in the expansion are determined by requiring that (2.1) be approximately satisfied with $u$ replaced by $u_{N}$; in mathematical terms this amounts to a projection of the true solution $u$ into the space spanned by the basis $\phi_{0} \ldots, \phi_{N} \cdot$ In
this approach $L u_{N}$ may be computed exactly since $L$ is linear and the functions $\phi_{n}(x)$ are known.

If the basis functions chosen are local, i.e. each nonzero over only a small part of the computational domain, the series expansion method above is called a finite element method (Strang and Fix, 1973). Such schemes are similar to higher-order finite difference schemes in terms of complexity and efficiency, and in particular exhibit algebraic convergence. As their principal advantage seems to lie in the ease of treating problems in complex geometries (e.g. flow over an airfoil or around a missile), their use in atmospheric science has been limited (Cullen, 1974; Staniforth and Mitchell, 1977).

In contrast, if the basis functions chosen are global, i.e. each nonzero over basically the whole computational domain, the series expansion method above is called a spectral method. A properly formulated spectral method exhibits exponential convergence, i.e. the error in the approximation goes to zero faster than $N^{-r}$ for any finite $r$ as $N$ increases. Thus spectral discretizations can provide highly accurate approximations with far fewer degrees of freedom than required by finite difference or finite element methods. The price one pays for this high accuracy is the additional complexity introduced by the use of global basis functions. However, with the proper choices of basis functions and projections, spectral methods can be quite efficient. We examine these choices in the following sections.

### 2.2 Basis Functions

Spectral methods have been used for some time now in global atmospheric models (i.e., models of the circulation over the entire
globe), and the basis functions for such models have been studied in detail (Orszag, 1974; Boyd, 1978). In contrast, limited area modeling using spectral techniques has been confined primarily to the engineering community, and the basis functions appropriate to such models are less well known. As these functions are usually the solutions of a SturmLiouville problem, we examine the convergence of expansions based on these solutions in section 2.2.1. In section 2.2 . 2 we describe the particular basis functions most useful for limited area modeling, namely, the Chebyshev polynomials.
2.2.1 Sturm-Liouville expansions. The general Sturm-Liouville equation is

$$
\begin{equation*}
L_{S L} \phi(x)=-\left[p(x) \phi^{\prime}(x)\right]^{\prime}+q(x) \phi(x)=\lambda w(x) \phi(x), \tag{2.3}
\end{equation*}
$$

where primes denote differentiation with respect to $x$. We seek solutions of this equation on a finite interval [a,b] which corresponds to the limited domain on which a problem of the form (2.1) is to be solved. With suitable boundary conditions and restrictions on the functions $p, q$, and $w,(2.3)$ has a countably infinite set of solutions $\left\{\phi_{n}(x)\right\}_{n=0}^{\infty}$ corresponding to discrete eigenvalues $\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ with $\lambda_{n}<\lambda_{n+1}$ and $\lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$. These eigenfunctions are orthonormal in the inner product

$$
\begin{equation*}
(f, g)_{w}=\int_{a}^{b} f(x) g(x) w(x) d x, \tag{2.4}
\end{equation*}
$$

that is, $\left(\phi_{m}, \phi_{n}\right)_{w}=\delta_{m n}\left(\delta_{m n}=1\right.$ if $m=n$ and 0 otherwise $)$. Furthermore, they form a complete set in the sense that any suitably smooth function $u(x)$ may be expanded as

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\infty} \hat{u}_{n} \phi_{n}(x) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{u}_{n}=\left(u, \phi_{n}\right)_{w} . \tag{2.6}
\end{equation*}
$$

This completeness property says that the true solution $u$ of (2.1) may be expressed exactly as an infinite series of such eigenfunctions. However, their usefulness as basis functions for a spectral method depends on how many terms must be retained in a finite series in order to adequately approximate $u$.

To address this question let $u_{N}(x)$ denote the series (2.5) truncated after $n=N$. Following Gottlieb and Orszag (1977), we use the Parseval relation to write the error $u-u_{N}$ in the norm $\|f\|_{w}=\sqrt{(f, f)_{w}}$ generated by the inner product (2.4) as

$$
\begin{equation*}
\left\|u-u_{N}\right\|_{w}^{2}=\left\|\sum_{n=N+1}^{\infty} \hat{u}_{n} \phi_{n}\right\|_{w}^{2}=\sum_{n=N+1}^{\infty} \hat{u}_{n}^{2} \tag{2.7}
\end{equation*}
$$

Thus the rate at which the error $u-u_{N}$ decreases with increasing $N$ is governed by the rate at which the coefficients $\hat{u}_{n}$ decrease with increasing $n$. In particular, if $\hat{u}_{n}=O\left(n^{-r}\right)$ as $n \rightarrow \infty$ for some $r>\frac{1 / 2}{}$ then it is easily shown from (2.7) that $\left\|u-u_{N}\right\|_{W}=O\left(N^{-r}\right)$ as $N \rightarrow \infty$. To estimate $\hat{u}_{n}$ we substitute for $\phi_{n}$ in (2.6) from (2.3) and integrate by parts twice (assuming $u$ is sufficiently smooth so that this is valid) to obtain

$$
\begin{equation*}
\hat{u}_{n}=\frac{1}{\lambda_{n}}\left[u, \frac{L_{S L} \phi_{n}}{w}\right)_{w}=\frac{1}{\lambda_{n}}\left[\left(v, \phi_{n}\right)_{w}+B\left(u, \phi_{n}\right)\right] . \tag{2.8}
\end{equation*}
$$

Here $v=(1 / w) L_{S L} u$ and

$$
\begin{equation*}
B\left(u, \phi_{n}\right)=\left.\left\{p(x)\left[u^{\prime}(x) \phi_{n}(x)-u(x) \phi_{n}^{\prime}(x)\right]\right\}\right|_{x=a} ^{x=b} \tag{2.9}
\end{equation*}
$$

The term $\left(v, \phi_{n}\right)_{w}$ in (2.8) is bounded independent of $n$, since by the Cauchy-Schwartz inequality $\left|\left(v, \phi_{n}\right)_{W}\right| \leq\|v\|_{w}\left\|\phi_{n}\right\|_{w}$ and $\left\|\phi_{n}\right\|_{w}=1$. The value of the boundary term $B\left(u, \phi_{n}\right)$ depends in general on the behavior of both the function $u$ and the eigenfunctions $\phi_{n}$ at the boundaries.

If $p(a) \neq 0$ and $p(b) \neq 0$ in (2.3) and appropriate linear homogeneous boundary conditions are applied, the Sturm-Liouville problem is said to be regular at both endpoints. Examples of appropriate boundary conditions include periodicity and the unmixed conditions

$$
\left.\begin{array}{l}
\phi(a) \cos \alpha-\phi^{\prime}(a) \sin \alpha=0  \tag{2.10}\\
\phi(b) \cos \beta+\phi^{\prime}(b) \sin \beta=0
\end{array}\right\},
$$

where $\alpha$ and $\beta$ are specified constants. In this case the eigenvalues and eigenvectors have the asymptotic behavior $\lambda_{n}=O\left(n^{2}\right), \phi_{n}(x)=O(1)$, $\phi_{n}{ }^{\prime}(x)=O(n)$ as $n \rightarrow \infty$ (Courant and Hilbert, 1953). If $u$ does not satisfy the boundary conditions applied to the Sturm-Liouville problem, then $B\left(u, \phi_{n}\right)=O(n)$ and $\hat{u}_{n}=O\left(n^{-1}\right)\left[B\left(u, \phi_{n}\right)=0(1)\right.$ and $\hat{u}_{n}=O\left(n^{-2}\right)$ if $u(a)=$ $u(b)=0]$. This slow convergence is a reflection of the Gibbs phenomenon associated with $u$ not satisfying the boundary conditions satisfied by the expansion functions $\phi_{n}$; this phenomenon is discussed in detail in Gottlieb and Orzag (1977). If $u$ does satisfy the boundary conditions, $B\left(u, \phi_{n}\right)$ vanishes and the integration by parts argument may be repeated (again assuming $u$ is sufficiently smooth) to obtain

$$
\begin{equation*}
\hat{u}_{n}=\frac{1}{\lambda_{n}^{2}}\left[\left(z, \phi_{n}\right)_{w}+B\left(v, \phi_{n}\right)\right] \tag{2.11}
\end{equation*}
$$

where $z=(1 / w) L_{S L} v$. Again $\left(z, \phi_{n}\right)_{w}=0(1)$ and $B\left(v, \phi_{n}\right)=0(n)$, so $\hat{u}_{n}=$ $O\left(n^{-3}\right)$ and the convergence is faster. However, in general the argument may not be repeated again since $B\left(v, \phi_{n}\right) \neq 0$. Thus we see that the rate of convergence of expansions based on eigenfunctions of a regular SturmLiouville problem depends both on the smoothness of the function being expanded and on its behavior at the boundaries.

If $p(a)=p(b)=0$ in (2.3) the Sturm-Liouville problem is said to be singular at both endpoints. In this case $B\left(u, \phi_{n}\right)=0$ for any bounded function $u$, so the integration by parts may be repeated as long as the function being integrated is smooth enough. Therefore, if $u$ is infinitely differentiable then $\hat{u}_{n}<O\left(n^{-r}\right)$ for all $r>0$ so the convergence is exponential. (Exponential convergence may also be obtained in the regular case with periodic boundary conditions, but only if $u$ is also periodic.) We conclude that the rate of convergence of expansions based on eigenfunctions of a singular Sturm-Liouville problem depends only on the smoothness of the function being expanded and not on its behavior at the boundaries. Such expansions are therefore appropriate for limited area spectral models in which the behavior of the solution at the boundary is not artificially restricted by applying periodicity or wall conditions.

The actual choice of basis functions is guided by some practical considerations in addition to those described above. Polynomials are particularly convenient as basis functions, especially since their derivatives are again polynomials and thus exactly expressible in terms
of the basis. Two sets of common orthogonal polynomials satisfy SturmLiouville problems which are singular at finite endpoints as discussed above: the Legendre polynomials $P_{n}(x)$, for which $[a, b]=[-1,+1]$, $p(x)=1-x^{2}, q(x)=0$ and $w(x)=1$, and the Chebyshev polynomials $T_{n}(x)$, for which $[a, b]=[-1,+1], p(x)=\left(1-x^{2}\right)^{\frac{3}{2}}, q(x)=0$ and $w(x)=\left(1-x^{2}\right)^{-\frac{1}{2}}$. Although Legendre series may give better approximations than Chebyshev series at the endpoints (Lanczos, 1973), the latter are usually preferred for the following three reasons. First, Chebyshev series give somewhat better (global) approximations than do Legendre series for the same number of terms. In fact, the Chebyshev approximation of degree $N$ of a function is very nearly equal to the best approximation which can be obtained by any polynomial of degree $N$, in the sense of minimizing the maximum pointwise error (Rivlin, 1969). Second, Chebyshev series converge faster than Legendre series when the function being expanded is not smooth (Gottlieb and Orszag, 1977). Third, and perhaps most important, Chebyshev series can be evaluated very efficiently using the Fast Fourier Transform (FFT) algorithm (Brigham, 1974). This point will be addressed in the next section, in which we discuss the properties of Chebyshev polynomials.
2.2.2 Chebyshev polynomials. Much has been written about the Chebyshev polynomials and their many uses in applied mathematics. Here we present only the main properties which will be needed in this study; more complete discussions may be found in Snyder (1966) and Fox and Parker (1968). For our purposes we regard the Chebyshev polynomials $T_{n}(x)$ as being defined on the interval $-1 \leq x \leq 1$ by

$$
\begin{equation*}
T_{n}(\cos \theta)=\cos (n \theta) \tag{2.12}
\end{equation*}
$$

where $x=\cos \theta$. From (2.12) we immediately have $T_{0}(x)=1$ and $T_{1}(x)=x$, and the trigonometric identity $\cos (n \theta)=2 \cos \theta \cos [(n-1) \theta]-\cos [(n-2) \theta]$ yields the recurrence relation

$$
\begin{equation*}
T_{n}(x)=2 x T_{n-1}(x)-T_{n-2}(x) \tag{2.13}
\end{equation*}
$$

The first five Chebyshev polynomials are shown in Fig. 1, from which it is evident that the extrema of $T_{n}(x)$ all have absolute value 1 . In fact, from (2.12) the zeros of $T_{n}(x)$ occur at

$$
\begin{equation*}
\tilde{x}_{j}^{(n)}=\cos \left[\left(j+\frac{1}{2}\right) \frac{\pi}{n}\right] \quad(j=0, \ldots, n-1) \tag{2.14}
\end{equation*}
$$

and the extrema at

$$
\begin{equation*}
\bar{x}_{j}^{(n)}=\cos \left(\frac{j \pi}{n}\right) \quad(j=0, \ldots, n) \tag{2.15}
\end{equation*}
$$

with $T_{n}\left(\bar{x}_{j}^{(n)}\right)=(-1)^{j}$. In particular, $T_{n}(1)=1$ and $T_{n}(-1)=(-1)^{n}$ for $n=0,1,2, \ldots$. Note that both the zeros and the extrema have spacing $0\left(\frac{1}{n}\right)$ near $x=0$ and $0\left(\frac{1}{n^{2}}\right)$ near $x= \pm 1$.

The Chebyshev polynomials are orthogonal (but not normalized) in the Chebyshev inner product

$$
\begin{equation*}
\langle f, g\rangle=\int_{-1}^{1} \frac{f(x) g(x)}{\left(1-x^{2}\right)^{\frac{1}{2}}} d x \tag{2.16}
\end{equation*}
$$

with

$$
\left\langle T_{m}, T_{n}\right\rangle=\frac{\pi}{2} c_{n} \delta_{m n}, \quad c_{n}=\left\{\begin{array}{ll}
2 & n=0  \tag{2.17}\\
1 & n>0
\end{array}\right\}
$$

Thus the coefficients in the Chebyshev series

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\infty} \hat{u}_{n} T_{n}(x) \tag{2.18a}
\end{equation*}
$$



Figure 1. The first five Chebyshev polynomials $T_{n}(x)$.
are

$$
\begin{equation*}
\hat{u}_{n}=\frac{2}{\pi c_{n}}\left\langle u, T_{n}\right\rangle . \tag{2.18b}
\end{equation*}
$$

Equations (2.18) constitute the continuous Chebyshev transform pair. Substituting $x=\cos \theta$ and using (2.12) and (2.16) this pair becomes

$$
\begin{align*}
& u(\cos \theta)=\sum_{n=0}^{\infty} \hat{u}_{n} \cos (n \theta),  \tag{2.19a}\\
& \hat{u}_{n}=\frac{2}{\pi c_{n}} \int_{0}^{\pi} u(\cos \theta) \cos (n \theta) d \theta, \tag{2.19b}
\end{align*}
$$

showing that the Chebyshev series in x for a function $u(x)$ is precisely the Fourier cosine series in $\theta$ for the function $u(\cos \theta)$. Thus the change of variable $x=\cos \theta$ introduces periodicity into the (possibly nonperiodic) function $u$, so provided only that $u$ is sufficiently smooth the series converges quickly, regardless of the behavior of $u$ at $x= \pm 1$.

For the truncated series

$$
\begin{equation*}
u_{N}(x)=\sum_{n=0}^{N} \hat{u}_{n} T_{n}(x) \tag{2.20}
\end{equation*}
$$

the transform pair (2.18) has the discrete analogue

$$
\begin{gather*}
\bar{u}_{j}=\sum_{n=0}^{N} \hat{u}_{n} T_{n}\left(\bar{x}_{j}\right)  \tag{2.21a}\\
\hat{u}_{n}=\frac{2}{N \bar{c}_{n}} \sum_{j=0}^{N} \frac{1}{\bar{c}_{j}} \bar{u}_{j} T_{n}\left(\bar{x}_{j}\right) . \tag{2.21b}
\end{gather*}
$$

Here $\bar{x}_{j}=\bar{x}_{j}^{(N)}(j=0, \ldots, N)$ are the points at which $T_{N}(x)$ has extrema,
$\bar{u}_{j}=u_{N}\left(\bar{x}_{j}\right)$, and $\bar{c}_{n}=2$ for $n=0$ and $n=N$ and 1 otherwise. This discrete Chebyshev transform pair may be written as the discrete cosine transform pair

$$
\begin{gather*}
\bar{u}_{j}=\sum_{n=0}^{N} \hat{u}_{n} \cos \left(\frac{j n \pi}{N}\right),  \tag{2.22a}\\
\hat{u}_{n}=\frac{2}{N \bar{c}_{n}} \sum_{j=0}^{N} \frac{1}{\bar{c}_{j}} \bar{u}_{j} \cos \left(\frac{j n \pi}{N}\right), \tag{2.22b}
\end{gather*}
$$

either member of which may be evaluated in $O(N \log N)$ operations via the FFT algorithm for real symmetric data (Cooley et al., 1970). Note that (2.22b) amounts to approximating (2.19b) by trapezoidal quadrature (with a factor of 2 difference when $n=N$ ).

Many common operations on functions represented by Chebyshev series can be calculated easily in terms of the spectral coefficients. For example, if $u(x)$ is given by (2.18a) then the derivative is

$$
\begin{equation*}
u^{\prime}(x)=\sum_{n=0}^{\infty} \hat{u}_{n}^{(1)} T_{n}(x) \tag{2.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{u}_{n}^{(1)}=\frac{2}{c_{n}} \sum_{\substack{m=n+1 \\ m+n \text { odd }}}^{\infty} m \hat{u}_{m} \tag{2.24}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
x u^{\prime}(x)=\sum_{n=0}^{\infty}\left[n \hat{u}_{n}+\hat{u}_{n}^{(1, x)}\right] T_{n}(x) \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{u}_{n}^{(1, x)}=\frac{2}{c_{n}} \sum_{\substack{m=n+2 \\ m+n}}^{\infty} \hat{m}_{m} . \tag{2.26}
\end{equation*}
$$

For the truncated series (2.20), (2.24) and (2.26) yield the recurrence formulas

$$
\begin{equation*}
c_{n-1} \hat{u}_{n-1}^{(1)}-\hat{u}_{n+1}^{(1)}=2 n \hat{u}_{n} \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{n-1} \hat{u}_{n-1}^{(1, x)}-\hat{u}_{n+1}^{(1, x)}=2(n+1) \hat{u}_{n+1} \tag{2.28}
\end{equation*}
$$

for $n=1, \ldots, N-1$ with the starting values $\hat{u}_{N+1}^{(1)}=\hat{u}_{N}^{(1)}=\hat{u}_{N+1}^{(1, x)}=\hat{u}_{N}^{(1, x)}=0$. Thus the spectral coefficients for $u_{N}{ }^{\prime}(x)$ and $x u_{N}{ }^{\prime}(x)$ may be obtained from those for $u_{N}(x)$ in $O(N)$ operations.

### 2.3 Projections

Having discussed the basis functions in terms of which the dependent variables in a spectral model are to be expanded, we turn now to the approximation methods which relate those expansions to the problem to be solved. Such methods are known as projections, since they project the true solution into the space spanned by the basis functions. Substituting the spectral approximation $u_{N}(x, t)$ as given by (2.2) for the true solution $u(x, t)$ in (2.1) results in the expression $\tau_{N}(x, t)=$ $\partial u_{N} / \partial t+L u_{N}-f$, known as the truncation error, which in general is nonzero. The three projections in common use seek to make the truncation error approximately zero; they differ in the sense of approximation used.

The Galerkin projection (Galerkin, 1915) is the classical approximation used in spectral models in spherical geometry (Machenhauer, 1979). It defines $u_{N}$ by requiring the truncation error to be orthogonal to each of the basis functions $\phi_{0}, \ldots, \phi_{N}$ in some inner product ( , ), so the truncation error is approximately zero in the sense that it has no projection onto the basis functions used in the model. Thus the Galerkin equations are

$$
\begin{align*}
\left(\frac{\partial u_{N}}{\partial t}+L u_{N}, \phi_{n}\right) & =\left(f, \phi_{n}\right) \quad(n=0, \ldots, N ; t>0),  \tag{2.29a}\\
\left(u_{N}, \phi_{n}\right) & =\left(u, \phi_{n}\right) \quad(n=0, \ldots, N ; t=0), \tag{2.29b}
\end{align*}
$$

where $U(x)$ is the initial value of $u(x, t)$. If the basis functions are orthonormal in the chosen inner product then (2.29) simplifies to

$$
\begin{align*}
\frac{d \hat{u}_{n}}{d t}+\sum_{m=0}^{N}\left(L \phi_{m}, \phi_{n}\right) \hat{u}_{m} & =\left(f, \phi_{n}\right) \quad(n=0, \ldots, N ; t>0),  \tag{2.30a}\\
\hat{u}_{n} & =\left(U, \phi_{n}\right) \quad(n=0, \ldots, N ; \quad t=0) . \tag{2.30b}
\end{align*}
$$

Solution of these equations is facilitated by choosing the basis functions $\phi_{\mathrm{n}}$ and inner product (, ) so that the summation in (2.30a) involves relatively few terms. In particular, if the $\phi_{n}$ are the normal modes of the system (i.e., the eigenfunctions of $L$ ) then (2.30a) reduces to

$$
\begin{equation*}
\frac{d \hat{u}_{n}}{d t}+\lambda_{n} \hat{u}_{n}=\left(f, \phi_{n}\right) \quad(n=0, \ldots, N) \tag{2.31}
\end{equation*}
$$

where $L \phi_{n}=\lambda_{n} \phi_{n}$. In this manner the equations are decoupled, except for possible coupling through nonlinear terms represented by f.

In the Galerkin projection the boundary conditions of the problem are handled implicitly by building them into the basis functions. That is, the basis functions must be chosen so that they individually satisfy the boundary conditions; these conditions in turn must be linear and homogeneous so they will be satisfied by the linear combination $u_{N}$. Since suitable basis functions which individually satisfy open boundary conditions can seldom be found, the Galerkin approximation is not well suited to many limited area problems. However, a simple modification removes this difficulty, leading to the tau projection of Lanczos (1938, 1956). In the tau approximation the basis functions need not individually satisfy the boundary conditions of the problem; rather, these conditions are applied explicitly to the truncated series $u_{N}$ as a whole. With M as the number of independent boundary conditions to be applied, these equations simply replace the last $M$ of equations (2.29a). Thus the tau equations are

$$
\left.\begin{array}{rl}
\left(\frac{\partial u_{N}}{\partial t}+L u_{N}, \phi_{n}\right) & =\left(f, \phi_{n}\right)  \tag{2.32}\\
(n=0, \ldots, N-M ; & t>0) \\
\left(u_{N}, \phi_{n}\right) & =\left(u, \phi_{n}\right) \\
(n=0, \ldots, N ; & t=0)
\end{array}\right\},
$$

together with the $M$ boundary conditions applied to $u_{N}$ for $t>0$. If the basis functions are orthonormal then (2.32) simplifies to the form of (2.30) as before.

The third projection in common use is collocation. In this approximation the truncation error is required to vanish at selected points known as collocation points. Usually it is most convenient to
choose basis functions which do not satisfy the boundary conditions of the problem, and then apply these conditions explicitly as in the tau method. Thus the collocation equations are

$$
\left.\begin{array}{rlll}
\frac{d u_{N}}{d t}+L u_{N} & =f \text { at } & x=\bar{x}_{j} & (j=0, \ldots, N-M ;  \tag{2.33}\\
u_{N} & =U \text { at } & x=0) \\
\bar{x}_{j} & (j=0, \ldots, N ; & t=0)
\end{array}\right\},
$$

where $\bar{x}_{0}, \ldots, \bar{x}_{N-M}$ denote the collocation points, together with the $M$ boundary conditions applied to $u_{N}$ for $t>0$. In this method the dependent variables are the boundary values of $u_{N}$ and the values $\bar{u}_{j}(t)=u_{N}\left(\bar{x}_{j}, t\right)$ at the collocation points, rather than the spectral coefficients $\hat{u}_{0}, \ldots, \hat{u}_{N}$, with the series expansion (2.2) used only in evaluating $L u_{N}{ }^{*}$. Thus the collocation projection leads to equations much like those of finite difference methods but of very high accuracy. The collocation projection has been used extensively with local basis functions in finite element methods; when used with global basis functions the resulting methods are often called pseudospectral (Merilees and Orszag, 1979). This terminology emphasizes the connection with classical spectral (Galerkin and tau) methods -- in particular, the use of global basis functions and the resulting exponential convergence -- and deemphasizes the connection with finite element collocation methods. As we shall see, the collocation projection is often extremely easy to implement, even when the problem to be solved is highly nonlinear.

### 2.4 Application to the Linear Advection Equation

To illustrate the concepts and methods discussed above we apply them to the one-dimensional linear advection equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+c \frac{\partial u}{\partial x}=f(x, t) \quad(-1<x \leq 1, t>0) \tag{2.34a}
\end{equation*}
$$

with the boundary and initial conditions

$$
\begin{array}{ll}
u(-1, t)=g(t) & (t>0), \\
u(x, t)=u(x) & (t=0) . \tag{2.34c}
\end{array}
$$

Here $c$ is a positive constant, f represents specified forcing, and $g$ and $U$ are specified boundary and initial values. This problem is the simplest prototype of a limited area model involving wave or advective processes. When $f=0$ it has the analytical solution

$$
u(x, t)=\left\{\begin{array}{ll}
U(x-c t) & x-c t \geq-1  \tag{2.35}\\
g(t-(x+1) / c) & x-c t<-1
\end{array}\right\}
$$

representing propagation or advection in the $+x$ direction with speed $c$.
Following the discussion in the preceeding sections we seek an approximate solution in the form of the Chebyshev expansion

$$
\begin{equation*}
u_{N}(x, t)=\sum_{n=0}^{N} \hat{u}_{n}(t) T_{n}(x) \tag{2.36}
\end{equation*}
$$

The spectral (tau) approximation to (2.34) is defined by

$$
\left.\begin{array}{rlrl}
\left\langle\frac{\partial u_{N}}{\partial t}+c \frac{\partial u_{N}}{\partial x}, T_{n}\right\rangle & =\left\langle f, T_{n}\right\rangle & (n=0, \ldots, N-1 ; t\rangle 0)  \tag{2.37}\\
u_{N}(-1, t) & =g(t) & (t>0) \\
\left.<u_{N}, T_{n}\right\rangle & =\left\langle U, T_{n}\right\rangle & (n=0, \ldots, N ; t=0)
\end{array}\right\}
$$

where <, > denotes the Chebyshev inner product (2.16). Substituting
from (2.36) for $u_{N}$ and using the orthogonality property (2.17) and the property $T_{n}(-1)=(-1)^{n}$, the tau equations (2.37) reduce to

$$
\begin{array}{lc}
\frac{d \hat{u}_{n}}{d t}+c \hat{u}_{n}^{(1)}=\hat{f}_{n} & (n=0, \ldots, N-1 ; t>0) \\
\sum_{n=0}^{N}(-1)^{n} \hat{u}_{n}=g & (t>0) \\
\hat{u}_{n}=\frac{2}{\pi c_{n}}<U, T_{n}> & (n=0, \ldots, N ; t=0)
\end{array}
$$

where $\hat{f}_{n}=\frac{2}{\pi c_{n}}\left\langle f, T_{n}\right\rangle$ and $\hat{u}_{n}^{(1)}=\frac{2}{\pi c_{n}}\left\langle\frac{\partial u_{N}}{\partial x}, T_{n}\right\rangle$ as given by (2.24). Methods for solving this coupled system of ordinary differential equations in $t$ for the spectral coefficients $\hat{u}_{0}(t), \ldots, \hat{u}_{N}(t)$ will be discussed in detail in chapter 4. Here we simply note that with explicit time differencing, such as the forward (Euler) scheme, (2.38a) can be used to predict new values of $\hat{u}_{0}, \ldots, \hat{u}_{N-1}$ from those at the previous time level, and then $\hat{u}_{N}$ can be diagnosed from (2.38b). Using the recurrence relation (2.27) to compute the spectral coefficients $\hat{u}_{n}^{(1)}$ of the derivative this procedure takes only $O(N)$ operations per time step, in spite of the global nature of the spectral approximation.

We note in passing that the reason for the excellent error properties of this approximation can be readily seen from (2.37). Indeed, expanding the truncation error $\tau_{N}$ in the Chebyshev series

$$
\begin{equation*}
\tau_{N}(x, t)=\frac{\partial u_{N}}{\partial t}+c \frac{\partial u_{N}}{\partial x}-f=\sum_{n=0}^{\infty} \hat{\tau}_{n}(t) T_{n}(x) \tag{2.39}
\end{equation*}
$$

we obtain immediately from (2.36) and (2.37) that

$$
\hat{\tau}_{n}=\left\{\begin{array}{ccc}
0 & 0 \leq n<N  \tag{2.40}\\
\frac{2}{\pi c_{n}} & <\tau_{n}, T_{n}> & n=N \\
-\hat{f}_{n} & N<n
\end{array}\right\}
$$

Thus if $f$ is smooth enough that the coefficients $\hat{f}_{n}$ decay rapidly as $n \rightarrow \infty$, then for sufficiently large $N$ (i.e., $N$ large enough to resolve the behavior of $u$ as forced by $f$ ) the truncation error $\tau_{N}$ is dominated by the term $\hat{\tau}_{N}(t) T_{N}(x)$. Since $T_{N}(x)$ oscillates with equal amplitude on the interval $[-1,1]$, the truncation error is distributed equally across the domain, resulting in a good approximation in a global sense. The use of the symbol " $\tau$ " by Lanczos for the expansion coefficients of the truncation error is the source of the name "tau method."

For the pseudospectral (collocation) approximation to (2.34) we choose as collocation points the points $\bar{x}_{j} \bar{x}_{j}^{(N)}=\cos (j \pi / N) \quad(j=0, \ldots, N)$ at which $T_{N}(x)$ has extrema. Since $\bar{x}_{N}=-1$ is the boundary point, the collocation equations are

$$
\left.\begin{array}{rlrl}
\frac{\partial u_{N}}{\partial t}+c \frac{\partial u_{N}}{\partial x} & =f \text { at } & x=\bar{x}_{j} &  \tag{2.41}\\
u_{N}(-1, t) & =g(t) & (t>0, \ldots, N-1 ; t>0) \\
u_{N}\left(\bar{x}_{j}, t\right) & =U\left(\bar{x}_{j}\right) & & (j=0, \ldots, N ; t=0)
\end{array}\right\}
$$

which may be written as

$$
\begin{align*}
\frac{d \bar{u}_{j}}{d t}+c \bar{u}_{j}^{(1)} & =\bar{f}_{j} & (j=0, \ldots, N-1 ; t>0)  \tag{2.42a}\\
\bar{u}_{N} & =g & (t>0)  \tag{2.42b}\\
\bar{u}_{j} & =U\left(\bar{x}_{j}\right) & (j=0, \ldots, N ; t=0) \tag{2.42c}
\end{align*}
$$

where $\bar{u}_{j}(t)=u_{N}\left(\bar{x}_{j}, t\right), \bar{f}_{j}(t)=f\left(\bar{x}_{j}, t\right)$ and $\bar{u}_{j}^{(1)}(t)=\frac{\partial u_{N}}{\partial x}\left(x_{j}, t\right)$. With explicit time differencing, this coupled system of ordinary differential equations for the values $\bar{u}_{0}(t), \ldots, \bar{u}_{N}(t)$ may be solved by using (2.42a) to predict new values $\bar{u}_{0}, \ldots, \bar{u}_{N-1}$ from those at the previous time level and then using (2.42b) to obtain $\bar{u}_{N}$. In computing the derivative values $\bar{u}_{j}^{(1)}$ we make use of the spectral representation (2.36) as follows. First, the spectral coefficients $\hat{u}_{0}, \ldots, \hat{u}_{N}$ are obtained from the values $\bar{u}_{0}, \ldots, \bar{u}_{N}$ via the discrete Chebyshev transform (2.21b) (note that these coefficients will be different than those in the tau approximation). Next, the recurrence relation (2.27) is used to compute the spectral coefficients $\hat{u}_{0}^{(1)}, \ldots, \hat{u}_{N}^{(1)}$ of the derivative. Finally, these coefficients are used to compute the derivative values $\bar{u}_{0}^{(1)}, \ldots, \bar{u}_{N}^{(1)}$ via the inverse transform (2.21a). Referring to the values $\bar{u}_{j}$ and coefficients $\hat{u}_{n}$ as "physical space" and "spectral space" representations of $u_{N}$, respectively, this calculation can be described as transforming $\mathrm{u}_{\mathrm{N}}$ from physical to spectral space, computing the derivative there, and transforming the result back to physical space. Using the FFT algorithm in the transforms, this whole procedure takes only $O(N \log N)$ operations.

To illustrate the accuracy of the methods described above we compare them with simple finite difference methods. Specifically, we consider the first-order upstream difference scheme

$$
\begin{equation*}
\frac{d \tilde{u}_{j}}{d t}+c \frac{\tilde{u}_{j}-\tilde{u}_{j-1}}{\Delta x}=\tilde{f}_{j} \tag{2.43}
\end{equation*}
$$

and the second-order centered difference scheme

$$
\begin{equation*}
\frac{d \tilde{u}_{j}}{d t}+c \frac{\tilde{u}_{j+1}-\tilde{u}_{j-1}}{2 \Delta x}=\tilde{f}_{j}, \tag{2.44}
\end{equation*}
$$

where ()$_{j}$ denotes values at the gridpoints $\tilde{x}_{j}=-1+j \Delta x(j=0, \ldots, N)$ with $\Delta x=2 / N$. For the results presented here we use initial conditions and forcing given by

$$
\left.\begin{array}{rl}
U(x) & =\exp \left[-\left(\frac{x-a}{b}\right)^{2}\right]  \tag{2.45}\\
f(x, t) & =0 \\
g(t) & =U(-1-c t)
\end{array}\right\},
$$

with $a=-0.5, b=0.2$ and $c=1$. The analytical solution corresponding to (2.45) is

$$
\begin{equation*}
u(x, t)=U(x-c t)=\exp \left[-\left(\frac{x-c t-a}{b}\right)^{2}\right] \tag{2.46}
\end{equation*}
$$

Figure 2 shows the approximate solutions at $t=1.0$ obtained by the Chebyshev-tau method and the two finite difference methods using $N=8,16$ and 32 , along with the corresponding analytical solution. Chebyshev-collocation results are not shown, since they are practically identical to the tau results for this problem. The spectral method clearly gives a much better approximation than do the difference methods, even for small N. In particular, the spectral solution does not exhibit the computational dispersion which broadens both difference solutions and introduces spurious oscillations in the centered difference method. The corresponding error $u-u_{N}$ at $t=1.0$, measured in the $L_{2}$ norm



Figure 2. Analytical and numerical solutions of the linear advection equation at $\mathrm{t}=1.0$.

$$
\begin{equation*}
\left\|u-u_{N}\right\|_{2}=\left\{\frac{1}{2} \int_{-1}^{1}\left[u(x)-u_{N}(x)\right]^{2} d x\right\}^{\frac{3}{2}}, \tag{2.47}
\end{equation*}
$$

is shown in Figure 3 as a function of $N$. As $N$ approaches 32 the error in the spectral solution is decreasing like $10^{-\mathrm{N} / 4}$, while the upstream and centered difference errors are only beginning to approach their asymptotic rates of decrease $\mathrm{N}^{-1}$ and $\mathrm{N}^{-2}$, respectively.

The above results show that when modest accuracy is desired Chebyshev spectral methods require fewer degrees of freedom than do finite difference methods, and that this advantage increases dramatically as the accuracy desired is increased. This fact has immediate implications for the amount of computer storage required to obtain accurate solutions. However, the question of the relative efficiency of the methods is more difficult, as it depends on the method chosen for solving the spectral equations. In particular, the time step required for stability with explicit time differencing is $O\left(N^{-2}\right)$ for the Chebyshev methods but only $O\left(N^{-1}\right)$ for the finite difference schemes; this is due to the higher resolution of the Chebyshev series near the boundaries. We will discuss the questions of time differencing and efficiency in detail in chapter 4. Before that, however, we consider in the next chapter how to extend the simple methods discussed so far to more complicated problems.


Figure 3. Errors in the numerical solution of the linear advection equation as a function of the number of degrees of freedom $N$.

## CHAPTER 3

## APPLICATION OF CHEBYSHEV SPECTRAL TECHNIQUES

Actual numerical models used in practice are invariably more complicated than the simple advection model considered in the previous chapter. Nonlinear terms, non-trivial boundary conditions and coupled systems of equations are among the complications that a numerical method must be able to handle in order to be practical. In this chapter we consider how the spectral methods described above may be extended to deal with such complications. We use the nonlinear shallow water equations as a simple prototype model embodying many of the important features of the "primitive" meteorological equations. In section 3.1 we present the governing equations and discuss some basic properties of their solutions. In section 3.2 suitable boundary conditions are examined. Chebyshev tau and collocation methods for this model are formulated in sections 3.3 and 3.4 , respectively, with model results presented in section 3.5 .

### 3.1 Properties of the Shallow Water Model

The nonlinear shallow water equations are

$$
\left.\begin{array}{l}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}-f v+\frac{\partial \phi}{\partial x}=F \\
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}+f u+\frac{\partial \phi}{\partial y}=G  \tag{3.1}\\
\frac{\partial \phi}{\partial t}+u \frac{\partial \phi}{\partial x}+v \frac{\partial \phi}{\partial y}+(\bar{\phi}+\phi)\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)=Q
\end{array}\right\}
$$

Here $u$ and $v$ are the velocity components in the $x$ and $y$ directions, respectively, $\phi$ is the deviation of the geopotential (free surface height $h$ times the acceleration due to gravity $g$ ) from the constant positive reference value $\bar{\phi}, f$ is the Coriolis parameter (assumed constant for simplicity), and $F, G$, and $Q$ represent specified forcing. We will refer to (3.1) as the advective form of the model; the equivalent form

$$
\left.\begin{array}{l}
\frac{\partial u}{\partial t}-\left(f+\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) v+\frac{\partial}{\partial x}\left[\phi+\frac{3}{2}\left(u^{2}+v^{2}\right)\right]=F \\
\frac{\partial v}{\partial t}+\left(f+\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) u+\frac{\partial}{\partial y}\left[\phi+\frac{1}{2}\left(u^{2}+v^{2}\right)\right]=G  \tag{3.2}\\
\frac{\partial \phi}{\partial t}+\frac{\partial}{\partial x}[(\bar{\phi}+\phi) u]+\frac{\partial}{\partial y}[(\bar{\phi}+\phi) v]=Q
\end{array}\right\},
$$

referred to as the rotational form, will also be used as a starting point for developing numerical models.

Many of the properties of the shallow water model may be understood by considering the linearized version

$$
\left.\begin{array}{l}
\frac{\partial u^{\prime}}{\partial t}+\bar{u} \frac{\partial u^{\prime}}{\partial x}+\bar{v} \frac{\partial u^{\prime}}{\partial y}-f v^{\prime}+\frac{\partial \phi^{\prime}}{\partial x}=F^{\prime}  \tag{3.3}\\
\frac{\partial v^{\prime}}{\partial t}+\bar{u} \frac{\partial v^{\prime}}{\partial x}+\bar{v} \frac{\partial v^{\prime}}{\partial y}+f u^{\prime}+\frac{\partial \phi^{\prime}}{\partial y}=G^{\prime} \\
\frac{\partial \phi^{\prime}}{\partial t}+\bar{u} \frac{\partial \phi^{\prime}}{\partial x}+\bar{v} \frac{\partial \phi^{\prime}}{\partial y}+\bar{\phi}\left(\frac{\partial u^{\prime}}{\partial x}+\frac{\partial v^{\prime}}{\partial y}\right)=Q
\end{array}\right\} .
$$

Here $u^{\prime}, v^{\prime}$ and $\phi^{\prime}$ represent small-amplitude perturbations from the constant basic state $\bar{u}, \bar{v}, \bar{\phi}$, with $-f \bar{v}$ and fu balancing the mean forcing $\overline{\mathrm{F}}$ and $\overline{\mathrm{G}}$. This system can be written in matrix form as

$$
\begin{equation*}
\frac{\partial w^{\prime}}{\partial t}+A_{1} \frac{\partial w^{\prime}}{\partial x}+A_{2} \frac{\partial w^{\prime}}{\partial y}+C w^{\prime}=\frac{\partial W}{\partial t}, \tag{3.4}
\end{equation*}
$$

where $w^{\prime}=\left[u^{\prime}, v^{\prime}, \phi^{\prime} / c\right]^{\top}$ and $\partial W / \partial t=\left[F^{\prime}, G^{\prime}, Q / c\right]^{\top}$, with $T$ denoting the transpose, and

$$
A_{1}=\left[\begin{array}{ccc}
\bar{u} & 0 & c  \tag{3.5}\\
0 & \bar{u} & 0 \\
c & 0 & \bar{u}
\end{array}\right], \quad A_{2}=\left[\begin{array}{ccc}
\bar{v} & 0 & 0 \\
0 & \bar{v} & c \\
0 & c & \bar{v}
\end{array}\right], \quad C=\left[\begin{array}{ccc}
0 & -f & 0 \\
f & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

The homogeneous (unforced) system admits wave solutions, i.e. solutions of the form

$$
\begin{equation*}
w_{k, l}^{\prime}(x, y, t)=\tilde{w}(k, l) e^{i(k \cdot x-\omega t)}, \tag{3.6}
\end{equation*}
$$

where $\underset{\sim}{k}=k \hat{i}+l \hat{j}$ is the vector wavenumber, $\underset{\sim}{x}=x \hat{i}+y \hat{j}$, and $\omega$ is the frequency. Indeed, substituting (3.6) into (3.4) with $\partial W / \partial t$ set to zero yields (after much algebra) the solutions

$$
\begin{equation*}
\left.w_{k, l}^{\prime(j)}(x, y, t)=\tilde{w}^{(j)}(k, l) e^{i k \cdot(x} \cdot \underset{\sim}{x}-\bar{u} t\right) \quad e^{-i v_{j} t} \quad(j=1,2,3) . \tag{3.7}
\end{equation*}
$$

Here $\underset{\sim}{u}=\bar{u} \hat{i}+\bar{v} \hat{j}$ is the mean flow,

$$
\begin{equation*}
v_{1}=0, \quad v_{2}=v, \quad v_{3}=-v \tag{3.8}
\end{equation*}
$$

with

$$
\begin{equation*}
v=\left[f^{2}+c^{2}\left(k^{2}+l^{2}\right)\right]^{\frac{1}{2}}, \tag{3.9}
\end{equation*}
$$

and

$$
\tilde{w}^{(j)}(k, \ell)=\frac{c}{\gamma_{j}}\left(\begin{array}{c}
k v_{j}+i \ell f  \tag{3.10}\\
\ell v_{j}-i k f \\
\left(v_{j}^{2}-f^{2}\right) / c
\end{array}\right)
$$

with $\gamma_{1}=f v / c$ and $\gamma_{2}=\gamma_{3}=\rho \vee \sqrt{2}, \rho=\left(k^{2}+\ell^{2}\right)^{\frac{1}{2}}$. When $k=\ell=0$, an appropriate limit must be taken in (3.10) for $j=2$ and $j=3$; e.g., set $k=0$ and let $\ell \rightarrow 0$ through positive values.

The solutions (3.7) for $j=1$ are identified as geostrophic "waves" or modes, since they satisfy the geostrophic relations $f v^{\prime}=\partial \phi^{\prime} / \partial x$ and $f u^{\prime}=-\partial \phi^{\prime} / \partial y$; these modes do not propagate with respect to the mean flow $\underset{\sim}{u}$. The solutions for $j=2$ and $j=3$ are identified as gravity waves (more precisely gravity-inertia waves, since the frequency $v$ depends not only on $c, k$, and $\ell$ but also on f); they are dispersive waves which propagate in the $+\underset{\sim}{k}$ and $-\underset{\sim}{k}$ directions, respectively, with respect to the mean flow $\underset{\sim}{\bar{u}}$. Any solution of the unforced system may be expressed as a linear combination of these geostrophic modes and gravity waves, with the coefficients in this expansion being constant. These two components of the flow have a definite separation of time scales, with the slow component (the geostrophic modes) typically being the component of interest.

For the inhomogeneous (forced) system the solution may still be expressed in terms of the waves (3.7), but in this case the expansion coefficients will depend on $t$. It is more instructive to express this expansion in terms of the normal modes of the system, which correspond to just the space dependence of the waves (3.7). To do so, we define for any function $\psi(x, y)$ the double Fourier transform pair

$$
\begin{align*}
& \psi(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{\dot{\psi}(k, l) e^{i(k x+l y)} d k d \ell}^{\tilde{\psi}(k, \ell)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty} \psi(x, y) e^{-i(k x+l y)} d x d y .} . \tag{3.11a}
\end{align*}
$$

Transforming (3.4) using (3.11b) yields

$$
\begin{equation*}
\frac{\partial \tilde{w}(k, \ell, t)}{\partial t}+A(k, \ell) \tilde{w}(k, \ell, t)=\frac{\partial \tilde{W}(k, \ell, t)}{\partial t} \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
A(k, \ell)=i k A_{1}+i \ell A_{2}+C \tag{3.13}
\end{equation*}
$$

From (3.13) $A$ is skew-Hermitian, i.e. $A^{*}=-A$, where the asterisk denotes the conjugate transpose, so its eigenvalues are pure imaginary and its eigenvectors form a complete orthogonal set. Writing the eigenproblem for A as

$$
\begin{equation*}
A \tilde{\psi}^{(j)}=i \omega_{j} \tilde{\psi}^{(j)} \quad(j=1,2,3) \tag{3.14}
\end{equation*}
$$

we find that $\omega_{j}=k \bar{u}+\ell \bar{v}+v_{j}$ with $v_{j}$ given by (3.8), and $\tilde{\psi}(j)$ is proportional to $\tilde{w}^{(j)}(k, \ell)$ as given by (3.10). Choosing $\tilde{\psi}^{(j)}=\tilde{w}^{(j)} / c$ is convenient, for then the matrix $P$ which has $\tilde{\psi}^{(1)}, \tilde{\psi}^{(2)}, \tilde{\psi}^{(3)}$ as its columns is unitary, i.e. $P * P=I$, the identity matrix. Then defining

$$
\begin{equation*}
P * \tilde{w}=\hat{w}=\left[\hat{w}_{1}, \hat{w}_{2}, \hat{w}_{3}\right]^{\top} \tag{3.15}
\end{equation*}
$$

we have $\tilde{w}=P \hat{w}$, so from (3.11a) $\hat{w}_{j}$ is the amplitude of the normal mode

$$
\begin{equation*}
\psi^{(j)}(x, y ; k, l)=\tilde{\psi}^{(j)}(k, l) e^{i(k x+l y)} \tag{3.16}
\end{equation*}
$$

in the solution $w(x, y, t)$. Since $P * A P=\operatorname{diag}\left[\omega_{1}, \omega_{2}, \omega_{3}\right]$, multiplying (3.12) on the left by $P^{*}$ then gives

$$
\begin{equation*}
\frac{\partial \hat{w}_{j}(k, \ell, t)}{\partial t}+i \omega_{j}(k, \ell) \hat{w}_{j}(k, \ell, t)=\frac{\partial \hat{w}_{j}(k, \ell, t)}{\partial t} \quad(j=1,2,3), \tag{3.17}
\end{equation*}
$$

where $\hat{W}=\left[\hat{W}_{1}, \hat{W}_{2}, \hat{W}_{3}\right]^{\top}=P * \tilde{W}$. Thus the linearized shallow water model has been reduced to the decoupled set of forced oscillation equations (3.17)

The solution of (3.17) is

$$
\begin{align*}
\hat{w}_{j}(k, l, t)= & e^{-i \omega_{j}(k, l) t} \hat{w}_{j}(k, l, 0) \\
& +\int_{0}^{t} e^{-i \omega_{j}(k, l)\left(t-t^{\prime}\right)} \frac{\partial \hat{W}_{j}\left(k, l, t^{\prime}\right)}{\partial t^{\prime}} d t^{\prime} . \tag{3.18}
\end{align*}
$$

In the unforced case, $\hat{w}_{j}(k, \ell, t)$ has the time dependence $e^{-i \omega_{j}(k, l) t}$ and the solution $w(x, y, t)$ is therefore a superposition of the waves (3.7) as claimed above. However in the forced case the time dependence of $\hat{w}_{j}(k, \ell, t)$ depends not only on the internal dynamics $\left[\omega_{j}(k, \ell)\right]$ of the system but also on the forcing $\left[\partial \hat{W}_{j}(k, l, t) / \partial t\right]$. Thus the geostrophic modes of the solution may have a component which propagates and the gravity modes a component which propagates slowly (or not at all) in response to the forcing. In this case we can define the balanced flow to be the geostrophic ( $j=1$ ) component of the solution $w(x, y, t)$ plus the part of the gravity mode $(j=2,3)$ components for which $\partial \hat{w}_{j} / \partial t$ is negligible in (3.17). Thus the balanced flow consists of the "slow modes" present in the solution, and is usually of more interest than the propagating gravity waves or "fast modes." This separation based on time scales will be used in the next section in developing boundary conditions.

### 3.2 Boundary Conditions

To solve the shallow water model on a limited, region $\Omega$ of the ( $x, y$ )-plane we must specify boundary conditions. These should be chosen so that the resulting problem is well-posed in a mathematical sense. That is, for any combination of initial conditions and forcing (the "data"), the problem should have a unique solution, and this solution should depend continuously on the data. Furthermore, the boundary conditions should be physically reasonable. Here we are particularly interested in simulating a portion of an infinite domain with a limited area model and hence seek boundary conditions which minimize the impact of the computationally imposed boundaries. In light of the discussion in the previous section, "ideal" boundary conditions would allow the slow modes of the model solution to closely approximate those of the solution on an infinite domain, and allow the outward-propagating fast modes to leave the model domain without reflecting.

Open boundary conditions, i.e. those which transmit at least some portion of the waves incident on the boundary, have been studied extensively. Such conditions are generally based on the Sommerfeld radiation condition (e.g., Pearson, 1974; Orlanski, 1976; Hack and Schubert, 1981) or the related Riemann invariants (Wurtele et al., 1971; Elvius and Sundström, 1973), both of which are discussed in Courant and Hilbert (1962, pp. 315, 430). For dispersive systems or problems in more than one space dimension such conditions are inexact. Higher-order approximations have been obtained (Engquist and Majda, 1977; Bayliss and Turkel, 1980) at the cost of increased complexity. Exact conditions have also been obtained (Bennett, 1976) but are impractical to implement. Israeli and Orszag (1981) have obtained good results by
combining open boundary conditions with absorbing boundary layers. The question of well-posedness has been investigated in detail for various systems of equations and boundary conditions by 01iger and Sundström (1978).

The derivation of appropriate boundary conditions for the shallow water model can be illustrated most easily in a single space dimension. When restricted to motions which are independent of $y$ the linearized system (3.3) reduces to

$$
\begin{align*}
& \frac{\partial u^{\prime}}{\partial t}+\bar{u} \frac{\partial u^{\prime}}{\partial x}-f v^{\prime}+\frac{\partial \phi^{\prime}}{\partial x}=F,  \tag{3.19a}\\
& \frac{\partial v^{\prime}}{\partial t}+\bar{u} \frac{\partial v^{\prime}}{\partial x}+f u^{\prime} \quad=G,  \tag{3.19b}\\
& \frac{\partial \phi^{\prime}}{\partial t}+\bar{u} \frac{\partial \phi^{\prime}}{\partial x}+\bar{\phi} \frac{\partial u^{\prime}}{\partial x}=Q . \tag{3.19c}
\end{align*}
$$

If we assume $f$ is negligibly small then the possibility of geostrophic flow is eliminated, and (3.19) reduces to the three decoupled equations

$$
\left.\begin{array}{r}
\frac{\partial}{\partial t}\left(u^{\prime}+\frac{\phi^{\prime}}{c}\right)+(c+\bar{u}) \frac{\partial}{\partial x}\left(u^{\prime}+\frac{\phi^{\prime}}{c}\right)=F+\frac{Q}{c} \\
\frac{\partial}{\partial t}\left(u^{\prime}-\frac{\phi^{\prime}}{c}\right)-(c-\bar{u}) \frac{\partial}{\partial x}\left(u^{\prime}-\frac{\phi^{\prime}}{c}\right)=F-\frac{Q}{c}  \tag{3.20}\\
\frac{\partial v^{\prime}}{\partial t}+\bar{u} \frac{\partial v^{\prime}}{\partial x}=G
\end{array}\right\} .
$$

From (3.20) we see that the three characteristic quantities $u^{\prime}+\phi^{\prime} / c$, $u^{\prime}-\phi^{\prime} / c$ and $v^{\prime}$ (the Riemann invariants) propagate in the $x$-direction with speeds $(c+\bar{u}),-(c-\bar{u})$ and $\bar{u}$, respectively, just as in the simple one-dimensional advection problem treated in the previous chapter. Therefore, to make the problem well-posed the boundary conditions must be formulated so they determine these quantities where they propagate
into the model domain, without determining them where they propagate out of it.

When $f$ is negligible as assumed in (3.20), the quantities $u^{\prime}+\phi^{\prime} / c$ and $u^{\prime}-\phi^{\prime} / c$ correspond precisely to propagating gravity waves; in the typical case where $|\bar{u}|<c$ (often referred to as "subsonic") they propagate in the $+x$ and $-x$ directions, respectively. Assuming that the physical situation being modeled has no sources of gravity waves outside the model domain, the incoming quantity should be specified as zero at the boundary in order to simulate the infinite domain solution. On the limited domain $\mathrm{a} \leq \mathrm{x} \leq \mathrm{b}$ this gives the conditions

$$
\left.\begin{array}{lll}
u^{\prime}+\phi^{\prime} / c=0 & \text { at } & x=a  \tag{3.21}\\
u^{\prime}-\phi^{\prime} / c=0 & \text { at } & x=b
\end{array}\right\} \text {, }
$$

which will be referred to as homogeneous characteristic boundary conditions.

In the more general case where $f$ is not negligible, the quantities $u^{\prime}+\phi^{\prime} / c$ and $u^{\prime}-\phi^{\prime} / c$ have contributions both from propagating gravity waves and from balanced flow. To simulate the infinite domain solution we should specify the incoming wave component as zero at the boundary, but still allow for the possibility of nonzero balanced flow there. This can be done with the conditions

$$
\left.\begin{array}{lll}
u^{\prime}+\phi^{\prime} / c=u_{B}^{\prime}+\phi_{B}^{\prime} / c & \text { at } & x=a  \tag{3.22}\\
u^{\prime}-\phi^{\prime} / c=u_{B}^{\prime}-\phi_{B}^{\prime} / c & \text { at } & x=b
\end{array}\right\} \text {, }
$$

where the functions $u_{B}^{\prime}(x, t)$ and $\phi_{B}^{\prime}(x, t)$ are specified so that their boundary values closely approximate those of the balanced flow part of the infinite domain solution. The conditions (3.22) will be referred to
as inhomogeneous characteristic boundary conditions. Similarly, the quantity $v^{\prime}$ (which is not really a part of the problem unless $f \neq 0$ ) should be specified where there is basic state inflow by the condition

$$
v^{\prime}=v_{B}^{\prime} \quad \text { at }\left\{\begin{array}{ll}
x=a & \bar{u}>0  \tag{3.23}\\
x=b & \bar{u}<0
\end{array}\right\} \text {, }
$$

where the function $v_{B}^{\prime}(x, t)$ is specified so that its boundary value closely approximates that of the balanced flow part of the infinite domain solution. Similar inhomogeneous boundary conditions for nondispersive systems have been proposed by Bennett (1976).

One way to choose the boundary values needed for the conditions (3.22) and (3.23) is to specify the functions $u_{B}^{\prime}(x, t), v_{B}^{\prime}(x, t)$ and $\phi_{B}^{\prime}(x, t)$ as the solutions of the balanced model which corresponds to (3.19). This model is obtained by assuming geostrophic balance

$$
\begin{equation*}
f v^{\prime}=\frac{\partial \phi^{\prime}}{\partial x} \tag{3.24}
\end{equation*}
$$

in (3.19a), with the other terms assumed to be negligible. Using (3.24), (3.19b) and (3.19c) then reduce to

$$
\begin{gather*}
\left(1-\frac{c^{2}}{f^{2}} \frac{\partial^{2}}{\partial x^{2}}\right) f u^{\prime}=G-\frac{1}{f} \frac{\partial Q}{\partial x},  \tag{3.25a}\\
\left(1-\frac{c^{2}}{f^{2}} \frac{\partial^{2}}{\partial x^{2}}\right)\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \frac{\phi^{\prime}}{c}=\frac{Q}{c}-\frac{c}{f} \frac{\partial G}{\partial x} . \tag{3.25b}
\end{gather*}
$$

The operator $\left(1-\frac{c^{2}}{f^{2}} \frac{\partial^{2}}{\partial x^{2}}\right)$ in (3.25) may be inverted on the infinite domain $-\infty<x<\infty$ to give

$$
\left.\begin{array}{rl}
f u^{\prime}(x, t) & =\int_{-\infty}^{\infty}\left[G(\xi, t)-\frac{1}{f} \frac{\partial Q(\xi, t)}{\partial \xi}\right] g(x ; \xi) d \xi  \tag{3.26}\\
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \frac{\phi^{\prime}(x, t)}{c} & =\int_{-\infty}^{\infty}\left[\frac{Q(\xi, t)}{c}-\frac{c}{f} \frac{\partial G(\xi, t)}{\partial \xi}\right] g(x ; \xi) d \xi
\end{array}\right\}
$$

where

$$
\begin{equation*}
g(x ; \xi)=\frac{f}{2 c} e^{-f|x-\xi| / c} \tag{3.27}
\end{equation*}
$$

is the Green's function. Substituting (3.27) into (3.26), integrating by parts and using (3.24), we can obtain the analytical solution of the linearized balanced model from

$$
\left.\begin{array}{c}
f u^{\prime}(x, t)=\frac{1}{2}\left(I_{1}+I_{2}\right) G(x, t)+\frac{1}{2}\left(I_{1}-I_{2}\right) \frac{Q(x, t)}{c} \\
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) v^{\prime}(x, t)=\left[1-\frac{1}{2}\left(I_{1}+I_{2}\right)\right] G(x, t)-\frac{1}{2}\left(I_{1}-I_{2}\right) \frac{Q(x, t)}{c}  \tag{3.28}\\
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \frac{\phi^{\prime}(x, t)}{c}=\frac{1}{2}\left(I_{1}+I_{2}\right) \frac{Q(x, t)}{c}+\frac{1}{2}\left(I_{1}-I_{2}\right) G(x, t)
\end{array}\right\},
$$

where $I_{1}$ and $I_{2}$ are the integral operators defined by

$$
\left.\begin{array}{l}
I_{1} \psi(x)=\frac{f}{c} \int_{\infty}^{x} \psi(\xi) e^{-f(x-\xi) / c} d \xi  \tag{3.29}\\
I_{2} \psi(x)=\frac{f}{c} \int_{x}^{\infty} \psi(\xi) e^{-f(\xi-x) / c} d \xi
\end{array}\right\}
$$

for any function $\psi(x)$.
For the linearized two-dimensional model (3.3) a similar analysis (01iger and Sundström, 1978) yields the boundary conditions

$$
\begin{equation*}
u_{\perp}^{\prime}-\phi^{\prime} / c=\left(u_{1}^{\prime}-\phi^{\prime} / c\right)_{B} \quad \text { on } \quad \partial \Omega \tag{3.30}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{\|}^{\prime}=\left(u_{\|}^{\prime}\right)_{B} \text { where } \quad \bar{u}_{\perp}<0 \text { on } \partial \Omega, \tag{3.31}
\end{equation*}
$$

where $u_{\perp}$ and $u_{\|}$denote velocity components normal to (outward) and parallel to the boundary $\partial \Omega$, respectively, and ()$_{B}$ denotes specified boundary values. Note that the same conditions are obtained by rotating the coordinates so the $y$-axis is parallel to the boundary and applying the boundary conditions developed for the one-dimensional problem above; thus (3.30) effectively assumes that waves strike the boundary at normal incidence. For the full nonlinear equations (3.1) or (3.2), the conditions (3.30) and (3.31) can be implemented as

$$
\begin{equation*}
u_{\perp}-2(\bar{\phi}+\phi)^{\frac{1}{2}}=\left[u_{\perp}-2(\bar{\phi}+\phi)^{\frac{1}{2}}\right]_{B} \quad \text { on } \quad \partial \Omega \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{\|}=\left(u_{\|}\right)_{B} \quad \text { where } \quad u_{1}<0 \quad \text { on } \quad \partial \Omega, \tag{3.33}
\end{equation*}
$$

since if at a given boundary point both a "basic state" $u_{1}, u_{\|}, \bar{\phi}+\phi$ and the actual flow $u_{1}+u_{\|}^{\prime}, u_{\|}+u_{\|}^{\prime}, \bar{\phi}+\phi+\phi^{\prime}$ satisfy (3.32) and (3.33) then $0=$ $\left(u_{\|}+u_{\|}^{\prime}\right)-u_{\|}=u_{\|}^{\prime}$ and $0=\left[\left(u_{\perp}+u_{\perp}^{\prime}\right)-2\left(\bar{\phi}+\phi+\phi^{\prime}\right)^{\frac{1}{2}}\right]-\left[u_{\perp}-2(\bar{\phi}+\phi)^{\frac{1}{2}}\right] \approx u_{\perp}^{\prime}-\phi^{\prime} / c$ with $c=(\bar{\phi}+\phi)^{\frac{1}{2}}$. These conditions yield a well-posed problem (0liger and Sundström, 1978). The necessary boundary values could be generated from the interior forcing via the Green's function for the corresponding balanced model as above. However, in two dimensions this approach is likely to be inefficient, since it involves computing double integrals for each boundary point. In practice, suitable boundary values may be available from a coarse-resolution, large-scale model in which the fineresolution, limited-area model is embedded.

Two other boundary conditions will also be considered in this study. The first is the balance condition, based on the assumption that near the boundaries the solution behaves like that of the corresponding
balanced model. In one dimension this condition can be derived from (3.25a) as follows. The solution $u^{\prime}$ of the homogeneous part of (3.25a) which remains bounded as $x \rightarrow-\infty$ is proportional to $e^{f x / c}$. Thus when the right-hand side of (3.25a) vanishes outside a limited region the solution on an infinite domain satisfies

$$
\begin{equation*}
\frac{\partial u^{\prime}}{\partial x}-\frac{f}{c} u^{\prime} \rightarrow 0 \text { as } x \rightarrow-\infty \tag{3.34a}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\frac{\partial u^{\prime}}{\partial x}+\frac{f}{c} u^{\prime} \rightarrow 0 \text { as } x \rightarrow+\infty, \tag{3.34b}
\end{equation*}
$$

Applying (3.34) at the boundaries of the limited domain $a \leq x \leq b$ leads to the balance boundary conditions

$$
\left.\begin{array}{lll}
\frac{\partial u^{\prime}}{\partial x}-\frac{f}{c} u^{\prime}=0 & \text { at } & x=a  \tag{3.35}\\
\frac{\partial u^{\prime}}{\partial x}+\frac{f}{c} u^{\prime}=0 & \text { at } & x=b
\end{array}\right\}
$$

Using (3.19c) these can be written in the alternate (predictive) form

$$
\left.\begin{array}{lll}
\frac{\partial \phi^{\prime}}{\partial t}+\bar{u} \frac{\partial \phi^{\prime}}{\partial x}+f c u^{\prime}=Q & \text { at } & x=a  \tag{3.36}\\
\frac{\partial \phi^{\prime}}{\partial t}+\bar{u} \frac{\partial \phi^{\prime}}{\partial x}-f c u^{\prime}=Q & \text { at } & x=b
\end{array}\right\}
$$

As before, if $\bar{u} \neq 0$ then $v^{\prime}$ must be specified on inflow. Since no useful generalization of the balance condition to two dimensions in Cartesian coordinates is known, we will use this condition only in one-dimensional examples. The last boundary condition to be considered here, namely the wall boundary condition

$$
\begin{equation*}
u_{1}=0 \quad \text { on } \quad \partial \Omega, \tag{3.37}
\end{equation*}
$$

is also the simplest of the three, and yields a well-posed, problem for the shallow water model (01iger and Sundström, 1978).

The performance of the boundary conditions derived above is measured in part by their ability to transmit gravity waves. At a given boundary point $\underset{\sim}{b}$ we can write the gravity wave $j=2$ in (3.7) which propagates in the direction $\underset{\sim}{k}$ as

$$
q_{\theta, p}^{\prime}(x, y, t)=\left(\begin{array}{c}
u_{\perp}^{\prime}  \tag{3.38}\\
u_{\|}^{\prime} \\
\phi^{\prime} / c
\end{array}\right)=\frac{p c}{r}\left(\begin{array}{c}
v \cos \theta+i f \sin \theta \\
v \sin \theta-i f \cos \theta \\
\rho c
\end{array}\right) e^{i(\underset{\sim}{k \cdot b}-v t)}
$$

where $\theta$ is the angle between the outward normal to the boundary and the wavenumber vector $\underset{\sim}{k}, \rho=|\underset{\sim}{k}|=\left(k^{2}+l^{2}\right)^{\frac{1}{2}}$ as before, and we have set $\underset{\sim}{u}=0$ for simplicity. For the characteristic boundary condition (3.30) suppose that the deviation of $\left(u_{\perp}^{\prime}-\phi^{\prime} / c\right)$ from its specified value $\left(u_{\perp}^{\prime}-\phi^{\prime} / c\right)_{B}$ is composed of the gravity wave $q_{\theta, \rho}^{\prime}$ plus the reflected wave $R q_{\pi-\theta, \rho}^{\prime}$, where $R$ is the reflection coefficient. Applying the boundary condition (3.30) then yields

$$
\begin{equation*}
|R|^{2}=\frac{(v \cos \theta-\rho c)^{2}+f^{2} \sin ^{2} \theta}{(v \cos \theta+\rho c)^{2}+f^{2} \sin ^{2} \theta} . \tag{3.39}
\end{equation*}
$$

Figure 4 shows $|R|$ as a function of the dimensionless wavenumber $p c / f$ and the angle of incidence $\theta$. Lower reflectivities can be achieved (e.g. Engquist and Majda, 1977) at the cost of increasingly complicated boundary conditions.

A similar analysis for the balance and wall boundary conditions
(3.35) and (3.37) shows that both have unit reflectivity and hence trap


Figure 4. Reflection coefficient $|R|$ for the characteristic boundary condition as a function of the dimensionless wavenumber pc/f and the angle of incidence $\theta$ in degrees. The contour interval is 0.1 .
all gravity waves within the model domain. However, since the geostrophic modes [ $j=1$ in (3.7)] individually satisfy (3.35) (with $\ell=0$ for $y$-independent motion), the balance condition does not distort the geostrophic component of the flow. In addition, the balance condition allows mass flow (u) through the boundary, whereas the simpler wall condition allows neither mass flow nor wave propagation through the boundary. In the next two sections the implementation of all of these boundary conditions in Chebyshev spectral models will be discussed.

### 3.3 The Chebyshev-Tau Method

To apply the Chebyshev-tau method to the shallow water model we first consider the one-dimensional (y-independent) version of (3.1), namely

$$
\left.\begin{array}{l}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}-f v+\frac{\partial \phi}{\partial x}=F  \tag{3.40}\\
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial x}+f u \\
\frac{\partial \phi}{\partial t}+u \frac{\partial \phi}{\partial x}+(\bar{\phi}+\phi) \frac{\partial u}{\partial x}=Q
\end{array}\right\}
$$

For the model domain $a \leq x \leq b$ the dependent variables are approximated by the series expansions

$$
\left[\begin{array}{l}
u(x, t)  \tag{3.41}\\
v(x, t) \\
\phi(x, t)
\end{array}\right] \approx\left[\begin{array}{l}
u_{N}(x, t) \\
v_{N}(x, t) \\
\phi_{N}(x, t)
\end{array}\right]=\sum_{n=0}^{N}\left[\begin{array}{l}
u_{n}(t) \\
\hat{v}_{n}(t) \\
\hat{\phi}_{n}(t)
\end{array}\right] T_{n}\left(x^{\prime}\right)
$$

where $x^{\prime}=\left(\frac{2}{b-a}\right) x-\left(\frac{b+a}{b-a}\right)$. The coefficients in (3.41) are defined by requiring the truncation error in each equation of (3.40) to be
orthogonal to most of the basis functions $T_{n}\left(x^{\prime}\right)$, using the remaining degrees of freedom to satisfy the boundary conditions. The appropriate inner product here is (2.16) with $x$ replaced by $x$. Thus the tau equations are

$$
\begin{align*}
& \frac{d \hat{u}_{n}}{d t}+\hat{A}_{n}-f \hat{v}_{n}+\hat{\phi}_{n}^{(1)}=\hat{F}_{n},  \tag{3.42a}\\
& \frac{d \hat{v}_{n}}{d t}+\hat{B}_{n}+f \hat{u}_{n}=\hat{G}_{n},  \tag{3.42b}\\
& \frac{d \hat{\phi}_{n}}{d t}+\hat{C}_{n}+\hat{D}_{n}+\bar{\phi} \hat{u}_{n}^{(1)}=\hat{Q}_{n}, \tag{3.42c}
\end{align*}
$$

where $\hat{A}_{n}, \hat{B}_{n}, \hat{C}_{n}$ and $\hat{D}_{n}$ are the spectral coefficients of the nonlinear terms

$$
\left.\begin{array}{ll}
A=u \frac{\partial u}{\partial x}, & B=u \frac{\partial v}{\partial x}  \tag{3.43}\\
C=u \frac{\partial \phi}{\partial x}, & D=\phi \frac{\partial u}{\partial x}
\end{array}\right\}
$$

and $\hat{u}_{n}^{(1)}$ and $\hat{\phi}_{n}^{(1)}$ denote the spectral coefficients of $\partial u / \partial x$ and $\partial \phi / \partial x$, respectively. Note that to take such derivatives in spectral space for the domain $[\mathrm{a}, \mathrm{b}]$, the derivative relation (2.27) must be modified to take into account the domain length, e.g.

$$
\begin{equation*}
c_{n-1} \hat{u}_{n-1}^{(1)}-\hat{u}_{n+1}^{(1)}=2 n\left(\frac{2}{b-a}\right) \hat{u}_{n} \tag{3.44}
\end{equation*}
$$

The spectral coefficients of the nonlinear terms in (3.42) are related to the dependent $\underset{N}{\text { variables }} \hat{u}_{n}, \hat{v}_{n}$ and $\hat{\phi}_{n}$ as follows. For any two Chebyshev series $\sum_{n=0}^{N} \hat{a}_{n} T_{n}$ and $\sum_{n=0}^{N} \hat{b}_{n} T_{n}$ we can (with a lot of algebra) express their product directly as

$$
\begin{align*}
& \left.\sum_{n=0}^{N} a_{n} T_{n}\right)\left(\sum_{n=0}^{N} b_{n} T_{n}\right]_{0}= \\
& \sum_{n=0}^{N}\left[\frac{1}{2} \sum_{m=0}^{n} \hat{a}_{m} \hat{b}_{n-m}+\frac{1}{2 c_{n}} \sum_{m=n}^{N}\left(\hat{a}_{m-n} \hat{b}_{m}+\hat{a}_{m} \hat{b}_{m-n}\right)\right] T_{n} \tag{3.45}
\end{align*}
$$

$$
+\sum_{n=N+1}^{2 N}\left(\frac{1}{2} \sum_{m=n-N}^{N} \hat{a}_{m} \hat{b}_{n-m}\right) T_{n},
$$

where we have used the relation $T_{m} T_{n}=\frac{1}{2}\left(T_{m+n}+T_{|m-n|}\right)$ which follows from the trigonometric identity $\cos \alpha \cos \beta=\frac{1}{2}[\cos (\alpha+\beta)+\cos (\alpha-\beta)]$ using (2.12). Using derivative relations we can express each term (3.43) as such a product and thus obtain the necessary coefficients from (3.45). For example, for the term $A=u \partial u / \partial x$ we have

$$
\begin{equation*}
\hat{A}_{n}=\frac{1}{2} \sum_{m=0}^{n} \hat{u}_{m} \hat{u}_{n-m}^{(1)}+\frac{1}{2 c_{n}} \sum_{m=n}^{N}\left(\hat{u}_{m-n} \hat{u}_{m}^{(1)}+\hat{u}_{m} \hat{u}_{m-n}^{(1)}\right) \quad(n=0, \ldots, N) \tag{3.46}
\end{equation*}
$$

where the $\hat{u}_{n}^{(1)}$ are related to the $\hat{u}_{n}$ via (3.44). Such formulas may be used to compute the spectral coefficients of the nonlinear terms directly. However, this approach, known as the interaction coefficient method, is computationally inefficient since it requires $O\left(N^{2}\right)$ operations.

The key to computing the nonlinear terms efficiently is the transform method, developed independently by Eliasen et al. (1970) and Orszag (1970). This method consists of transforming the necessary variables from spectral space to physical space, multiplying the resulting physical space values together at discrete points, and transforming the result back to spectral space. For example, to compute
$\hat{A}_{n}(n=0, \ldots, N)$ we evaluate the Chebyshev series for $u$ and $\partial u / \partial x$ from their coefficients $\hat{u}_{n}$ and $\hat{u}_{n}^{(1)}$, multiply these values together to obtain values of $A=u \partial u / \partial x$ at discrete points, and use these values, in computing $\hat{A}_{n}=\frac{2}{\pi c_{n}}\left\langle A, T_{n}\right\rangle$. With the proper choice of physical space points, not only can the needed coefficients $\hat{A}_{n}(n=0, \ldots, N)$ be computed exactly, but the transforms involved may be computed using the FFT algorithm so that the total work required is only $O(N \log N$ ) operations.

Two reasonable choices of physical space points for the transform method can be made. Using Gauss-Chebyshev quadrature (Atkinson, 1978) the transform (2.18b) can be approximated by

$$
\begin{equation*}
\hat{u}_{n} \approx \frac{2}{(M+1) c_{n}} \sum_{j=0}^{M} u\left(\tilde{x}_{j}^{(M+1)}\right) T_{n}\left(\tilde{x}_{j}^{(M+1)}\right) \tag{3.47}
\end{equation*}
$$

where the quadrature points $\tilde{x}_{j}^{(M+1)}$ are the zeros of $T_{M+1}$ as given by (2.14). This formula amounts to approximating the integral (2.19b) by the midpoint rule and is exact when $u$ is a polynomial of degree at most $2 M+1$ - $n$. Thus for a quadratic nonlinear term such as $A=u \partial u / \partial x$ with each component a polynomial of degree at most $N$, we must choose

$$
\begin{equation*}
M \geq \frac{3 N-1}{2} \tag{3.48}
\end{equation*}
$$

in order to compute $\hat{A}_{n}$ exactly for $n=0, \ldots, N$. Using (2.12), both (3.47) and the evaluation of the series (2.18a) at the points $\tilde{x}_{j}^{(M+1)}$ can be written in forms computable using FFT's. However, the factor $\frac{1}{2}$ in (2.14) introduces phase shifts which complicate this calculation.

A simpler approach is to use the discrete Chebyshev transform pair (2.21) with $N$ replaced by $M$. Here the quadrature points $\bar{x}_{j}^{-(M)}$ are the locations of the extrema of $T_{M}$ as given by (2.15), corresponding to the
trapezoidal rule for (2.19b). As above, the spectral coefficients of quadratic nonlinear terms for $n=0, \ldots, N$ are computed exactly when (3.48) holds, and in this form the FFT algorithm may be used directly. Note that with either choice of quadrature points the use of the FFT requires the same number of values in physical and spectral space. Thus to compute a term like $A=u \partial u / \partial x$ one appends extra spectral coefficients $\hat{u}_{N+1}, \ldots, \hat{u}_{M}$ with the value zero to $\hat{u}_{0}, \ldots, \hat{u}_{N}$ (and similarly for $\hat{u}_{n}^{(1)}$ ) and computes the transforms to get values at the $M+1$ physical space points. After computing the product in physical space and transforming back, the extra coefficients $\hat{A}_{N+1}, \ldots, \hat{A}_{M}$ produced by this transform are simply dropped, since they do not enter the tau equations (in general they are also not computed exactly).

In other problems, cubic nonlinear terms can be computed exactly using the transform method with more points $[M \geq(4 N-1) / 2]$, although the extra points may not be needed in practice (Machenhauer and Daley, 1972). For more complicated nonlinearities, such as those arising from parameterizations, one must in general give up computing the spectral coefficients of the nonlinear terms exactly, and simply use the transform method with as many points as are necessary in order to achieve sufficient accuracy.

Boundary conditions for the tau method are handled by applying them directly to the series expansions (3.41) and using the resulting equations in place of (3.42) to diagnose or predict the last mode(s) as appropriate. For example, the wall condition (3.37) applied at $x=a$ gives

$$
\sum_{n=0}^{N}(-1)^{n} \hat{u}_{n}=0
$$

and the (linear) characteristic condition (3.22) applied at $\mathrm{x}=\mathrm{b}$ gives

$$
\begin{equation*}
\sum_{n=0}^{N}\left(\hat{u}_{n}-\frac{\hat{\phi}_{n}}{c}\right)=u_{B}(b, t)-\frac{\phi_{B}(b, t)}{c} \tag{3.50}
\end{equation*}
$$

These conditions can be used to diagnose $\hat{u}_{N}$ and $\hat{\phi}_{N}$ and thus (3.42a) and (3.42c) are applied only for $n=0, \ldots, N-1$. Any other combination of the boundary conditions (3.22) and (3.35)-(3.37) can be applied in a similar manner, as can (3.32) even though it is nonlinear. To apply the inflow condition (3.33) the direction of the flow must be checked at the boundary first; this is easily accomplished by evaluating the series there directly.

The generalization of the above techniques to two dimensions is straightforward. On the rectangular domain $\Omega=\left[0, L_{x}\right] \times\left[0, L_{y}\right]$ the appropriate expansions are

$$
\left[\begin{array}{l}
u(x, y, t)  \tag{3.51}\\
v(x, y, t) \\
\phi(x, y, t)
\end{array}\right] \approx\left[\begin{array}{l}
u_{M N}(x, y, t) \\
v_{M N}(x, y, t) \\
\phi_{M N}(x, y, t)
\end{array}\right]=\sum_{m=0}^{M} \sum_{n=0}^{N}\left[\begin{array}{c}
\hat{u}_{m n}(t) \\
\hat{v}_{m n}(t) \\
\hat{\phi}_{m n}(t)
\end{array}\right] T_{m}\left(x^{\prime}\right) T_{n}\left(y^{\prime}\right)
$$

with $x^{\prime}=2 x / L_{x}-1$ and $y^{\prime}=2 y / L_{y^{\prime}}-1$, and the relevant inner product is a double integral with the form (2.16) in both $x^{\prime}$ and $y^{\prime}$. The tau equations can be written directly from (3.1) as

$$
\left.\begin{array}{l}
\frac{d \hat{u}_{m n}}{d t}+\hat{A}_{m n}-f \hat{v}_{m n}+\hat{\phi}_{m n}^{(1,0)}=\hat{F}_{m n} \\
\frac{d \hat{v}_{m n}}{d t}+\hat{B}_{m n}+f \hat{u}_{m n}+\hat{\phi}_{m n}^{(0,1)}=\hat{G}_{m n}  \tag{3.52}\\
\frac{d \hat{\phi}_{m n}}{d t}+\hat{C}_{m n}+\hat{D}_{m n}+\bar{\phi}\left(\hat{u}_{m n}^{(1,0)}+\hat{v}_{m n}^{(0,1)}\right)=\hat{Q}_{m n}
\end{array}\right\},
$$

where the nonlinear terms are $A=u \partial u / \partial x+v \partial u / \partial y, B=u \partial v / \partial x+v \partial v / \partial y$, $C=u \partial \phi / \partial x+v \partial \phi / \partial y$ and $D=\phi(\partial u / \partial x+\partial v / \partial y)$, and $(\hat{i})_{m n}^{(1,0)}$ and $\left.\hat{( }\right)_{m n}^{(0,1)}$ denote the spectral coefficients of $x$ and $y$ derivatives, respectively. The transform method generalizes to two dimensions directly, and the application of boundary conditions is similar. In nonrectangular domains one can often use a coordinate transformation to reduce the problem to a rectangular domain (Orszag, 1980).

The tau equations (3.42) and (3.52) have been developed from the advective form (3.1), but the rotational form (3.2) can also be used. In one dimension the resulting models are similar, but in two dimensions the rotational form is preferable since it requires fewer transforms to compute the nonlinear terms than does the advective form (9 instead of 12). In either case the Chebyshev-tau equations closely parallel the continuous form of the model, and programming is easy (with explicit time differencing) once a set of routines for standard operations such as transforms and derivatives is developed. Nevertheless, Chebyshevcollocation methods are still easier, as will be seen in the next section.

### 3.4 The Chebyshev-Collocation Method

The formulation of the Chebyshev-collocation version of the shallow water model is extremely simple. On the domain $\Omega=\left[0, L_{x}\right] \times\left[0, L_{y}\right]$ we
again use the expansions (3.51), and introduce the collocation points $\bar{x}_{j}=[1+\cos (j \pi / M)] L_{x} / 2(j=0, \ldots, M)$ and $\bar{y}_{k}=[1+\cos (k \pi / N)] L_{y} / 2$ $(k=0, \ldots, N)$. The collocation equations can then be written directly from (3.1) as

$$
\left.\begin{array}{ll}
\frac{d \bar{u}_{j k}}{d t}+\bar{u}_{j k} \bar{u}_{j k}^{(1,0)}+\bar{v}_{j k} \bar{u}_{j k}^{(0,1)}-f \bar{v}_{j k}+\bar{\phi}_{j k}^{(1,0)} & =\bar{F}_{j k} \\
\frac{d \bar{v}_{j k}}{d t}+\bar{u}_{j k} \bar{v}_{j k}^{(1,0)}+\bar{v}_{j k} \bar{v}_{j k}^{(0,1)}+f \bar{u}_{j k}+\bar{\phi}_{j k}^{(0,1)} & =\bar{G}_{j k} \\
\frac{d \bar{\phi}_{j k}}{d t}+\bar{u}_{j k} \bar{\phi}_{j k}^{(1,0)}+\bar{v}_{j k} \bar{\phi}_{j k}^{(0,1)}+\left(\bar{\phi}+\bar{\phi}_{j k}\right)\left(\bar{u}_{j k}^{(1,0)}+\bar{v}_{j k}^{(0,1)}\right)=\bar{Q}_{j k} \tag{3.53}
\end{array}\right\},
$$

where $\left({ }^{-}\right)_{j k}$ denotes a value at the point $\left(\bar{x}_{j}, \bar{y}_{k}\right)$, and ()$^{(1,0)}$ and ( $)^{(0,1)}$ denote the $x$ and $y$ derivatives, respectively. To compute these derivatives one uses the usual collocation procedure: transform to spectral space, take the derivative there, and transform back to physical space. A total of 12 transforms is required for (3.53), the same as for the corresponding collocation equations generated from the rotational form (3.2); these transforms are all one-dimensional and equal in length to the truncation, whereas the transforms needed in the tau method are all two-dimensional and longer than the truncation. No special treatment is needed for the nonlinear terms; other problems with more complicated nonlinearities (even transcendental ones) are handled with the same simplicity.

Boundary conditions for the collocation method are formulated exactly as in the continuous case, since the model variables $\bar{u}_{j k}, \bar{v}_{j k}$ and $\bar{\phi}_{j k}$ are carried at the boundary points. For example, to apply the wall condition (3.37) one simply sets the corresponding values of $\bar{u}_{j k}$ and $\bar{v}_{j k}$ to zero, such as $\bar{u}_{0, k}=0(k=0, \ldots, N)$ for the boundary $x=L_{x}$. The
characteristic boundary condition (3.32) specifies the incoming combination $u_{\perp}-2(\bar{\phi}+\phi)^{\frac{1}{2}}$ at the boundary; to determine both $u_{\perp}$ and $\phi$ there we simply require that the outgoing quantity $u_{\perp}+2(\bar{\phi}+\phi)^{\frac{1}{2}}$ be unchanged from its value as predicted by the interior equations (3.53). The inflow condition (3.33) may be implemented directly in the collocation method since all model variables are in physical space. However, in one dimension the balance condition is easier to implement in the predictive form (3.36), since the diagnostic form (3.35) leads to implicit equations due to the global dependence of the derivatives.

The price one pays for the simplicity of the collocation method is the introduction of aliasing. In nonlinear processes such as advection there is often a transfer of energy between scales of motion. For example, in computing a nonlinear term such as $u \partial u / \partial x$ in the onedimensional model (3.40) we see from (3.45) that even if $u$ and $\partial u / \partial x$ involve only the larger scales $T_{n}$ for $n=0, \ldots, N$, their product involves the smaller scales $T_{n}$ for $n=N+1, \ldots, 2 N$ as well. In the tau method the contributions of such nonlinear terms to the resolvable scales ( $T_{\mathrm{n}}$ for $n=0, \ldots, N$ ) are computed exactly, with the contributions to the unresolvable scales simply neglected. In the collocation method the evaluation of a term such as $\bar{u}_{j k} \bar{u}_{j k}^{(1,0)}$ in general takes the information which should go into unresolvable scales and spreads it over the resolvable scales. This phenomenon is known as aliasing (Haltiner and Williams, 1980, pp. 170-176).

The consequences of aliasing are not immediately clear. In finite difference schemes aliasing can sometimes lead to numerical instabilities (Phillips, 1959). Fox and Orszag (1973) suggest that such instabilities can be avoided in collocation methods by using rotational
forms of the equations such as (3.2). One can also make a case that aliasing need not be regarded as a type of error (Orszag, 1971c, 1972). The effects of aliasing will be examined in the next section, in which we present results from the Chebyshev models developed above.

### 3.5 Results

To adequately test the Chebyshev spectral models developed above we need a standard against which their solutions may be compared. No general closed-form solution of the shallow water equations on an infinite domain exists, although in the linear case the normal mode expansion developed in section 3.1 could be used. A convenient standard does exist, however, for the linear, $y$-independent problem (3.19), since the solution converges to that of the corresponding balanced model as $t \rightarrow \infty$ (provided the initial conditions are geostrophic and the forcing tends to zero as $t \rightarrow \infty)$, and the latter solution can be computed easily from (3.28). In this section we use this comparison to investigate the accuracy of the methods and boundary conditions, and then present some simple examples of nonlinear and two-dimensional results.

The test case used for the one-dimensional results reported here consists of a separable geopotential sink

$$
\begin{equation*}
Q(x, t)=-\Phi(x) \frac{d T(t)}{d t} \tag{3.54}
\end{equation*}
$$

with no forcing of the wind field ( $F=G=0$ ) and the initial fields $u^{\prime}$, $v^{\prime}$ and $\phi^{\prime}$ all zero. The space dependence of (3.54) is the Gaussian function

$$
\begin{equation*}
\Phi(x)=\Phi_{0} e^{-\left(x / x_{0}\right)^{2}} \tag{3.55}
\end{equation*}
$$

where $x_{0}$ is the e-folding width, as shown in Fig. 5a. The time dependence is

$$
\begin{equation*}
\frac{d T(t)}{d t}=\frac{1}{t_{0}}\left(\frac{2 t}{t_{0}}\right)^{2} e^{-2 t / t_{0}} \tag{3.56}
\end{equation*}
$$

where $t_{0}$ is the time of maximum forcing, as shown in Fig. 5 b . This time dependence satisfies

$$
\begin{equation*}
T(t)=\int_{0}^{t} \frac{d T\left(t^{\prime}\right)}{d t^{\prime}} d t^{\prime}=1-\left[1+\left(\frac{2 t}{t_{0}}\right)+\frac{1}{2}\left(\frac{2 t}{t_{0}}\right)^{2}\right] e^{-2 t / t_{0}} \tag{3.57}
\end{equation*}
$$

so that

$$
\begin{equation*}
\int_{0}^{\infty} Q(x, t) d t=-\Phi(x) . \tag{3.58}
\end{equation*}
$$

With the separable forcing (3.54) the balanced model solution (3.28) with $\bar{u}=0$ reduces to

$$
\left.\begin{array}{l}
u^{\prime}(x, t)=\left[\frac{1}{2}\left(I_{1}-I_{2}\right) \frac{\Phi(x)}{c}\right]\left[\frac{1}{f} \frac{d T(t)}{d t}\right] \\
v^{\prime}(x, t)=-\left[\frac{1}{2}\left(I_{1}-I_{2}\right) \frac{\Phi(x)}{c}\right] T(t)  \tag{3.59}\\
\frac{\phi^{\prime}(x, t)}{c}=\left[\frac{1}{2}\left(I_{1}+I_{2}\right) \frac{\Phi(x)}{c}\right] T(t)
\end{array}\right\}
$$

Substituting (3.55) into (3.29) we can express the integrals in (3.59) as

$$
\left.\begin{array}{l}
I_{1} \Phi(x)=\Phi_{0} s_{0} \sqrt{\pi} e^{s_{0}^{2}-f x / c} \operatorname{erfc}\left(s_{0}-\frac{x}{x_{0}}\right)  \tag{3.60}\\
I_{2} \Phi(x)=\Phi_{0} s_{0} \sqrt{\pi} e^{s_{0}^{2}+f x / c} \operatorname{erfc}\left(s_{0}+\frac{x}{x_{0}}\right)
\end{array}\right\},
$$



Figure 5. Space dependence (a) and time dependence (b) of the geopotential forcing.
where $s_{0}=\frac{f x}{2 c}$ and

$$
\begin{equation*}
\operatorname{erfc}(z)=\frac{2}{\sqrt{\pi}} \int_{z}^{\infty} e^{-s^{2}} d s \tag{3.61}
\end{equation*}
$$

is the complementary error function (Abramowitz and Stegun, 1964, chapter 7).

For the results presented here we take advantage of the spatial symmetry of the forcing by using the domain $[\mathrm{a}, \mathrm{b}]=[0,1000 \mathrm{~km}]$ with a wall at $\mathrm{x}=0$. The Coriol is parameter is $\mathrm{f}=5 \times 10^{-5} \mathrm{~s}^{-1}$, corresponding to a latitude of $20^{\circ} \mathrm{N}$, and the space scale of the forcing is $x_{0}=200 \mathrm{~km}$. Two forcing time scales are considered: "slow" forcing with $t_{0}=12$ hours and "fast" forcing with $t_{0}=3$ hours. The fast forcing generates more gravity waves, but in view of (3.58) the final state is the same in both cases. The spectral truncation $N=16$ is used unless otherwise noted, and the space-discretized equations are integrated using explicit time differencing with the time step chosen small enough that the time differencing errors are negligible. As discussed in Fulton and Schubert (1985), the shallow water model can be related to the full "primitive equations," which govern the motions of a compressible atmosphere, through a vertical normal mode transform. For this reason we consider here three different values of $c$, namely 250,50 and $10 \mathrm{~ms}^{-1}$, which correspond roughly to the external, first internal and sixth internal modes of a compressible atmosphere with a lid at the pressure 100 mb . These different values of $c$ give differing partitions of energy between gravity waves and geostrophic flow, as discussed by Schubert et al. (1980). Since the problem is linear the forcing amplitude $\Phi_{0}$ is arbitrary; here we choose $\Phi_{0}=c^{2} / 10$ so that the final state variables $u^{\prime}$, $v^{\prime}$ and $\phi^{\prime} / c$ have the same order of magnitude for each of the three choices of $c$.

First we consider the effects of four different boundary conditions applied at $\mathrm{x}=\mathrm{b}$ : the inhomogeneous characteristic condition (3.22), the homogeneous characteristic condition (3.21), the balance condition (3.35) and the wall condition (3.37). For the case $c=250 \mathrm{~ms}^{-1}$, which corresponds roughly to the external mode of the atmosphere, the final state is essentially reached by the time $t=8 t_{0}$ at which the solutions are displayed below. The analytical final state as computed from the balanced model is shown in Fig. 6; in this and subsequent figures the dotted line represents $u$, the dashed line $v$ and the solid line $\phi / c$. With the inhomogeneous characteristic condition the numerical (Chebyshev-tau) solution is essentially the same as the analytical solution and hence is not shown. With the homogeneous characteristic condition the numerical solution in both the slow and fast forcing cases is as shown in Fig. 7; the incorrect specification of the boundary values has shifted $\phi$ by a constant and distorted the slope of $v$ near the boundary. With the balance condition the numerical solution is close to the analytical solution for the slow forcing case (Fig. 8), but with fast forcing the effects of trapped gravity waves are clearly seen in both $u$ and $\phi$ (Fig.9). Similarly, the wall condition leads to $v=0$ at the boundary and considerable distortion of $\phi$ in both the slow forcing (Fig. 10) and fast forcing (Fig. 11) cases (note the change of scale for $\phi / c$ ).

In the case $c=50 \mathrm{~ms}^{-1}$, corresponding roughly to the first internal mode of the atmosphere, the analytical final state shown in Fig. 12 is reached by the time $t=96$ hours at which the numerical results below are shown. With the inhomogeneous characteristic condition the numerical solution again is essentially the same as the analytical solution and hence is not shown. With the homogeneous characteristic condition the


Figure 6. Analytical solution of the linear, $y$-independent shallow water model for the case $c=250 \mathrm{~ms}^{-1}$. The dotted line represents $u$, the dashed line $v$ and the solid line $\phi / c$.


Figure 7. Numerical solution with the homogeneous characteristic condition for the case $\mathrm{c}=250 \mathrm{~ms}^{-1}$.


Figure 8. Numerical solution with the balance condition for the case $\mathrm{c}=250 \mathrm{~ms}^{-1}$ with slow forcing.


Figure 9. Numerical solution with the balance condition for the case $c=250 \mathrm{~ms}^{-1}$ with fast forcing.


Figure 10. Numerical solution with the wall condition for the case $\mathrm{c}=250 \mathrm{~ms}^{-1}$ with slow forcing.


Figure 11. Numerical solution with the wall condition for the case $\mathrm{c}=250 \mathrm{~ms}^{-1}$ with fast forcing.


Figure 12. Analytical solution of the linear, $y$-independent shallow water model for the case $c=50 \mathrm{~ms}^{-1}$.


Figure 13. Numerical solution with the homogeneous characteristic condition for the case $c=50 \mathrm{~ms}^{-1}$.


Figure 14. Numerical solution with the balance condition for the case $\mathrm{c}=50 \mathrm{~ms}^{-1}$ with slow forcing.


Figure 15. Numerical solution with the balance condition for the case $\mathrm{c}=50 \mathrm{~ms}^{-1}$ with fast forcing.


Figure 16. Numerical solution with the wall condition for the case $c=50 \mathrm{~ms}^{-1}$ with slow forcing.


Figure 17. Numerical solution with the wall condition for the case $\mathrm{c}=50 \mathrm{~ms}^{-1}$ with fast forcing.
final state shown in Fig. 13 is reached in both the slow and fast forcing cases; as before this boundary condition has distorted v near the boundary and shifted $\phi$ by a constant. With the balance condition only a small amount of distortion due to trapped gravity waves is evident in the slow forcing case (Fig. 14), but with fast forcing (Fig. 15) the gravity waves nearly dominate the solution. Similarly poor results are also obtained with the wall condition with slow forcing (Fig. 16) and with fast forcing (Fig. 17).

Figure 18 shows the analytical final state for the case $\mathrm{c}=10 \mathrm{~ms}^{-1}$, which corresponds roughly to the ninth internal mode of the atmosphere. With the inhomogeneous characteristic condition the numerical solutions at $t=96$ hours show some evidence of gravity waves in both the slow forcing (Fig. 19) and fast forcing (Fig. 20) cases. This is because c is small enough that waves on the scale of the domain have frequencies close to the Coriolis frequency $f$ and hence are substantially reflected by the characteristic condition. Since there is little balanced flow near the boundary, the solution obtained with the homogeneous characteristic condition, shown in Fig. 21 for the fast forcing case, is very close to that obtained with the inhomogeneous characteristic condition. Finally, the balance and wall conditions, being totally reflecting, produce still worse results, as shown in Figs. 22-25.

The relative accuracies of the various boundary conditions as evidenced by the above results are confirmed in detail in Table 1, which gives the $L_{2}$ errors in $u, v$ and $\phi / c$ for each of the cases presented above. For the characteristic boundary conditions the errors presented are asymptotic errors obtained with the Chebyshev-tau method; for $\mathrm{c}=10$ $\mathrm{ms}^{-1}$ the errors decay only slowly due to partial reflection of gravity


Figure 18. Analytical solution of the linear, $y$-independent shallow water model for the case $c=10 \mathrm{~ms}^{-1}$.


Figure 19. Numerical solution with the inhomogeneous characteristic condition for the case $\mathrm{c}=10 \mathrm{~ms}^{-1}$ with slow forcing.


Figure 20. Numerical solution with the inhomogeneous characteristic condition for the case $c=10 \mathrm{~ms}^{-1}$ with fast forcing.


Figure 21. Numerical solution with the homogeneous characteristic condition for the case $\mathrm{c}=10 \mathrm{~ms}^{-1}$ with fast forcing.


Figure 22. Numerical solution with the balance condition for the case $c=10 \mathrm{~ms}^{-1}$ with slow forcing.


Figure 23. Numerical solution with the balance condition for the case $c=10 \mathrm{~ms}^{-1}$ with fast forcing.


Figure 24. Numerical solution with the wall condition for the case $\mathrm{c}=10 \mathrm{~ms}^{-1}$ with slow forcing.


Figure 25. Numerical solution with the wall condition for the case $\mathrm{c}=10 \mathrm{~ms}^{-1}$ with fast forcing.

Table 1. $L_{2}$ errors in $u, v$ and $\phi / c$ for the Chebyshev-tau method with various boundary conditions (Numbers in parentheses are exponents of 10 ).

| $\begin{gathered} c \\ \left(m s^{-1}\right) \end{gathered}$ | $\begin{gathered} t_{0} \\ \text { (hours) } \end{gathered}$ | Boundary condition at $\mathrm{x}=\mathrm{b}=1000 \mathrm{~km}$ | $\mathrm{L}_{2}$ errors ( $\mathrm{ms}^{-1}$ ) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | u | $v$ | ¢/c |
| 250 | 12 | Inhomo. char. Homo. char. Balance Wall | $\begin{aligned} & 2.74(-13) \\ & 1.09(-12) \\ & 6.17(-3) \\ & 7.45(-4) \end{aligned}$ | $\begin{aligned} & 9.66(-7) \\ & 8.25(-2) \\ & 3.90(-4) \\ & 4.18(-1) \end{aligned}$ | $\begin{aligned} & 1.23(-8) \\ & 7.16(-1) \\ & 3.09(-3) \\ & 3.63(0) \end{aligned}$ |
|  | 3 | Inhomo. char. Homo. char. Balance Wall | $\begin{aligned} & 5.75(-12) \\ & 1.29(-11) \\ & 1.91(-1) \\ & 4.34(-2) \end{aligned}$ | $\begin{aligned} & 9.66(-7) \\ & 8.25(-2) \\ & 3.33(-2) \\ & 4.16(-1) \end{aligned}$ | $\begin{aligned} & 1.23(-8) \\ & 7.16(-1) \\ & 2.62(-1) \\ & 3.63(0) \end{aligned}$ |
| 50 | 12 | Inhomo. char. Homo. char. Balance Wall | $\begin{aligned} & 9.09(-13) \\ & 2.25(-12) \\ & 3.97(-2) \\ & 1.36(-2) \end{aligned}$ | $\begin{aligned} & 9.65(-7) \\ & 1.36(-1) \\ & 1.28(-2) \\ & 1.78(-1) \end{aligned}$ | $\begin{aligned} & 5.77(-8) \\ & 2.53(-1) \\ & 2.13(-2) \\ & 3.33(-1) \end{aligned}$ |
|  | 3 | Inhomo. char. Homo. char. Balance Wall | $\begin{aligned} & 3.50(-13) \\ & 2.40(-13) \\ & 4.05(-1) \\ & 3.04(-1) \end{aligned}$ | $\begin{aligned} & 9.65(-7) \\ & 1.36(-1) \\ & 1.75(-1) \\ & 2.46(-1) \end{aligned}$ | $\begin{aligned} & 5.78(-8) \\ & 2.53(-1) \\ & 3.20(-1) \\ & 4.25(-1) \end{aligned}$ |
| 10 | 12 | Inhomo. char. <br> Homo. char. <br> Balance <br> Wall | $\begin{aligned} & 1.38(-3) \\ & 1.37(-3) \\ & 2.26(-2) \\ & 2.19(-2) \end{aligned}$ | $\begin{aligned} & 3.61(-3) \\ & 3.23(-3) \\ & 1.73(-2) \\ & 1.88(-2) \end{aligned}$ | $\begin{aligned} & 2.09(-3) \\ & 4.07(-3) \\ & 1.31(-2) \\ & 1.53(-2) \end{aligned}$ |
|  | 3 | Inhomo. char. Homo. char. Balance Wall | $\begin{aligned} & 1.43(-2) \\ & 1.42(-2) \\ & 1.07(-1) \\ & 1.16(-1) \end{aligned}$ | $\begin{aligned} & 5.05(-3) \\ & 4.55(-3) \\ & 7.75(-2) \\ & 7.48(-2) \end{aligned}$ | $\begin{aligned} & 5.05(-3) \\ & 3.56(-3) \\ & 7.34(-2) \\ & 7.55(-2) \end{aligned}$ |

waves, so errors at the arbitrary time $t=192$ hours are shown. For the balance and wall conditions the errors are averaged over a given period ( 1,5 and 25 hours for $\mathrm{c}=250,50$ and $10 \mathrm{~ms}^{-1}$, respectively), starting at the time of the corresponding figures, in order to smooth out the effects of trapped gravity waves. From this Table we conclude the following. First, the inhomogeneous characteristic condition gives the best results in each case, usually by many orders of magnitude. Second, with little balanced flow near the boundary the two characteristic conditions give comparable errors which decay slowly with time due to partial relection of gravity waves. Third, the balance condition is preferable to both the wall and homogeneous characteristic conditions when the forcing is slow and there is significant balanced flow near the boundary. Finally, with fast foreng the balance and wall conditions give comparably poor results.

For the results presented above the Chebyshev-tau and Chebyshevcollocation solutions are the same on the scale of the graphs. Indeed, Table 1 shows that the overall accuracy of the method is limited by the accuracy of the boundary condition, not the discretization method, for all but the inhomogeneous characteristic condition. For that condition, however, there are significant differences between the tau and collocation solutions. Table 2 shows the $L_{2}$ errors in $u, v$ and $\phi / c$ at $\mathrm{t}=96$ hours obtained using the inhomogeneous characteristic condition for different values of the spectral truncation $N$; these results are for the case $\mathrm{c}=50 \mathrm{~ms}^{-1}$ with fast forcing. For the tau method (the first column for each of $u, v$ and $\phi / c) u$ is essentially zero, indicating that all gravity waves have propagated out of the domain, and both $v$ and $\phi / c$

Table 2. $L_{2}$ errors in $u^{\prime}, v^{\prime}$ and $\phi^{\prime} / c$ at $t=96$ hours, for the case $c=50 \mathrm{~ms}^{-1}$ with fast forcing, as functions of the spectral truncation $N$. The columns labeled col. (phys.) and col. (spec.) are for the collocation method with the boundary conditions applied in physical space (the usual method) and spectral space, respectively.

| N | $\mathrm{L}_{2}$ error in $\mathrm{u}\left(\mathrm{ms}^{-1}\right)$ |  |  | $\mathrm{L}_{2}$ error in $\mathrm{v}\left(\mathrm{ms}^{-1}\right)$ |  |  | $\mathrm{L}_{2}$ error in $\phi / \mathrm{c}\left(\mathrm{ms}^{-1}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | tau | col. (phys.) | $\begin{gathered} \text { col. } \\ \text { (spec.) } \end{gathered}$ | tau | col. <br> (phys.) | $\begin{gathered} \text { col. } \\ \text { (spec.) } \end{gathered}$ | tau | col. <br> (phys.) | $\begin{gathered} \text { col. } \\ \text { (spec.) } \end{gathered}$ |
| 4 | 5.85(-13) | 1.38(-3) | 2.47(-12) | 1.82(-2) | 5.72(-2) | 5.38(-2) | 5.80(-3) | 2.68(-2) | 2.64(-2) |
| 8 | 4.31(-13) | 2.13(-6) | 3.64(-12) | 9.33(-4) | 2.19(-3) | $1.67(-3)$ | 1.52(-4) | 1.47(-4) | 1.46(-4) |
| 12 | 4.43(-13) | 6.51(-6) | 5.25(-12) | 5.12(-5) | 9.39(-5) | 5.79(-5) | 3.82(-6) | 6.72(-6) | 3.34(-6) |
| 16 | 3.50(-13) | 3.65(-6) | 4.68(-12) | 9.65(-7) | 1.18(-6) | 8.94(-7) | 5.78(-8) | 8.06(-6) | 6.62(-8) |
| 20 | 1.09(-12) | 4.72(-6) | 1.30(-11) | 1.23(-8) | 5.99(-8) | 1.72(-8) | 8.52(-10) | 3.76(-6) | 7.00(-10) |
| 24 | 1.09(-12) | 1.71(-6) | 1.33(-11) | 2.56(-10) | 4.74(-8) | 2.98(-10) | 9.68(-12) | 3.26(-6) | $1.32(-10)$ |

converge exponentially with N as expected. However, in the collocation method (the second column) $u$ is small but nonzero and $\phi / c$ does not converge exponentially with $N$. Since $v$ does converge fairly quickly, it is likely that this lessened accuracy of the collocation method is related to the boundary condition, which involves $u$ and $\phi / c$ and is applied in physical space. Indeed, if the same condition is applied in spectral space for the collocation method (by transforming $u$ and $\phi$ to spectral space, applying the boundary condition exactly as in the tau method and transforming back), the accuracy obtained (the third column) is nearly as good as in the tau method. This result is not unexpected, since for linear problems such as the one studied here the tau and collocation approximations differ only by the projection of the initial conditions and forcing and the application of the boundary conditions (Gottlieb and Orszag, 1977, p. 15). Nevertheless, the relative inaccuracy of the collocation method with boundary conditions applied in physical space as usual is surprising and merits further study.

To test the nonlinear versions of the one-dimensional shallow water model we use the case $\mathrm{c}=50 \mathrm{~ms}^{-1}$ with fast forcing. With $\Phi_{0}=250 \mathrm{~m}^{2} \mathrm{~s}^{-2}$ as above the problem is essentially linear, so the linear form (3.22) of the characteristic condition still works well and the inflow condition (3.33) is not needed in practice. In this case the tau and collocation solutions are similar to the linear solutions presented above, both with the advective and rotational forms of the equations. When the amplitude of the forcing is increased to $\Phi_{0}=4000 \mathrm{~m}^{2} \mathrm{~s}^{-2}$, however, the problem is indeed nonlinear, and the nonlinear form (3.32) of the characteristic condition produces significantly less reflection of gravity waves (as evidenced by oscillations in $u$ ) than the linear form (3.22).

Furthermore, the inflow condition (3.33) is in fact necessary; without it, the $v$ field develops large oscillations which are clearly not physically meaningful. Thus for the numerical results presented below (computed for the case $\Phi_{0}=4000 \mathrm{~m}^{2} \mathrm{~s}^{-2}$ ) we use the nonlinear form of the characteristic condition and apply the inflow condition at $x=b$.

Figure 26 shows the analytical final state of the linear model, for the purpose of comparison. The nonlinear Chebyshev-tau solution at $t=36$ hours is shown in Fig. 27; the tau solutions obtained from the advective and rotational forms are identical on the scale of this figure. The main effect of the nonlinear terms is to steepen the slope of $v$ near $\mathrm{x}=0$, shifting the peak in v from about $\mathrm{x}=275 \mathrm{~km}$ to about $\mathrm{x}=150 \mathrm{~km}$ and reducing $\phi$ at $x=0$ slightly. The oscillations present in the $v$ field are due to the inexact specification of the boundary value of $v$ (the values used are from (3.59) which is exact for the linear solution only). Since in the tau method the inflow condition determines the last spectral coefficient $\hat{\mathrm{v}}_{\mathrm{N}}$, the error introduced at the boundary causes some high wavenumber oscillations throughout the domain. In contrast, the Chebyshev-collocation solution in Fig. 28 (computed from the advective form) has less high wavenumber oscillation in $v$, but shows some evidence of gravity waves in $u$ and $\phi$. The collocation solution computed from the rotational form (Fig. 29) is similar but has slightly less evidence of gravity waves.

In general, models which include nonlinear advective processes (such as the shallow water model) have the potential for forming shocks or near-discontinuities, in much the same way that the slope of $v$ near $x=0$ increased in the example above. This poses a problem for most numerical methods, since eventually the gradient may become too sharp to


Figure 26. Analytical solution of the linear, $y$-independent shallow water model for the case $\mathrm{c}=50 \mathrm{~ms}^{-1}$ with $\Phi_{0}=4000 \mathrm{~m}^{2} \mathrm{~s}^{-2}$.


Figure 27. Chebyshev-tau solution of the nonlinear model.


Figure 28. Chebyshev-collocation solution of the nonlinear model in advective form.


Figure 29. Chebyshev-collocation solution of the nonlinear model in rotational form.
be resolved, regardless of the discretization scheme. In spectral models this lack of resolution results in high wavenumber oscillations (e.g., Schubert et al., 1984). Fox and Orszag (1973) claim that in pseudospectral (collocation) models these oscillations may lead to instability unless the equations are formulated in a conservative or rotational form. No evidence of such instability was detected in the one-dimensional model considered here, and even with the spectral truncation reduced to $N=8$ very little oscillation developed. In cases where such oscillations do develop they may be reduced by including suitable friction terms or filtering, which may also help in reducing oscillations and spurious gravity waves introduced by incorrect specification of boundary values. Since the inclusion of friction terms can strongly influence the efficiency of Chebyshev methods, this topic will be addressed again in the next chapter.

To test the Chebyshev spectral versions of the two-dimensional shallow water model we use a two-dimensional analogue of the test case used above. Specifically, the fields $u$, $v$ and $\phi$ are zero initially, the wind field forcing is zero ( $\mathrm{F}=\mathrm{G}=0$ ), and the mass field is forced by a separable geopotential sink $Q$, similar to (3.54), with space dependence given by

$$
\begin{equation*}
\Phi(x, y)=\Phi_{0} \exp \left[-\left(\frac{x-x_{c}}{x_{0}}\right)^{2}-\left(\frac{y-y_{c}}{y_{0}}\right)^{2}\right] \tag{3.62}
\end{equation*}
$$

and time dependence given by (3.56). For the results presented below the model domain is $[0,3000 \mathrm{~km}] \times[0,3000 \mathrm{~km}]$, the forcing is centered at $\left(x_{c}, y_{c}\right)=(1000 \mathrm{~km}, 1000 \mathrm{~km})$ with e-folding width $x_{0}=y_{0}=200 \mathrm{~km}$ and
amplitude $\Phi_{0}=2500 \mathrm{~m}^{2} \mathrm{~s}^{-2}$, and the forcing time scale $\mathrm{t}_{0}$ is 3 hours. As before, $f=5 \times 10^{-5} \mathrm{~s}^{-1}$, corresponding to the latitude $20^{\circ} \mathrm{N}$, and we choose $\mathrm{c}=50 \mathrm{~ms}^{-1}$ which corresponds roughly to the first internal mode of the atmosphere. The spectral truncation $\mathrm{N}=24$ is used in both x and y .

The nonlinear numerical solutions at $t=6$ hours, computed using the homogeneous characteristic condition and the wall condition, are shown in Figs. 30a and 30b, respectively. In these and subsequent figurẹs, $\phi / \mathrm{c}$ is represented by contour lines (with contour interval $0.5 \mathrm{~ms}^{-1}$ and dotted lines for negative values) and the wind field by vectors at discrete points (scaled so that a vectior from one point to the next would have magnitude $4 \mathrm{~ms}^{-1}$ ). We see that the gravity wave front generated by the forcing has just started to reach the boundaries, with the wall condition distorting the solution slightly. Three hours later the solution with the characteristic condition (Fig. 31a) shows the wave passing through the boundary, while the wall condition (Fig. 31b) has reflected it. By $t=12$ hours there is some distortion in the solution with the characteristic condition, as shown in Fig. 32a. Some of this may be due to partial reflection of gravity waves; more likely, most of it is due to applying the characteristic condition in the homogeneous form where there is significant balanced flow, e.g. on the x-axis near $\mathrm{x}=1000 \mathrm{~km}$. However, this distortion is minimal compared to that due to reflection of gravity waves by the wall condition (Fig. 32b). At $t=24$ hours the gravity waves have essentially left the domain in the solution with the characteristic condition (Fig. 33a), while they almost dominate the solution with the wall condition (Fig. 33b).

The solutions with the characteristic condition presented above were computed by the tau method using the rotational form (3.2) of the

(b)


Figure 30. Chebyshev-tau solution of the two-dimensional shallow water model at $t=6$ hours using (a) the homogeneous characteristic condition and (b) the wall condition.


Figure 31. Chebyshev-tau solution of the two-dimensional shallow water model at $t=9$ hours using (a) the homogeneous characteristic condition and (b) the wall condition.


Figure 32. Chebyshev-tau solution of the two-dimensional shallow water model at $t=12$ hours using (a) the homogeneous characteristic condition and (b) the wall condition.


Figure 33. Chebyshev-tau solution of the two-dimensional shallow water model at $t=24$ hours using (a) the homogeneous characteristic condition and (b) the wall condition.
equations; the tau solution using the advective form (3.1) is very similar, and hence is not shown. However, since the nonlinear characteristic condition (3.32) and the inflow condition (3.33) are difficult to apply in two dimensions with the tau discretization, only the linear form (3.30) of the characteristic condition was applied. Corresponding solutions at $t=24$ hours computed by the collocation method from the advective and rotational forms are shown in Figs. 34a and 34b, respectively. Although these results were computed using the boundary conditions (3.32) and (3.33) [with $\left(u_{\|}\right)_{B}$ specified as zero], which are appropriate for the nonlinear problem, and also involve aliasing, they differ little from the tau results shown in Fig. 33a. The collocation solution from the rotational form, however, does show a slight "squaring off" of the vortex not seen in the other methods. As in the onedimensional case, no evidence of instability was seen for the collocation method based on the advective form of the equations.

One significant difference between the tau and collocation methods for this problem is the computer time they require. As mentioned previously, the tau method requires more work per time step than the collocation method since the transforms involved are both larger and two-dimensional. Table 3 shows the amount of computer time required to evaluate all terms in the model equations using each of the various discretization methods and equation forms with the spectral truncation $N=24$ in both $x$ and $y$. These estimates are based on timing tests performed on a CRAY-1 computer, using code written to take maximum advantage of the vector processing on that machine. They suggest that the collocation method may be twice as fast as the tau method. However, the overall efficiency of the model depends also on the time


Figure 34. Chebyshev-collocation solution of the twodimensional shallow water model at $t=24$ hours using (a) the advective form and (b) the rotational form of the governing equations.
differencing scheme used and the related considerations of accuracy and stability. These topics are discussed in detail in the next chapter.

Table 3. Computer time (milliseconds) required to evaluate all terms in the shallow water model.

| Equation Form | Space Discretization |
| :--- | :---: |
|  | tau |
| linear | 1 |
| collocation |  |
| advective | 12 |
| rotational | 9 |

## CHAPTER 4

## TIME DIFFERENCING AND EFFICIENCY

Discretizing the governing equations of a model in space using a spectral method results in a set of ordinary differential equations in time which may be written in the form

$$
\begin{equation*}
\frac{d u}{d t}=\underset{\sim}{F}(\underset{\sim}{u}, t) . \tag{4.1}
\end{equation*}
$$

Here the vector $\underset{\sim}{u}(t)$ consists of the spectral coefficients (Galerkin and tau projections) or the values at collocation points (collocation projection) of the model variables. Often there are diagnostic relations (i.e. equations not involving time derivatives) in addition to (4.1), such as boundary conditions, which must be satisfied by $u$ for all t. If the basis functions of the spectral method are the normal modes of the linear part of the model then (4.1) reduces to a set of forced oscillation equations, similar to (3.17), which are coupled only through the nonlinear terms; the linear part of the model can then be solved analytically (e.g., DeMaria and Schubert, 1984; Schubert and DeMaria, 1984). However, such normal mode spectral models are usually feasible only with reflecting or periodic boundary conditions.

In more general situations, such as in the Chebyshev models developed above, the model variables are coupled and (4.1) can be solved only approximately (this is also true for the nonlinear terms in normal mode models). Typically one uses a finite difference discretization in time. That is, $\underset{\sim}{u}(t)$ is represented by values $\underset{\sim}{u}(k)$ at discrete time
levels $t_{k}(k=0,1,2, \ldots)$ and (4.1) is approximated using finite differences. This approximate form is used to compute the solution at a time level $t_{k+1}$ from information at time $t_{k}$ (and possibly other previous levels), the model being initialized at $t=t_{0}$ from specified initial conditions. The choice of time differencing schemes affects the efficiency and accuracy of a spectral model and greatly affects the ease of programming.

In this chapter we discuss time differencing for spectral methods, especially those based on Chebyshev polynomial expansions. Section 4.1 deals with explicit time differencing schemes, which are the easiest to implement. Two modifications have been proposed in the literature to improve the performance of explicit schemes for spectral methods; these are discussed briefly in section 4.2. In section 4.3 we describe implicit schemes for tau and collocation models; these schemes are rather difficult to implement but may be quite efficient in some cases.

### 4.1 Explicit Schemes

The time-discretized form of (4.1) is called an explicit scheme when it can be solved explicitly for ${\underset{\sim}{u}}^{(k+1)}$ in terms of values at previous time levels, e.g. ${\underset{\sim}{u}}^{(k)},{\underset{\sim}{u}}^{(k-1)}$, etc. Typical explicit schemes include the Euler (or forward) scheme

$$
\begin{equation*}
\frac{{\underset{\sim}{u}}^{(k+1)}-{\underset{\sim}{u}}^{(k)}}{\Delta t}={\underset{\sim}{F}}^{(k)}, \tag{4.2}
\end{equation*}
$$

the modified Euler (or second-order Runge-Kutta) scheme

$$
\left.\begin{array}{l}
\frac{{\underset{\sim}{u}}^{\left(k+\frac{13}{2}\right)}-{\underset{\sim}{u}}^{(k)}}{\frac{1}{2} \Delta t}={\underset{\sim}{F}}^{(k)}  \tag{4.3}\\
\frac{{\underset{\sim}{u}}^{(k+1)}-{\underset{\sim}{u}}^{(k)}}{\Delta t}={\underset{\sim}{F}}^{\left(k+\frac{1}{2}\right)}
\end{array}\right\},
$$

and the second-order Adams-Bashforth scheme

$$
\begin{equation*}
\frac{{\underset{\sim}{u}}^{(k+1)}-{\underset{\sim}{u}}^{(k)}}{\Delta t}=3 / 2{\underset{\sim}{F}}^{(k)}-\frac{1 / 2}{F_{\sim}}(k-1), \tag{4.4}
\end{equation*}
$$

where $t_{k}=k \Delta t$ with $\Delta t$ a fixed positive number and $\underset{\sim}{F}(k)=\underset{\sim}{E}\left({\underset{\sim}{u}}^{(k)}, t_{k}\right)$. These and other explicit schemes have been extensively discussed and analyzed, e.g. Kurihara, 1965; Lilly, 1965; Young, 1968; Mesinger and Arakawa, 1976; Stoer and Bulirsch, 1980.

With explicit time differencing, spectral models are quite easy to program. Since the operations involved in the right-hand side $\underset{\sim}{F}$ of (4.1), such as transforms and derivatives, are performed on known values of $\underset{\sim}{u}$, they need be programmed only once as "canned" or "library" routines, which are then simply called as needed. The resulting spectral codes are often simpler than corresponding finite difference codes. In fact, it is often possible to simply write the spectral code directly from the continuous form of the equations, without ever writing down the discrete form of the equations. Explicit time differencing is definitely desirable when it is suitably efficient.

The choice between different explicit schemes is a compromise between considerations of accuracy, work, storage and stability. The Euler scheme (4.2) is the simplest explicit scheme; in it the right-hand side $\underset{\sim}{F}$ is evaluated once per time step and storage is required for $\underset{\sim}{u}$ and $\underset{\sim}{F}$ at one time level. However, the Euler scheme is only first-order
accurate in time, i.e. the error at any fixed time t decreases like $\Delta \mathrm{t}$ as $\Delta t \rightarrow 0$. Higher accuracy can be achieved in several ways. The modified Euler scheme (4.3) achieves second-order accuracy, i.e., the error decreases like $(\Delta t)^{2}$ as $\Delta t \rightarrow 0$, by evaluating $\underset{\sim}{F}$ twice per time step. Since essentially all of the computer time is spent in evaluating $\underset{\sim}{F}$, this scheme requires twice as much work per time step as the Euler scheme. It also requires additional storage for $\underset{\sim}{u}$ at the intermediate level $t_{k+\frac{1}{2}}$; however, storage requirements are generally inconsequential in spectral models since the number of model variables needed is relatively small due to the high accuracy of the spectral discretization. The Adams-Bashforth scheme (4.4) is also second order and requires the same storage as the modified Euler scheme (4.3), but only involves one evaluation of $\underset{\sim}{F}$, and thus the same amount of work as the Euler scheme (4.2), per time step. However, since ${\underset{\sim}{u}}^{(k+1)}$ depends on both ${\underset{\sim}{u}}^{(k)}$ and ${\underset{\sim}{u}}^{(k-1)}$, this scheme has a computational mode, i.e. a component of the numerical solution which has no physical significance.

A key consideration in the choice of a time differencing scheme is stability. For problems in which the true (continuous) solution does not grow in time without bound, the appropriate type of stability to consider is absolute stability. A time differencing scheme (or, more properly, the overall numerical model), is said to be absolutely stable for a fixed time step $\Delta t$ if the numerical solution does not grow in time without bound. In general, explicit schemes are absolutely stable only for small enough $\Delta t$, so their absolute stability is said to be conditional. Therefore, with explicit schemes the size of the time step (and thus the overall efficiency of the method) is dictated by both accuracy and stability considerations.

Finite difference models with explicit time differencing generally have stability conditions of the form

$$
\begin{equation*}
\Delta t=0\left(\frac{\Delta x}{c}\right), \tag{4.5}
\end{equation*}
$$

where $\Delta x$ is the (spatial) mesh size and $c$ is the maximum speed at which information can propagate in the model. For sufficiently simple problems such conditions can be obtained easily by the von Neumann method (Haltiner and Williams, 1980, sec. 5.5), which essentially considers only a single (spatial) Fourier mode of the solution and ignores boundary conditions. In contrast, with a Chebyshev discretization in space a more complicated matrix stability analysis is needed. However, since the resolution of a truncated Chebyshev series of degree $N$ is $O\left(N^{-2}\right.$ ) near the boundaries, as shown by (2.14) and (2.15), one can argue heuristically from (4.5) that Chebyshev spectral models with explicit time differencing may have stability conditions of the form

$$
\begin{equation*}
\Delta t=0\left(\frac{\mathrm{~L}}{\mathrm{cN} N^{2}}\right), \tag{4.6}
\end{equation*}
$$

where the length L measures the domain size. This form has been confirmed in some special cases by detailed analyses. For example, with the modified Euler scheme (4.3) the linear advection model discussed in section 2.4 has the stability condition $\Delta t \leq \beta^{\star} / N^{2}$, with $\beta^{\star} \approx 3.4$ for the Chebyshev-tau method and $\beta^{*} \approx 17$ for the Chebyshev-collocation method (Fulton and Taylor, 1984).

It has been argued (e.g., Gottlieb and Orszag, 1977, sec. 9) that the stability condition (4.6) is "severe". Indeed, from (4.5) a finite
difference model with $N$ equally spaced gridpoints in one direction requires only $\Delta t=O\left(N^{-1}\right)$ for stability while a Chebyshev spectral model with $N$ modes requires $\Delta t=O\left(N^{-2}\right)$. However, this comparison ignores the difference between exponential and algebraic convergence, which makes it possible to choose N much smaller for the spectral method than for the finite difference method. A more pertinent comparison is between the time steps allowed in the two methods when N is chosen to give a certain accuracy.

Suppose, therefore, that a problem is to be solved numerically so that the error at a specified time is at most $10^{-r}$, with $r$ a given number. Noting that the finite difference and spectral methods give errors $O\left(N^{-p}\right)$ (where $p$ is the order of the method) and $O\left(10^{-N / N_{0}}\right)$ (where $N_{0}$ is a constant), respectively, we can estimate the required spatial resolution $N$, and, from (4.5) and (4.6), the corresponding time step $\Delta t$ needed for stability as shown in Table 4. Note that the entries in this Table give the dependence on $r$ for large $r$, e.g. $N=O(r)$ for Chebyshev spectral methods. When high enough accuracy is desired (large enough $r)$, the time step $\Delta t=0\left(10^{-r / 2}\right)$ required by (4.5) for stability in finite difference methods is in fact smaller than the time step $\Delta t=0\left(r^{-2}\right)$ required by (4.6) for Chebyshev spectral methods. Thus (4.6) is less "severe" than (4.5) when interpreted in terms of the resolution $N$ needed for accuracy.

Furthermore, one must also take into account the accuracy of the time differencing scheme. For example, second-order schemes result in errors proportional to $(\Delta t)^{2}$, so to achieve the accuracy $10^{-r}$ one must choose $\Delta t=0\left(10^{-r / 2}\right)$, independent of the space discretization (except with first-order space differencing, for which $\Delta t=0\left(10^{-r}\right)$ is required

Table 4. Estimates of how the required resolution ( $N$ and $\Delta t$ ) and work (number of operations) depend on the desired accuracy $10^{-r}$ for different space discretizations. Second-order time differencing is assumed, and time steps which are unstable or inaccurate for large $r$ are noted.

| Space discretization | $\begin{aligned} & \mathrm{N} \text { for } \\ & \text { accuracy } 10^{-r} \end{aligned}$ | $\Delta t$ for stability | $\Delta t$ for accuracy | work per time step | total work |
| :---: | :---: | :---: | :---: | :---: | :---: |
| first-order finite difference | $10^{r}$ | $10^{-r}$ | $\begin{gathered} 10^{-r / 2} \\ \text { (unstable) } \end{gathered}$ | $10^{r}$ | $10^{2 r}$ |
| second-order finite difference | $10^{r / 2}$ | $10^{-r / 2}$ | $10^{-r / 2}$ | $10^{r / 2}$ | $10^{r}$ |
| Chebyshev spectral <br> (slow transforms) | $r$ | $\begin{gathered} r^{-2} \\ \text { (inaccurate) } \end{gathered}$ | $10^{-r / 2}$ | $r^{2}$ | $r^{2} 10^{r / 2}$ |
| Chebyshev spectral (fast transforms) | $r$ | $\begin{gathered} r^{-2} \\ \text { (inaccurate) } \end{gathered}$ | $10^{-r / 2}$ | $r \log r$ | $(r \log r) 10^{r / 2}$ |

for stability). Comparing the time steps required for stability and accuracy in Chebyshev spectral methods as shown in Table 4, we conclude that when high enough accuracy is desired the time step is limited by accuracy rather than stability. In practice, "high enough" accuracy may be very modest. For example, Fig. 35 shows the time steps required for accuracy and for stability in the linear advection model studied in section 2.4 with the modified Euler scheme (4.3). Here $\Delta t$ for accuracy was chosen so that the $L_{2}$ error at $t=1.0$ for the test problem (2.45) was within $10 \%$ of the error due to the space discretization alone, and $\Delta t$ for stability was taken from Fulton and Taylor (1984). With the collocation discretization the time step for this problem is limited by accuracy, not stability, for all $N$; with the tau discretization it is limited by accuracy for $N \geqslant 16$, which from Fig. 3 corresponds to an accuracy of about one part in one hundred. Thus, the stability condition (4.6) for Chebyshev spectral methods is not only not "severe"; in practical problems it may be altogether inconsequential since the time step may be limited by accuracy rather than stability.

To compare the efficiency of finite difference and Chebyshev spectral methods we note that finite difference methods require $O(N)$ operations per time step while spectral methods require $O\left(N^{2}\right)$ operations (with "slow" transforms or interaction coefficients) or $O(N \log N$ ) operations (with fast transforms) per time step. Using the previous estimates of $N$ and $\Delta t$ we can then estimate the number of operations per time step and the total operations required to compute the solution at a fixed time with error at most $10^{-r}$, as shown in the last two columns of Table 4. Since $r^{2} 10^{r / 2}$ does not increase with $r$ as fast as $10^{r}$ does, we conclude that the Chebyshev spectral method -- even with explicit time


Figure 35. Time steps required for stability and accuracy in terms of the spectral truncation N for the linear advection model.
differencing and "slow" transforms -- is inevitably more efficient than the finite difference methods, when the accuracy desired is high enough. This asympotic result is quite general, and basically reflects the exponential convergence of the spectral discretization.

The question "at what level of accuracy do Chebyshev spectral methods become more efficient than finite difference methods" does not have a general, definitive answer. In practice, efficiency depends not only on the problem to be solved, the character of the solution (e.g., smoothness) and the particular space and time discretizations chosen, but also on the computer system (e.g., vector or nonvector architecture), the speed of any library routines used (e.g., FFT routines) and the skill of the programmer. However, to obtain a rough idea of whether Chebyshev spectral methods can compete with finite difference methods when modest accuracy is desired, we again consider the linear advection equation with the test case (2.45). This problem was solved repeatedly with the upstream difference, centered difference and Chebyshev collocation space discretizations and the modified Euler time discretization, using different resolutions $N$ (with $\Delta t$ chosen for accuracy) to obtain the solution at $t=1.0$. The resulting error in the numerical solution is shown in Fig. 36 as a function of the computer time used in obtaining it on a CRAY-1 computer (not including the time required to initialize the model). For this particular problem the Chebyshev collocation method is more efficient than the upstream difference method for essentially all accuracies, and more efficient than the centered difference method when the accuracy desired is more than one part in about ten thousand. However, it should be noted that the latter crossover point occurs when $\mathrm{N} \approx 28$ for the Chebyshev


Figure 36. Accuracy of the numerical solution ( $L_{2}$ error at $t=1.0$ ) as a function of the computer time required to obtain it using three space discretizations.
collocation method and $N \approx 1200$ for the centered difference method. Furthermore, for these results "slow" transforms were used (so that $N$ could be chosen freely); the use of fast transforms would speed up the collocation method somewhat. Finally, since the time step used in the collocation method is strongly limited by accuracy, the efficiency could presumably be increased significantly by using a more accurate (e.g., fourth-order) time differencing scheme.

One final question about efficiency concerns the calculation of derivatives in the Chebyshev collocation method. This calculation as normally performed requires two Chebyshev transforms plus the derivative operation in spectral space. Furthermore, in order to compute the transforms using the FFT algorithm and take full advantage of symmetry one must do additional pre- and post- processing (Cooley et al., 1970). Thus it has been suggested (Hussaini et al., 1983) that it may be more efficient to simply generate the matrix which represents the entire collocation derivative operation and do a matrix multiply. This hypothesis was tested with careful implementations of both procedures on a CRAY-1 computer, using an assembly-language implementation of the FFT algorithm of Temperton (1983a, b, c) and making full use of vectorization. For $N=8,16,32$ and 64 the transform procedure for calculating the derivative was $1.4,2.5,5$ and 10 times faster, respectively, than the matrix procedure.

### 4.2 Modified Explicit Schemes

In hopes of improving the performance of conventional explicit time differencing schemes while retaining their simplicity, several simple modifications have been introduced specifically for use with spectral
methods. In this section we briefly discuss two such modifications which appear promising but are not useful in practice.

As discussed above, the stability condition (4.6) for Chebyshev spectral methods is neither "severe" nor necessarily the condition which limits the time step in practice. Nevertheless, Gottlieb and Turkel (1980) introduced a modified explicit scheme which they claimed allows time steps to be "chosen by accuracy requirements alone". For the linear advection equation this scheme depends on replacing the derivative relation (2.24) by the "filtered" version

$$
\begin{equation*}
\Delta t \hat{u}_{n}^{(1)}=\frac{2 \Delta t}{c_{n}} \sum_{\substack{m=n+1 \\ m+n \text { odd }}}^{N} m f\left(m^{2} \alpha \Delta t\right) \hat{u}_{m} \tag{4.7}
\end{equation*}
$$

Here $\Delta t$ is the time step to be used in the explicit scheme, $\alpha$ is a constant filter parameter and $f$ is a filter function satisfying $f(0)=1$ and $f(z) \rightarrow 0$ as $z \rightarrow \infty$. Gottlieb and Turkel argue that by choosing $\alpha$ and $f$ suitably the modified Euler scheme (4.3) may be made unconditionally algebraically stable. Algebraic stability (Gottlieb and Orszag, 1977, sec. 5) is a less stringent requirement than absolute stability; nevertheless, the time step needed for both kinds of stability is $O\left(N^{-2}\right)$ for the unfiltered discretization, so one might hope that the filter would also relax the condition (4.6) for absolute stability.

A detailed analysis' (Fulton and Taylor, 1984) shows that this is not the case. In fact, small amounts of filtering do not change the stability properties significantly while large amounts of filtering render the scheme absolutely unstable for any size time step. In practice, the growth of the solution with time can be made quite small
by using a large amount of filtering, but the resulting solutions are inaccurate to the point of being useless. This is not surprising, since the filtered derivative (4.7) essentially changes the space discretization. Therefore, the Gottlieb-Turkel scheme for Chebyshev spectral methods is not recommended.

A different modification for the Adams-Bashforth scheme was proposed by Gazdag (1976). The central idea was to utilize the values of the right-hand side $\underset{\sim}{F}$ of (4.1) more effectively, since computing these values accounts for almost all of the computational effort in spectral methods. Gazdag proposed the "partially corrected" AdamsBashforth scheme

$$
\begin{align*}
& \frac{{\underset{\tilde{u}}{ }}^{(k+1)}-{\underset{\sim}{u}}^{(k)}}{\Delta t}=3 / 2{\underset{\sim}{\tilde{F}}}^{(k)}-\frac{1}{2}  \tag{4.8a}\\
& {\underset{\sim}{\tilde{F}}}^{(k-1)},  \tag{4.8b}\\
& \frac{{\underset{u}{u}}^{(k+1)}-{\underset{\sim}{u}}^{(k)}}{\Delta t}=\frac{1 / 2}{\tilde{F}}{\underset{\sim}{\tilde{F}}}^{(k)}+\frac{1 / 2}{\tilde{F}}{\underset{\sim}{\tilde{F}}}^{(k+1)} .
\end{align*}
$$

Here the Adams-Bashforth predictor step (4.8a) is used to produce a first approximation $\underset{\sim}{\tilde{u}}(k+1)$ to $\underset{\sim}{u}$ at $t_{k+1}$, which is then improved in the trapezoidal "partial" corrector step (4.8b). The term "partial" is used since the first approximations $\underset{\sim}{\underset{\sim}{\tilde{\sim}}}$ are used in computing all values of $\underset{\sim}{\mathcal{F}}$, rather than just for $\underset{\sim}{F}{ }^{(k+1)}$ as in a "full" predictor-corrector scheme. Thus this scheme requires only one evaluation of $\underset{\sim}{F}$ per time step.

As discussed previously, the Adams-Bashforth scheme (4.4) admits two modes in the numerical solution. For the simple oscillation equation $d u / d t=i \omega u$ ( $\omega$ real) the physical mode is in fact unconditionally unstable while the computational mode damps with time. Nevertheless, the scheme is often useful in practice since the growth
rate is small for small $\Delta t$ and may be overcome by any dissipative processes in the problem. Gazdag (1976) showed that with the scheme (4.8) the physical mode is stable and the associated error is reduced somewhat. However, he neglected to mention the computational mode. In fact, the scheme (4.8) has two computational modes, since $\underset{\sim}{\underset{\sim}{u}}{ }^{(k)}$ depends on ${\underset{\sim}{\underset{\sim}{u}}}^{(k)}$ and ${\underset{\sim}{\tilde{u}}}^{(k-1)}$ in addition to $\underset{\sim}{u}(k)$. One of these computational modes is unstable for the oscillation equation when $\omega \Delta t \geqslant 0.65$. Thus small time steps are required even though the physical mode is stable, so the method is of little use in practice.

### 4.3 Implicit Schemes

The time-discretized form of (4.1) is called an implicit scheme when it cannot be solved directly for $\underset{\sim}{u}(k+1)$. A typical implicit scheme is the trapezoidal (Crank-Nicolson) scheme

$$
\begin{equation*}
\frac{{\underset{u}{ }}^{(k+1)}-{\underset{\sim}{u}}^{(k)}}{\Delta t}=\frac{1 / 2}{{\underset{\sim}{F}}^{(k)}}+\frac{1 / 2}{{\underset{\sim}{F}}^{(k+1)}}, \tag{4.9}
\end{equation*}
$$

which is second-order accurate. Implicit schemes are in general unconditionally stable, so that time steps can be chosen by accuracy requirements alone. However, they are considerably more difficult to implement for Chebyshev spectral methods, since the resulting matrix equations are essentially full due to the global nature of the spectral approximation.

One might ask why implicit schemes should be considered at all, if they are difficult to implement. Indeed, the time steps needed for accuracy with implicit and explicit schemes of the same order are about the same, so if explicit schemes are limited by accuracy and not
stability they would be preferable, since they are much simpler to implement. However, there are cases in which time steps for explicit schemes are limited by stability; these occur when the stability condition is related to a physical process which is represented in the model but which is relatively unimportant for the particular problem being studied. In such a situation the equations are said to be stiff. For example, the stability condition for the shallow water model (3.1) is based on the speed $c=\bar{\phi}^{-\frac{1}{2}}$ at which gravity waves can propagate; however, with slow enough forcing such waves contribute very little to the actual solution. Similarly, in Chebyshev spectral models the inclusion of a "friction" term proportional to the Laplacian of a model variable leads to a stability condition of the form $\Delta t=0\left(N^{-4}\right)$; this is unduly restrictive when the specific form of friction assumed is merely a somewhat arbitrary representation of general dissipative processes.

There are two basic approaches in the situation described above. The first is to simply remove the terms responsible for the stiffness from the equations. However, this is not always possible to do. For example, one can approximate the shallow water model by a balanced model which allows no gravity waves, but such a model also neglects nonlinear advection terms which may be of importance. The second approach is to use an implicit time differencing scheme. Generally, only the terms which contribute to the stiffness are treated implicitly, with the time step chosen as needed for the accuracy and stability of the remaining terms. In order for this approach to be worth the effort, the time step used must be several times larger than that permitted with a fully explicit scheme, and thus the terms treated implicitly will in general
not be treated accurately. Possible ways of implementing implicit schemes in Chebyshev spectral models are discussed below.
4.3.1 The Chebyshev-tau method. With Chebyshev-tau space discretization, the equations resulting from implicit time differencing can sometimes be solved directly. For example, using the trapezoidal implicit scheme (4.9) to discretize the Chebyshev-tau version (2.38) of the linear advection model in time results in

$$
\begin{equation*}
\hat{u}_{n, k+1}+\frac{c \Delta t}{2} \hat{u}_{n, k+1}^{(1)}=\hat{F}_{n, k+1} \quad(n=0, \ldots, N-1), \tag{4.10a}
\end{equation*}
$$

$$
\sum_{n=0}^{N}(-1)^{n} \hat{u}_{n, k+1}=g_{k+1}
$$

where

$$
\begin{equation*}
\hat{F}_{n, k+1}=\hat{u}_{n, k}-\frac{c \Delta t}{2} \hat{u}_{n, k}^{(1)}+\frac{\Delta t}{2}\left(\hat{f}_{n, k}+\hat{f}_{n, k+1}\right) \tag{4.11}
\end{equation*}
$$

and the subscript $k$ denotes values at $t_{k}=k \Delta t$. In (4.10) the right-hand side can be computed directly at time $t_{k}$ and hence is regarded as known; the left-hand side, coupled with the Chebyshev derivative relation (2.24), represents a matrix times the vector of the coefficients $\hat{u}_{0, k+1}, \ldots, \hat{u}_{N, k+1}$ which are sought. This matrix is upper triangular, except for the last row which comes from the boundary condition (4.10b), and thus if $\hat{u}_{N, k+1}$ is known the remaining coefficients can be obtained by back substitution. Specifically, writing the recurrence relation (2.27) for the derivative as

$$
\begin{equation*}
c_{n-1} \hat{u}_{n-1, k+1}^{(1)}=\hat{u}_{n+1, k+1}^{(1)}+2 n \hat{u}_{n, k+1} \quad(n=1, \ldots, N-1), \tag{4.12}
\end{equation*}
$$

one can start with the values $\hat{u}_{N, k+1}$ and $\hat{u}_{N+1, k+1}^{(1)}=\hat{u}_{N, k+1}^{(1)}=0$ and solve (4.12) for $\hat{u}_{N-1, k+1}^{(1)}$, then (4.10a) for $\hat{u}_{N-1, k+1}$, then (4.12) for $\hat{u}_{N-2, k+1}^{(1)}$, then (4.10a) for $\hat{u}_{N-2, k+1}$, etc., to compute $\hat{u}_{0, k+1}, \ldots, \hat{u}_{N, k+1}$. To generate the required starting value $\hat{u}_{N, k+1}$, one can eliminate $\hat{u}_{0, k+1}, \ldots, \hat{u}_{N-1, k+1}$ from (4.10b) using (4.10a). This amount to using Gaussian elimination to decompose the linear system represented by (4.10). Another approach (which may generalize more readily to more complicated problems) is to write

$$
\begin{equation*}
\hat{u}_{n, k+1}=\hat{v}_{n, k+1}+\alpha \hat{w}_{n} \quad(n=0, \ldots, N), \tag{4.13}
\end{equation*}
$$

where $\alpha$ is a constant to be determined and $\hat{u}_{n, k+1}$ and $\hat{w}_{n}$ satisfy

$$
\left.\begin{array}{rl}
\hat{v}_{n, k+1}+\frac{c \Delta t}{2} \hat{v}_{n, k+1}^{(1)} & =\hat{F}_{n, k+1} \quad(n=0, \ldots, N-1)  \tag{4.14}\\
\hat{v}_{N, k+1} & =0
\end{array}\right\}
$$

and

$$
\left.\begin{array}{rl}
\hat{w}_{n}+\frac{c \Delta t}{2} \hat{w}_{n}^{(1)} & =0 \quad(n=0, \ldots, N-1)  \tag{4.15}\\
\hat{w}_{N} & =1
\end{array}\right\}
$$

Substituting (4.13) into (4.10a) and using (4.14) and (4.15) is easy to show that (4.10a) is satisfied independent of $\alpha$. Both (4.14) and (4.15) can be solved by the back substitution procedure outlined above (note that $\hat{w}_{0}, \ldots, \hat{w}_{N}$ need be computed only once), and then $\alpha$ can be determined
by requiring (4.13) to satisfy the boundary condition (4.10b). Note that this procedure may be somewhat sensitive to roundoff errors, however, due to possible cancellation in (4.13).

If nonlinear advection terms such as $u \partial u / \partial x$ are to be treated implicitly, it is usually convenient to split the advecting velocity $u$ into a specified component $U$ and a residual $u-U$, and treat the linear term U$\partial u / \partial x$ implicitly and the nonlinear term ( $u-U$ ) $\partial u / \partial x$ explicitly. If $U$ is chosen to be a linear function of $x$, then the term $U \partial u / \partial x$ is a polynomial of the same degree as $u$ and can be handled implicitly as described above, using the relation (2.28) for the operation $x \partial u / \partial x$. Since the time step allowed by stability will depend on $u-U$, one should choose $U$ so that $u-U$ is small, especially near the boundaries where the resolution of the Chebyshev series is the greatest.

Friction terms of the form $-v \partial^{2} u / \partial x^{2}$, where $v$ is a viscosity coefficient, can also be treated implicitly. However, although the corresponding implicit equations are essentially upper triangular, their solution by the methods outlined above is not recommended since it is definitely sensitive to roundoff error. Instead, they should be converted to a diagonally-dominant tridiagonal form (Gottlieb and Orszag, 1977, sec. 10). Haidvogel (1979) showed that the inclusion of such friction terms can lead to instabilities unless the spectral truncation $N$ is large enough to resolve the resulting boundary layers, and recommended the use of fractional-step time differencing schemes. In two dimensions, the implicit equations resulting from Laplacian friction terms in Chebyshev-tau models can be solved by the method of Haidvogel and Zang (1979).
4.3.2 The Chebyshev-collocation method. With Chebyshevcollocation space discretization, implicit time differencing (of linear terms) leads to a matrix equation of the form

$$
\begin{equation*}
L_{s p} \underset{\sim}{u}=\underset{\sim}{f}, \tag{4.16}
\end{equation*}
$$

where $\underset{\sim}{f}$ represents values which are known at a time level $t_{k}$ and $\underset{\sim}{u}$ represents the model variables (values at collocation points) at the next level $t_{k+1}$, much as in the tau method. The difference here is that in addition to the simple spectral derivative relations, the collocation method also involves Chebyshev transforms and hence the matrix $L_{s p}$ is invariably full. Direct solution of (4.16), e.g. by Gaussian elimination, may be practical in some one-dimensional cases. In general, however, indirect (iterative) methods must be used, both for efficiency (particularly since the FFT algorithm cannot be used in direct methods) and to avoid round-off errors.

One such indirect method is the spectral iteration method of Orszag (1980) and McCrory and Orszag (1980). This is basically a defect correction method which uses an approximation $L_{a p}$ to the operator $L_{s p}$ to generate a sequence of approximations $\left\{\underset{\sim}{u}{ }^{(r)}\right\} \underset{r=0}{\infty}$ which converges to $\underset{\sim}{u}$. The simplest iteration scheme is

$$
\begin{equation*}
L_{a p}{\underset{\sim}{u}}^{(r+1)}=L_{a p}{\underset{\sim}{u}}^{(r)}-\alpha\left(L_{s p}{\underset{\sim}{u}}^{(r)}-\underset{\sim}{f}\right) \tag{4.17}
\end{equation*}
$$

where $\alpha$ is a constant iteration parameter; more complicated schemes are also possible. The key to the method is choosing $L_{\text {ap }}$ so that it both adequately approximates $\mathrm{L}_{s p}$ and is easily inverted so that (4.17) can be solved for $\underset{\sim}{u}{ }^{(r+1)}$. Orszag (1980) recommends choosing $L_{a p}$ as a low-order
finite difference operator corresponding to $L_{s p}$; the resulting sequence $\left.\underset{\sim}{u}{ }^{(r)}\right\}_{r=0}^{\infty}$ then converges fairly quickly to $\underset{\sim}{u}$. However, inverting $L_{a p}$ may be a nontrivial problem, especially since the corresponding finite differences must be formulated on a grid of Chebyshev collocation points, which are not equally spaced.

A more attractive method for solving implicit spectral equations such as. (4.16) is the spectral multigrid method introduced by Zang et a1. (1982, 1984). This method combines the powerful multigrid concepts developed by Brandt (1977) and others with spectral discretizations. A detailed discussion of this method is outside the scope of this study. However, it should be noted that even this method, in order to be efficient, involves constructing a finite difference approximation $L_{a p}$ to $L_{S p}$, although it need not be inverted exactly (Brandt et al., 1984).

The extreme complexity of the above methods for implementing implicit time differencing in Chebyshev spectral models should be contrasted with the extreme simplicity of such models with explicit time differencing. Unless the size of the time step is excessively limited by stability (e.g. if the velocity scale which determines the stability condition is very much larger than the velocity scale of the part of the solution of physical interest), implicit time differencing may not be worth either the computational cost or the programming effort.

## CHAPTER 5

SUMMARY AND CONCLUSIONS

Spectral methods are techniques for obtaining highly accurate solutions of problems involving differential equations. Such techniques are widely used in global atmospheric modeling. In this study we have investigated the usefulness of spectral methods in limited area modeling. The appropriate techniques, based on Chebyshev polynomial expansions, were reviewed and illustrated by applying them to the simple linear advection equation. The nonlinear shallow water model was then used as a more realistic prototype; Chebyshev spectral methods for this model were developed and tested using a variety of boundary conditions, equation forms and projections. Time differencing schemes for such methods were discussed with particular emphasis on the question of overall efficiency.

The principal conclusion of this study is that spectral methods are indeed practical for limited area models. Compared to finite difference methods, spectral methods offer:
(i) higher accuracy with far fewer degrees of freedom (and thus much less computer storage),
(ii) greater efficiency (less work for the same accuracy) when the accuracy desired is high enough,
(iii) ease of programming (when explicit time differencing is used).

In regard to point (iii), it has often been claimed that implicit time differencing is needed since the stability condition for Chebyshev spectral methods with explicit time differencing is "severe". We have shown that this condition is less severe than the corresponding condition for finite difference methods; in addition, time steps may in fact be limited by accuracy rather than stability, in which case simple explicit time differencing is practical and efficient. In view of the above considerations, spectral methods should be considered as a practical alternative to finite difference methods for limited area modeling, especially when accurate solutions are desired.

Comparing the Chebyshev-tau and Chebyshev-collocation methods, we have found that each has its own advantages. The tau method treats at least some boundary conditions more accurately and allows quadratic nonlinear terms to be evaluated without aliasing. Furthermore, in cases where implicit time differencing is necessary for efficiency, the tau method may be preferable since there is some hope of solving the tau equations directly, without using complicated iterative schemes. On the other hand, the collocation method is likely to be faster (at least twice as fast for the two-dimensional shallow water model) and is often easier to implement, especially for problems with complicated nonlinearities or nonlinear boundary conditions. Both methods can be formulated using either the advective or the rotational form of the equations. With the tau discretization both forms give similar solutions, but the rotational form is preferred in two dimensions since it requires less work. With the collocation discretization the advective form seems to produce better results in two dimensions.

While this study sheds some light on how to apply spectral methods to limited area models, many questions remain. The application of boundary conditions in the tau and collocation methods should be examined in detail to determine why the collocation method is less accurate in the one-dimensional shallow water model, and to see whether this is a special case or a problem with the method in general. A variety of explicit time differencing schemes should be compared in detail for accuracy and efficiency, to see if there is a "best" scheme for Chebyshev spectral models; in particular, fourth order schemes should be considered. The representation of dissipative processes in Chebyshev models should also be investigated. Most of these topics can be addressed using the models developed for this study; however, more realistic test cases should be considered, including some in which the. solutions are not particularly smooth. Finally, the use of Chebyshev spectral techniques for the vertical discretization in atmospheric models should be investigated.

As a final remark, we note that the spectral techniques considered in this study are so accurate that they may be too accurate to be of much use in some limited area models. As stated previously, one of the fundamental problems in limited area modeling is to minimize the impact of computationally imposed boundaries. The numerical examples presented here suggest that errors due to inexact specification of boundary conditions and boundary values may be much larger than spectral discretization errors. In more complicated models, especially those intended for operational use in forecasting, additional sources of error are present, such as the specification of initial fields and the representation of small-scale physical processes such as cumulus
precipitation. Chebyshev spectral methods probably allow such problems to be solved much more accurately than they can be specified at present. Spectral methods may effectively eliminate discretization errors from limited area models; much more work is needed to reduce the other sources of error.
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Supplenentary Aves

Abstracts
The usefulness of Chebyshev spectral methods in 1 imited area atmospheric modeling is investigated. Basic concepts are reviewed and illustrated using the linear advection equation in one dimension. The nonlinear shallow water equations on a bounded domain in two dimensions are then considered as a more realistic prototype model. Chebyshev tau and collocation methods are developed for this model and tested using a variety of boundary conditions. The overall efficiency of Chebyshev spectral models depends on the time differencing schemes used; numerical results and asymptotic estimates are presented which show that simple explicit schemes can be efficient.

The results of this study indicate that Chebyshev spectral methods offer a practical alternative to finite difference methods for limited area modeling. Spectral methods require less storage than finite difference methods, are more efficient when high accuracy is desired, and are at least as easy to program.
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