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ABSTRACT OF THESIS 

STEPWISE NONPARAMETRIC DISAGGREGATION FOR DAILY STREAMFLOW 

GENERATION CONDITIONAL ON HYDROLOGIC AND LARGE-SCALE 

CLIMATIC SIGNALS 

A stepwise nonparametric stochastic disaggregation framework to produce 

synthetic scenarios of daily streamflow conditional on volumes of spring runoff and 

large-scale ocean-atmosphere oscillations is presented. This thesis examines statistical 

links (i.e., teleconnections) between decadal/interannual climatic variations in the Pacific 

Ocean and hydrologic variability in US northwest region, and includes a spectral analysis 

of climate signals to detect coherences of their behavior in the frequency domain. We 

explore the use of such teleconnections of selected signals (e.g., north Pacific gyre 

oscillation, southern oscillation, and Pacific decadal oscillation indices) in the proposed 

data-driven framework by means of a cross-validation-based combinatorial approach 

with the aim of simulating improved streamflow sequences when compared with 

disaggregated series generated from flows alone. A nearest neighbor time series 

bootstrapping approach is integrated with principal component analysis to resample from 

the empirical multivariate distribution. A volume-dependent scaling transformation is 

implemented to guarantee the summability condition. The downscaling process includes 
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a two-level cascade scheme: seasonal-to-monthly disaggregation first followed by 

monthly-to-daily disaggregation. Although the stepwise procedure may lead to a lack of 

preservation of the historical correlation between flows of the last day of a month and 

flows of the first day of the following month, we present a new and simple algorithm, 

based on nonparametric resampling, that overcomes this limitation. The downscaling 

framework presented here is parsimonious in parameters and model assumptions, does 

not generate negative values, and preserves very well the statistical characteristics, 

temporal dependences, and distributional properties of historical flows. We also show 

that both including conditional information of climatic teleconnection signals and 

developing the downscaling in cascades decrease significantly the mean error between 

synthetic and observed flow traces. The downscaling framework is tested with data from 

the Payette River Basin in Idaho. 
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Department of Civil and Environmental Engineering 

Colorado State University 
Fort Collins, CO 80523 

Spring 2010 
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Stepwise Nonparametric Disaggregation for Daily Streamflow Generation 

conditional on Hydrologic and Large-Scale Climatic Signals 

1 Introduction  

Generation of synthetic sequences of daily hydroclimatic variables like 

streamflow is often used for efficient short-term and long-term planning, management 

and assessment of complex water resources systems (Rajagopalan et al., 2010). 

Downscaling1 methods are an important component of the hydrologist’s tool kit for 

generating such flow traces, which should be statistically indistinguishable from the 

observations. Disaggregation of annual (or seasonal) runoff volumes to daily flows 

represents a difficult task on the one hand because it involves a large increase in the 

dimensionality of the problem (as compared to disaggregation from annual to monthly 

flows, for example) and on the other because daily flows exhibit nonlinear dynamics and 

present multimodal behavior with modes not normally distributed. Therefore, the 

functional structure associated to generation of daily streamflows does not lend itself 

easily to the well-known parametric approaches. For example, models to downscale to 

daily time scales based on parametric approaches do not properly account for the rising 

limb and recession characteristics that are typical of hourly and daily flow hydrographs 

(Rajagopalan et al., 2010). On the other hand, nonparametric methods require only a 

limited set of assumptions about the structure of the data, and they may therefore be 

preferable when a priori postulations required for parametric models are not valid (Efron 

 
1 Downscaling has often been referred to as disaggregation in the past. In this document, we will use both terms indistinguishably 
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and Tibshirani, 1993; Higgins, 2004). In this thesis, we develop new, nonparametric-

based tools for the downscaling of seasonal runoff volumes to daily flows. The new 

approach extends previous works on nonparametric modeling with the aim of developing 

a stochastic framework focused on temporal downscaling of seasonal volumes to daily 

values at a single site. The proposed methodology is implemented for the Payette River 

Basin in Idaho, where the streamflow dynamics is dominated by the dynamics of snow 

accumulation and melt. 

Disaggregation provides synthetic realizations of the components of a vector of 

any variable X, given an aggregate variable Y. On a river section, for example, the 

streamflow disaggregation approach can be considered as simulating from the conditional 

probability density function (PDF), f(X|Y), in which X is a vector that contains 

disaggregate values (e.g., daily volumes), and Y represents the aggregate amount (e.g., a 

seasonal volume), subject to the condition that the disaggregate values add up to the 

aggregate value yp = x1p + x2p  +…+ xnp. The subscript n is the size of X (e.g., n is the 

number of days in the season), and p relates to any specific period, season or year. In our 

case study, Y contains the aggregate value of flow at a single station and, as will be 

explained later, other climatic variables that are correlated with hydrologic dynamics in 

the study area.  Although our case study deals only with a single site, in general, the 

vector Y may contain aggregate values of flow at a set of sites. In that case, the vector X 

would contain the disaggregate values at each site.  The goal of the downscaling 

procedure is to generate time series of downscaled values at any specific site such that 

they exhibit patterns, statistical characteristics, temporal dependences, and distributional 

properties that are statistically indistinguishable from those of the observations. The 
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model’s ability to generate such patterns is measured with cross-validation techniques. In 

order to check the preservation of statistical features, the process of stochastic modeling 

commonly uses synthetic generation by means of Monte Carlo simulation (Bras and 

Rodriguez-Iturbe, 1985). 

Both parametric and nonparametric methods have been widely used for stochastic 

simulation and forecasting of hydroclimatic processes, the former over the past 40 years, 

the latter more recently during the last decade or so. Although both types of approaches 

have relative advantages and disadvantages, one approach or the other may be more 

appropriate for a specific situation. In the next paragraphs we highlight a few of the 

disadvantages of the parametric methods in the context of downscaling seasonal flows to 

daily flows, as well as the advantages that non-parametric methods offer in that context. 

However, for a general review of advantages and disadvantages of both approaches, the 

reader is kindly referred to Rajagopalan et al., (2010). Parametric stochastic models have 

long been used for streamflow disaggregation, generally from annual to seasonal 

timescales (e.g., annual to monthly) (e.g., Harms and Campbell, 1967; Valencia and 

Schaake, 1973; Mejia and Rousselle, 1976; Lane, 1979; Salas et al., 1980; Stedinger and 

Vogel, 1984; Stedinger et al., 1985; Grygier and Stedinger, 1988; Santos and Salas, 1992; 

Koutsoyiannis and Manetas, 1996). The evolution of the development of such schemes 

was driven by the need for improving model performance (e.g., reproduction of historical 

sample attributes) and increasing the model flexibility and parsimoniousness (e.g., by 

reducing parameterization), as well as to ensure conservation of mass (i.e., the so-called 

summability condition requiring that the seasonal volume implied by the daily 

disaggregated flows equals the seasonal volume observed) and avoiding generation of 
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negative values among others. Most of these drawbacks are commonly associated with 

distributional assumptions, transformations of the original data, and linear fittings not 

always valid (Tarboton et al., 1998). For example, in the traditional simulating process 

applying autoregressive (AR) and moving average (MA) approaches (e.g., ARMA(p,q), 

PARMA(p,q), etc.) to skewed data, a linear regression model based on a conditional 

expectation with and added random innovation is fit to the Gaussian transformation of the 

original series (e.g., Salas, 1993). These models are equivalent to simulating from a 

Gaussian conditional PDF because they assume the data are normally distributed and 

thus, the process of stochastic generation will produce also a normally distributed 

variable (Hipel and McLeod, 1994). Therefore, such disaggregation model preserves 

observational statistics only in the transformed (i.e., Gaussian) space, but the 

backtransformation of generated traces to the real flow domain does not guarantee 

preservation of observed statistics or conservation of mass (Tarboton et al., 1998). An 

alternative approach that can circumvent this problem is the so-called Periodic Gamma 

AR model (PGAR), which has been applied successfully to weekly streamflow 

generation for several rivers in the United States (Fernádez and Salas, 1986; Rajagopalan 

et al., 2010). However, the restrictions in using parametric approaches become more 

evident as the disaggregation timescale gets finer, as mentioned previously (e.g., annual 

to seasonal vs. seasonal to daily), or when the streamflow dynamics exhibit an 

intermittent behaviour (Rajagopalan et al., 2010), although periodic product models have 

been proposed for simulating monthly flows of some ephemeral streams (Chebaane et al., 

1995). 
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Although nonparametric techniques have their own disadvantages (e.g., 

Rajagopalan et al., 2010), they have been proposed (e.g., Lall and Sharma, 1996), in part 

to overcome some of the shortcomings of parametric approaches in stochastic hydrology. 

Nonparametric approaches not only reduce, or even suppress parameterization and avoid 

assumptions about the distributional properties of the data, but also allow assessment of 

the variability of the quantities of interest without long-winded and error-prone analytical 

calculation (Davidson and Hinkley, 1997). Also, nonparametric techniques estimate the 

PDF directly from the observational data and have the ability to approximate specific 

features of the underlying true density (multimodality, non-zero skewness, etc.) 

(Simonoff, 1996; Takezawa, 2006). Recent works on streamflow disaggregation based on 

nonparametric methods have shown important improvements over the traditional 

parametric models (e.g., Tarboton et al., 1998; Kumar et al., 2000; Sharma and O’Neil, 

2002; Prairie et al., 2007; Lee et al., 2010). However, some non-parametric approaches 

still have some shortcomings common to parametric schemes, such as generation of 

negative flows in some cases, lack of preservation of cross-boundary correlations (e.g., 

the model by Prairie et al. (2007) was unable to capture the month-to-month correlation 

between December of the previous year and January of the current year) and generation 

of flow sequences that can be very similar to the observations (Rajagopalan et al., 2010; 

Lee et al., 2010). Data-driven approaches, including some hybrid methods that combine 

parametric and nonparametric techniques (Srinivas and Srinivasan, 2005), have been 

focused on time and/or space disaggregation and, as in the parametric case, implemented 

generally from annual to monthly timescales. The exception is the work of Kumar et al. 

(2000), in which the disaggregation framework, based on a constrained optimization 
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function, was developed to disaggregate monthly streamflows to daily values. However, 

the Kumar et al. (2000) approach leads to a single deterministic solution because no 

stochastic scheme was included in their algorithm, and thus, their model’s ability to 

simulate the random nature of the streamflow series is limited. 

The disaggregation problem requires the definition of the distributional forms for 

the joint and marginal probability densities of the flow variables, from which the 

conditional probability density function is derived.  Tarboton et al. (1998) and Sharma 

and O’Neil (2002) implemented kernel density estimation (KDE) for the estimation of the 

conditional and joint PDFs of the flow variables. Prairie et al. (2007) simulate from the 

conditional PDF, but replacing KDE with a K-nearest-neighbor (KNN) resampling 

scheme (Lall and Sharma, 1996), taking into account that kernel methods can be limited 

and may not work properly where many variables are being modeled simultaneously 

(Simonoff, 1996; Sharma and O’Neil, 2002). Because the accuracy of nonparametric 

methods depends on the sample size, KDE needs progressively larger sample sizes in 

higher dimensions to achieve comparable accuracy with respect to lower dimensions. 

This is the result of the so-called empty space phenomenon (Simonoff, 1996), which 

refers to the fact that in higher dimensions (i.e., many variables being modeled), large 

neighborhoods in the data space will likely have sparse observations leading to the loss of 

the local character.   

Tarboton et al. (1998), Prairie et al. (2007) and Bracken et al. (2010) use Gram-

Schmidt (G-S) orthonormalization in order to specify f(X|Y) and to ensure the mass 

conservation of disaggregate to aggregate flows. However, the G-S procedure not only 

may produce negative values in the disaggregated traces after back-rotation (mainly in 
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low-flow seasons), but also misrepresentation of long-term statistics such as the variance 

and minimum values (mainly in the case of ephemeral streams). Tarboton et al. (1998) 

and Prairie et al. (2007) report generation of negative monthly flows in the locations 

evaluated. Tarboton et al. (1998) attributed this to the KDE used in their disaggregation 

approach and they incorporated additional algorithms for overcoming such problem. 

Prairie et al. (2007) stated that this negative generation had no significant impacts on 

their model evaluation. Additionally, the G-S transformation may be computationally 

demanding in a higher dimensional disaggregation problem (e.g., annual to daily). A 

volume-dependent scaling transformation of time series is used in this work as a simple 

alternative to the G-S procedure in order to both avoid negative generation and guarantee 

conservation of mass. Therefore, the volume-dependent scaling transformation is also an 

alternative to implement streamflow disaggregation in ephemeral streams.  

All currently available nonparametric disaggregation models have considered 

only observational flows in the definition of the conditional distributions. However, 

growing evidence indicates the importance of the role of the thermal inertia of the 

world’s oceans in determining the patterns of global atmospheric water and energy flows, 

and consequently, hydrologic variability. Therefore, the identification and 

characterization of coupled ocean-atmosphere interactions plays a key role in explaining 

the variability of hydrologic processes like streamflow. In the western United States, for 

example, large-scale climate phenomena like El Niño-Southern Oscillation (ENSO), 

Pacific Decadal Oscillation (PDO) and others have shown strong links with the 

hydroclimatology of the study region (e.g., Mantua et al., 1997; Gershunov, 1998; 

McCabe and Dettinger, 1999; Hamlet and Lettenmaier, 1999; Clark et al., 2001; 
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Harshburger et al., 2002; Hidalgo and Dracup, 2003; Barton and Ramirez, 2004; Grantz 

et al., 2005; Regonda et al., 2006; Sobolowski and Frei, 2007; Linkin and Nigam, 2008; 

Bracken et al., 2010), and in some cases, specific climatic interactions have been used for 

improving the skill of seasonal streamflow forecasts (e.g., Hamlet and Lettenmaier, 1999; 

Hamlet et al., 2002; Grantz et al., 2005; Regonda et al., 2006; Bracken et al., 2010). 

These links (also referred to as teleconnections) between large-scale atmospheric or 

oceanic phenomena and remote local or regional hydroclimatic responses are commonly 

defined by lagged statistical associations along with specific persistence characteristics. 

Bearing this in mind, the work reported here also considers time and spatial cross-

covariance analyses between seasonal streamflow and large-scale climatic variables to 

search and identify specific climatic patterns, periods and potential regions in the Pacific 

Ocean that exhibit statistically significant teleconnections with the hydrological response 

in the study region.  

This thesis presents a new stepwise nonparametric multivariate conditional 

disaggregation model. For future reference, the proposed model is termed MuNDi-S for 

Multivariate Nonparametric Disaggregation. Relevant concepts developed by Lall and 

Sharma (1996) in the stochastic hydrology field are utilized in this model. Regarding the 

application of nonparametric methods to disaggregation of seasonal streamflow, this 

work makes important new contributions that extend those of Tarboton et al. (1998) and 

Prairie et al. (2007). In addition to incorporating information on ocean-atmosphere 

oscillations in the input vector, our stochastic nonparametric framework is developed to 

disaggregate to a smaller time scale, from seasonal to daily values, using a cascade 

(piece-wise) scheme. The MuNDi-S model disaggregates to daily time scale conditional 
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on forecasted spring runoff volumes and observed states of the ENSO, PDO, and the 

North Pacific Gyre Oscillation (NPGO). Recent evidence suggests that the NPGO is 

physically connected to tropical variability through the ENSO dynamics (Di Lorenzo et 

al, 2009). An additional important aspect of the new data-driven model is that it combines 

the mentioned strengths of nonparametric techniques with those of multivariate methods 

for extracting important information from complex data sets. A KNN time series 

bootstrap scheme (Lall and Sharma, 1996) is integrated with Empirical Orthogonal 

Function (EOF) analysis and the related Principal Components Analysis (PCA) for the 

development of our disaggregation framework. PCA involves a mathematical procedure 

that transforms a set of correlated response variables into a smaller set of uncorrelated 

variables called principal components (PC) (Johnson, 1998). One important motivation 

for incorporating selected teleconnection signals and/or implementing a stepwise scheme 

in MuNDi-S comes from a desire for generating improved streamflow traces when 

compared with disaggregated series generated from flows alone and/or without cascades. 

A cross-validation-based combinatorial algorithm was developed for testing purposes. 

KDE is also considered for the definition of probability distributions in the model 

evaluation. The MuNDi-S approach can be extended in future works to space-time 

disaggregation. 

This document is organized as follows. Section 2 presents a brief description of 

the study region and introduces the hydroclimatic information used. Section 3 describes 

the new downscaling methodology. Section 3 first introduces the procedure for 

identification of teleconnections between large-scale climatic phenomena and the 

hydrology of the study region as well as the procedure for determining periodicities of 
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climate signals. This is followed by the proposed model and algorithms for daily 

streamflow generation conditional on streamflow and climate fluctuations. In section 4, 

the disaggregation framework is evaluated by applying it to the flows of the Payette River 

Basin, Idaho. Section 4 also presents statistical and spectral analyses of the climate 

signals considered. Section 5 presents a summary and final remarks.  

2 Study Region and Data 

2.1 River Basin and Hydrology 

Daily streamflow records for the period 1950-2007 were obtained from the USBR 

Pacific Northwest region database (http://www.usbr.gov/pn/hydromet/). The study region 

in the Payette River Basin is shown in Figure 1. The historical streamflow records 

correspond to the USBR gauging station Payette River near Horseshoe Bend, code HRSI, 

latitude 43°56'42", longitude 116°11'49" and elevation 2626 feet. Regulated streamflow 

locations are avoided in this study because the observed streamflow is significantly 

altered by human activity (e.g., irrigation diversions, reservoir releases, etc.). The dataset 

in our analyses corresponds to a river section with unregulated flow. Spring seasonal and 

monthly volumes (April – July) for the period 1950 – 2007 are computed from daily 

records. Precipitation in the basin generally accumulates as snowpack during the winter 

(December through March), and provides a snowmelt pulse in the spring. The inset plot 

in Figure 1 shows the long-term periodic mean and standard deviation of monthly 

streamflows for the period of analysis. A strong seasonality in the mean flow is observed, 

with low base flows from August through February, a rise in early spring (March-April), 

http://www.usbr.gov/pn/hydromet/
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peaks in May and June and a recession in late summer. The most important runoff 

volume occurs in the period April-July. Patterns of the periodic mean and the periodic 

standard deviation curves are in phase, meaning that there is a direct relation between the 

dispersion of flow data and its magnitude. 
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Figure 1. Location of the Payette River Basin (green area) in Idaho, and the USBR 

gauging station Payette River near Horseshoe Bend (red star), code HRSI, latitude 

43°56'42", longitude 116°11'49". The long-term periodic mean and standard deviation of 

monthly streamflows are shown in the inset. 

2.2 Large-Scale Climatic Information 

Analyses of observational sea surface temperature (SST) and sea level pressure 

(SLP) data are of primary importance for understanding both global climate and climatic 

phenomena and their relationships with local hydroclimatological processes. Historical 

records on SST and SLP fields were used in this work to explore statistical links between 
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both high- and low-frequency climatic variations in the Pacific Basin and the streamflow 

variability in the study region. Monthly SST and SLP fields on a 5°x5° latitude/longitude 

resolution in the Pacific Ocean are available from the National Oceanic and Atmospheric 

Administration (NOAA) website, Physical Sciences Division (PSD) of the Earth System 

Research Laboratory (NOAA/ESRL) (http://www.cdc.noaa.gov). 

 Climatic feedbacks involving SST and SLP anomalies play an important role in 

defining the ENSO phenomenon (Trenberth, 1997), and they have been shown to be one 

of the earth’s most important ocean-atmosphere interactions. The dynamics and impacts 

of ENSO around the world have been well documented in the last three decades, although 

its causes are complex and remain not well understood (Wang C. et al., 2004). The term 

El Niño (EN) refers to extended and periodic episodes of anomalous warming of the 

Pacific Ocean (specifically, in SSTs) off the coast of Peru (between approximately the 

date line and 120° W). Southern Oscillation (SO) is the atmospheric component of ENSO 

and refers to a SLP swing between the locations Darwin in Australia, and the island of 

Tahiti in the central tropical Pacific (Figure 2). SSTs and SLPs are strongly correlated in 

the study of ENSO, although EN and SO are two different but related aspects of this 

phenomenon. The gradient defined by the SO in the form of a standardized index (i.e., 

the Southern Oscillation Index, SOI) has been commonly used to measure the magnitude 

of an ENSO event (Trenberth, 1997). A warm phase of ENSO (i.e., EN) occurs about 

every 3-7 years and is characterized by high negative values of SOI, and alternated with 

high positive SOIs (La Niña). Although several large-scale climate features associated 

with ENSO play an important role in modulating the interannual variability of western 

U.S. hydroclimatology, the SOI was used in this research as a measure of ENSO activity. 

http://www.esrl.noaa.gov/
http://www.esrl.noaa.gov/
http://www.cdc.noaa.gov/
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SST-based ENSO patterns like Niño 1+2, Niño 3, Niño 4, Niño 3.4, etc., can also be 

easily incorporated and assessed in the framework developed here. The seasonal average 

values of the SOI in the period 1950-2007 are shown in Figure 2. Monthly data on the 

SOI are available from the website of the US National Weather Service (NOAA/NWS), 

at http://www.cpc.ncep.noaa.gov/data/indices/. 

http://www.cpc.ncep.noaa.gov/data/indices/
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Figure 2. SOI time series for the summer (July-September), fall (October-December), and 

winter (January-March) seasons. The period of analysis is 1950–2006 for summer SOI 

and fall SOI, and 1951–2007 for winter SOI. The blue line corresponds to the smoothed 

series using a three-year moving average function. The lower plot shows the locations of 

Darwin and Tahiti in the tropical Pacific Ocean used to calculate the SOI. 
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 The PDO is the main oceanic expression of climatic variability in the North 

Pacific Ocean. The PDO refers to a warming or cooling of the surface waters in this 

region, north of 20° N, and fluctuations in SSTs for this phenomenon are detected mainly 

in a decadal time scale. Further details of this climatic variation are presented by Mantua 

et al. (1997), Wang D. et al. (2004) and Chhak et al. (2009). The PDO presents positive 

phases determined by below normal SST anomalies in the central North Pacific Ocean. 

Recent findings support the hypothesis that the tropics play a key role in the North 

Pacific climate variability (Deser et al., 2004; Schneider and Cornuelle, 2005; Di Lorenzo 

et al, 2009), and there exists evidence that suggests the notion that the PDO phasing 

modulates the hydroclimatological impacts associated with ENSO events in the western 

U.S. (see Gershunov and Barnett, 1998; Koch and Fisher, 2000; Harshburger et al., 2002; 

Barton and Ramirez, 2004). However, there is still controversy about whether the PDO is 

truly independent of the ENSO pattern (Newman et al., 2003). Schneider and Cornuelle 

(2005) suggested that in North America the stratification of climate anomalies or 

teleconnection patterns should be based on the underlying indices of ENSO and the North 

Pacific Index (NPI) (as defined by Trenberth and Hurrell, 1994), rather than ENSO and 

the PDO. The PDO index is defined as the first principal component (PC1) of the SST 

field over the given region. The PDO index computation includes monthly series of SSTs 

on a 5°x5° latitude/longitude grid, north of 20° N in the Pacific Ocean. Long-term 

monthly anomalies are then calculated (i.e., mean removal). Following, the global 

warming SST trend is removed from the long-term anomalies at each grid point/month 

(i.e., variance removal). EOFs are then computed for each month in the grid and the first 

principal component is retained (Mantua et al., 1997). Long-term time series of the PDO 



index are available from the website of the Joint Institute for the Study of the Atmosphere 

and Ocean (JISAO), University of Washington, at http://jisao.washington.edu/data_sets/. 

The July-September (summer), October-December (fall), and January-March (winter) 

average values of the PDO index series in the period 1950-2007 are plotted in Figure 3. 

An interdecadal oscillation is apparent in the smoothed time series. 
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Figure 3. Same as Figure 2 but for PDO index time series. The smoothed lines using an 

eight-year moving average function. An interdecadal oscillation of this phenomenon is 

apparent, and a change in polarity in 1977 from negative to positive is observed. 
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However, the mechanisms that couple fluctuations in the PDO and ENSO to 

changes in physical variables in the North Pacific Ocean remain unclear, and in many 

cases such fluctuations in the PDO and ENSO fail to explain decadal variations of key 

climatic and biological variables in the Northeast Pacific Ocean (Schneider et al., 2005; 

Di Lorenzo et al., 2005, 2008). Recent studies have identified a new pattern of climate 

variability, the North Pacific Gyre Oscillation (NPGO), defined as the second leading 

empirical orthogonal function of the Sea Surface Height (SSH) anomalies in the North 

Pacific Ocean (Di Lorenzo et al., 2008). These researchers show that the NPGO 

variability is significantly correlated with previously unexplained fluctuations of 

environmental variables in the Northeast Pacific Ocean, and show that this climatic 

pattern is able to explain interannual and decadal variations of salinity, nutrient upwelling 

and surface chlorophyll-a (Chl-a) in such oceanic region. The fluctuations in the NPGO 

index reflect changes in the intensity of the North Pacific gyre circulations (Di Lorenzo et 

al, 2008). The PDO and NPGO are the oceanic expression of the two dominant modes of 

North Pacific atmospheric variability, the Aleutian Low (AL) and the North Pacific 

Oscillation (NPO), respectively (for further details on how atmospheric forcing drives the 

low-frequency oceanic variability of the PDO and NPGO, readers are referred to Chhak 

et al., 2009). The AL and NPO are the first and second modes of SLP variability in the 

North Pacific basin, respectively, and have been associated along with ENSO to 

variations in historical patterns of climate over North America (Linkin and Nigam, 2008; 

and references therein). The former research suggests that the NPO fluctuations are 

likewise more influential than those of ENSO or the Pacific North American Oscillation 

(PNA) (a decadal atmospheric pattern commonly associated with the PDO signatures) on 
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the winter precipitation in the continental Pacific Northwest U.S.  Recently, Di Lorenzo 

et al. (2009) proposed a conceptual framework that links such oceanic low-frequency 

variations in the North Pacific (i.e., PDO, NPGO), and their atmospheric forcings (e.g. 

AL, NPO), with the ENSO fluctuations. In a similar way to the computation of the PDO 

index, principal component analysis is used to define the NPGO index. The latter 

represents the second PC of the SSH anomalies over the region 180°W - 110°W and 

25°N - 62°N, and very closely tracks the second dominant mode of the North Pacific SST 

field (the Victoria mode). Because SSTs and SSHs are highly correlated in the mentioned 

region (R ≈ 0.85 between the first PCs of both fields for the period 1950 - 2007), Di 

Lorenzo et al. (2008, 2009) and Chhak et al. (2009) redefined the PDO index in terms of 

the SSH anomalies, computing its first PC instead of the first PC of the SST anomalies. 

Thus, the PDO index defined in this way and the NPGO index are conceptually 

uncorrelated series. The summer, fall, and winter mean NPGO index values in the period 

1950-2007 are plotted in Figure 4. The smoothed NPGO observed in Figure 4 exhibits 

higher low-frequency oscillations than those of the PDO (this finding is further discussed 

with spectral analysis, section 4), which may be very helpful in finding relationships with 

decadal/interannual variability of many hydroclimatic and biological variables in the 

land-ocean system. Monthly averages of the NPGO index are available from the website 

http://www.o3d.org/npgo/data/NPGO.txt/. Given the significant statistical relationships 

found by Di Lorenzo et al. (2008) between environmental variables in the Northeast 

Pacific Ocean and the NPGO, in addition to the PDO and ENSO, we consider also the 

NPGO regarding hydroclimatic variability over the western U.S. Although information of 

ENSO in terms of the SOI is available from 1882, and of PDO is available from 1900, the 

http://www.o3d.org/npgo/data/NPGO.txt/


historical period of climatic indices considered in the analysis presented here is 1950 – 

2007, because both the streamflow series in the study region and the NPGO records are 

available from 1950 only. 
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Figure 4. Same as Figure 2 but for NPGO index time series. The smoothed lines using an 

eight-year moving average function. Apparently, the NPGO low-frequency fluctuation 

about the neutral condition (index = 0) observed in the smoothed series is higher than the 

one of the PDO shown in Figure 3. Between four and five cycles in the period of study 

can be observed here, with the last change in polarity around 1997. An increased intensity 

of the NPGO over the last decade can be observed. 
20 
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3 Methods 

3.1 Identification and Statistical Analysis of Teleconnections 

Spatial cross-covariance analyses between large-scale climatic patterns and 

seasonal streamflow were performed in order to define and quantify potential 

teleconnections. Such climatic patterns can be defined in terms of the variable type (e.g., 

SST, SLP, SSH, geopotential height, etc.), the preceding period (e.g., a 3-consecutive-

month period) to the runoff season and the type of aggregation. We searched and 

identified climatic fluctuations based on SST and SLP fields in the Pacific Ocean that 

potentially account for the variability of spring (April through July) runoff volumes in 

Payette. In this statistical analysis, specifically, the period of climatic variables leading 

the spring runoff was established as three consecutive months, and the type of 

aggregation as the mean of the three-month period. 

Many authors have determined that the effects of Pacific climatic phenomena are 

highly persistent and have a long-range effect in the hydrology of the western U.S. (see 

Hamlet and Lettenmaier, 1999; Harshburger et al., 2002; Grantz et al., 2005; Regonda et 

al., 2006; Bracken et al., 2010). Monthly SST and SLP fields averaged over three-

consecutive-month periods were considered in this analysis, with the moving averages 

leading the spring runoff during the preceding summer, fall and winter seasons. The 

preceding three-consecutive-month averaged SST and SLP series were statistically 

associated with historical series of spring runoff volumes in the Payette River Basin. The 

Pearson correlation coefficient (R) was used as metric in the spatial analysis. A p-value of 

0.05 (2-sided) of the T-distribution test for the correlation was used to define its statistical 
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significance (significance level = 95%). Based on results presented in section 4, the SST 

zones in the Pacific Ocean with the strongest correlation with spring runoff volumes in 

the study area correspond to geographical regions where PDO and ENSO are defined.  

Therefore, PDO and SOI are selected as variables to include in our teleconnection 

analysis and in the disaggregation framework. Given that the SST and SSH fields are 

highly correlated in the North Pacific Ocean (Di Lorenzo et al., 2008; Chhak et al., 2009), 

and considering the background reviewed in the previous section, the NPGO index is also 

included both in the teleconnections analyses and in the proposed disaggregation 

framework. 

Lagged teleconnections between spring runoff volumes and SOI, PDO, and 

NPGO indices from the preceding summer, fall and winter seasons are also analyzed by 

means of cross-correlogram functions. Series of three-consecutive-month averages of 

SOI, PDO, and NPGO indices in the period 1950-2007 are evaluated in the correlograms. 

A significance level of 95% is used in this analysis to define the significance of the 

correlation. 

Pairwise scatterplots and correlation matrices are also constructed to analyze the 

relationships between spring runoff and those three-month averages of climatic indices 

that exhibit the best correlations with the runoff. The smoothed curves depicted in the 

scatterplots (Figure 10, lower panel) were fitted nonparametrically using Loess 

(Cleveland et al., 1992; Loader, 1999), a robust locally weighted polynomial regression. 

The fact that the fitting is done locally (e.g., in a bivariate space (uj, wj), j=1,…, N; with 

uj as predictor) means that the fit at uj (i.e., the expected value of wj conditional on uj, 

E[wj | uj]) is made using points in a neighborhood of uj and it provides the capability to 
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capture nonlinearities present in the data. The span of each neighborhood (smoothing 

factor) is chosen so that the neighborhood contains a specified percentage of the data 

points. Given a point p in the conditional space, the fitted value at up is the value of a 

polynomial fit (linear or quadratic) to the data using weighted least squares, where the 

weight Wj for (uj, wj) in the neighborhood of up is estimated in such a way that Wj 

decreases as the distance from uj increases. The Loess algorithm was performed with 

preselected arguments by: (1) using a first-order local polynomial, (2) smoothing with 

three fourths of the data, (3) reweighting with four iteractions to improve the robustness 

of the fit in the presence of outliers, and (4) fitting by means of a tricube kernel weight 

function (Simonoff, 1996). 

3.2 Spectrum of Climate Signals 

Large-scale climatic variations have an intrinsic cyclic behavior, and thus, they 

can be characterized by their dominant oscillation rate. Regarding the three-month 

averaged series of the SOI, PDO and NPGO patterns, moving average functions were 

used as a first attempt to approximate the main periodicity of the underlying phenomenon 

(see Figures 2 - 4). In this section a procedure to detect the various modes of fluctuation 

in the frequency domain of such climate signals is described. The aim of this analysis is 

to detect the regular behavior of the SOI, PDO and NPGO indices over time, by means of 

decomposing their empirical series into their regular components: periodic fluctuations 

and random noise. Such fluctuations can be expressed in terms of Fourier expansions. 

This spectral analysis is used here for determining the predominant frequencies of 



oscillation by means of the discrete Fourier transform (DFT). The DFT is a complex-

valued weighted average of the data given by 
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Because the DFT is derived as a nonlinear regression of the climatic signal xt on 

the sinusoids varying with values of j/n, regression coefficients need to be estimated at 

each Fourier frequency. To avoid computing repeated regressions, (2) was computed here 

more efficiently using a fast Fourier transform (FFT) algorithm (e.g., Shumway and 

Stoffer, 2006). 

Any value of the periodogram given by (2) may be regarded as a measure of the 

squared correlation of the data with sinusoids oscillating at specific frequency j/n. The 

sum of all values P(j/n) defined by (2) over the extent of fundamental frequencies 

accounts for the entire variability present in the underlying climatic oscillation. Because 

the periodogram quantifies the variance associated with each frequency, P(j/n) can be 

thought of as the sample version of the spectral density, and here we refer to the P(j/n) 

values as the sample spectral density or simply the spectrum. The frequency j/n is given 
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in cycles per time step of the observed records. Monthly series of the PDO (1900-2007), 

NPGO (1950-2007) and SOI (1950-2007) indices were used to define the periodograms. 

3.3 General Description of the Disaggregation Framework 

Disaggregation (more properly referred to as downscaling) is a procedure to 

obtain realizations of a given variable at a specific (time or space) scale conditional on 

realizations of the same variable at a larger scale, and such that the downscaled 

realizations are statistically indistinguishable from the population variable and meet the 

physical constraints of the specific variables (e.g., conservation of mass – sum of daily 

downscaled volumes over a season must equal the seasonal value). There exist many 

downscaling procedures that have been proposed in the literature, their differences 

depending on the specific assumptions that are made by each about the underlying nature 

of the variable being downscaled and on the specific application for which the procedure 

is being developed.  As a result, many or all of the existing procedures have limitations in 

how well they meet the conditions of the general definition of downscaling presented 

above. In addition to limitations stemming from the assumptions made about the physical 

nature of the underlying processes (e.g., intermittent vs. continuous) those limitations are 

generally related to how well the downscaling procedure preserves the historical sample 

statistics of the underlying process. In addition, there are limitations having to do with the 

data requirements for parameter estimation and with mathematical tractability.  In this 

thesis we propose a downscaling methodology based primarily on non-parametric 

approaches, as will be described next. 



Our procedure for streamflow downscaling consists of scaling by sampling from 

the empirical conditional probability density function, f(X|Y), i.e., the distribution of the 

observed X conditional on the observed Y. In our case, X is a vector of daily 

streamflows, and Y is a vector that contains the aggregate flow (seasonal volumes of 

runoff) and preceding averages of climatic indices, subject to the condition that the daily 

flows add up to the aggregate flow. Here, the conditional PDF is evaluated empirically 

using nonparametric techniques, as explained bellow. The conditional PDF f(X|Y) can be 

defined as 

∫
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where f(X,Y) is the joint PDF of X and Y, and f(Y) is the marginal PDF of Y. 

f(Y) can be obtained by integrating the joint PDF f(X,Y) over all the components of X. 

The joint and marginal functions are estimated from historical observations of X and Y. 

As indicated earlier, existing disaggregation models based on (3) have considered only 

streamflow information in the conditioning vector.  

An important source of variability in the streamflow dynamics is the variability 

from regional climate, which is linked to large-scale oceanic and atmospheric variability. 

We hypothesize that incorporating specific large-scale climatic variables (or other 

hydroclimatic variables) in addition to seasonal flows in Y will lead to better preservation 

of statistical characteristics of X, and to more realistic and compatible streamflow 

patterns throughout the downscaled season. In this manuscript, seasonal volumes of 

runoff and combinations of seasonal averages of PDO, SOI and NPGO indices comprise 

the variables of the vector Y. In our case study, X is composed of daily volumes of 
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streamflow during the period of April to July. As stated earlier, an important condition 

that must be imposed on X is that of conservation of mass.  

The general strategy for the development of the nonparametric disaggregation 

framework consists in a nearest neighbor resampling with adjustment of the historical 

time series, i.e., the resampling is done first followed by the adjustment based on a 

multiplicative scaling transformation as explained bellow. We use a KNN time series 

bootstrapping approach first, where a time series of daily flows on a period of interest 

(e.g., the four-month period April-July, or a month in that period) is resampled from the 

historical record by conditioning on a vector Y (hereafter, Y is also referred to as the 

query point) composed of the aggregate flow on that period of interest and averages of 

climate variables on preceding periods (e.g., the four-month period September-December 

of the previous year, or a month in that period). The time interval of the period of a 

climatic variable (i.e., 4 months or 1 month) matches that of the aggregate volume, as 

explained in section 3.4. Therefore, for every aggregate flow to be downscaled, the 

algorithm involves the identification of K vectors from the observational record (each kth 

vector with the same variables and periods as in the query point) with the most similar 

hydroclimatic behavior to that of the query point. The identified K historical vectors are 

referred to as the “K nearest neighbors” of the query point. The degree of similarity 

between the nearest neighbors and the query point will be measured as a function of a 

modified Euclidian distance between the given vectors (see Section 3.4.1). In general, we 

use the hydroclimatic information given in the query point for identifying the K nearest 

neighbors within the N historical vectors that compose empirically f(X,Y), where N is the 

sample size or number of years. Hereafter, these N historical vectors are referred to as the 
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“historical Y”. The historical flow sequences from K identified nearest neighbors are then 

considered as potential vectors (in a stochastic sense and without previous 

transformations) to generate raw synthetic traces of daily flows. Therefore, the 

identification of these K-nearest neighbors plays a major role in the disaggregation 

scheme. Following in the simulation process, one of the KNN flow sequences is 

probabilistically selected for resampling and properly transformed while ensuring mass 

conservation. Such transformation based on a volume-dependent scaling also adapts to 

the serial dependence exhibited by historical data and guarantees that only positive flow 

values are generated in the disaggregated trace.  

The disaggregation procedure consists of a two-level cascade in which a given 

seasonal volume (e.g., April-July runoff volume) is disaggregated into monthly values 

first (denoted as first level), and then each monthly volume is downscaled into daily 

components (denoted as second level). Because the downscaling is performed in two 

steps (or levels), each level requires the identification of its own set of nearest neighbors. 

In general, the identification of nearest neighbors depends on the disaggregation level. 

Thus, for the second level, the identification of K nearest neighbors is specific for each 

month, and at each month, one of its K nearest neighbors is probabilistically selected for 

resampling. 

3.4 A Stepwise Multivariate Nonparametric Disaggregation Model - (MuNDi-S) 

Considering the two disaggregation levels discussed previously, there are two 

types of periods of the variables that compose Y. A four-consecutive-month period is 

used for the first disaggregation level, and a one-month period is used for the second 
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disaggregation level. For the first disaggregation level, i.e., seasonal to monthly scales (or 

seasonal to daily scales if no stepwise is performed), Y is a vector whose number of 

components varies depending on the complexity of the model. In the simplest case, Y has 

only one component, Y1, corresponding to the seasonal runoff volume; and in the most 

complex case, it has four components as follows, Y1 is the spring (April-July) volume, 

and Y2, Y3, and Y4 are the PDO, SOI and NPGO indices, each averaged over a 4-

consecutive-month interval leading the spring runoff season (e.g., November-February, 

December-March, etc.). The vector Y always includes the seasonal runoff volume, but it 

also may contain one or more of the climatic variables, SOI, PDO, and NPGO. Several 

preceding periods of the averaged climatic indices are considered for evaluation of the 

MuNDi-S model and analyzed in section 4. The same vector array applies for the second 

disaggregation level, i.e., monthly to daily scales, but as previously mentioned, the 

components of Y corresponding to monthly values instead of seasonal values (e.g., Y1 in 

April, and Y2, Y3, and Y4 in preceding months). Note that for the first disaggregation level 

we select the time interval of the climatic index (i.e., 4 months) matching that of the 

aggregate volume because after the first disaggregation level, their corresponding 

monthly indices are used consecutively for downscaling consecutively monthly flows in 

the second disaggregation level. For example, if November-February PDO is used for 

disaggregating the spring volume into monthly values in the first disaggregation level, 

then in the second disaggregation level from monthly to daily scales, November PDO is 

used for daily disaggregation of the April volume, December PDO for daily 

disaggregation of the May volume, etc., i.e., a lag-time of five months between each 

monthly flow in the spring season and the corresponding monthly PDO index in the 



November-February period is used in this specific example. In general, such approach 

allows consideration of the same lag-time between the underlying climate signal and the 

hydrologic response at each disaggregation level. Each of the steps in the disaggregation 

algorithm are discussed in more detail below, beginning with identification of the 

nearest-neighbors, followed by the multivariate decomposition analysis, series 

resampling, scaling transformation, concatenation of disaggregated daily traces, and 

serial dependence correction in the stepwise scheme. 

3.4.1 Step 1: Identification of Nearest-Neighbors 

The nearest neighbors are determined by estimating modified Euclidean distances 

in a m-dimensional space between the historical Y and the query point. This last one is a 

vector of scalars that contains as a first component the standardized value of the 

aggregate flow; the other m-1 components are standardized values of climatic signals. All 

the components of the historical Y must be standardized also. Such transformation 

understood as centering the original data about the mean and reducing the centered data 

over the standard deviation. Standardization ensures that all elements of Y (historical and 

query) have commensurate variability, which is essential in the determination of the 

nearest neighbors. The Euclidian distance is evaluated as 
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where queryi is the ith standardized component of the query point, obsji is the ith 

standardized component of the jth vector of the historical Y, and N is the number of years 

considered for analysis. The factor ei1 is used to assign a weight to each ith squared 
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difference in (4). Such weighting is developed using principal component analysis (PCA) 

as explained next. Then, each one of the computed jΔ  corresponds to a PCA-weighted 

Euclidean distance averaged in a m-dimensional space. Scale-invariant Mahalanobis 

distances may be also used to determine the nearest neighbors. Such approach takes into 

account the correlation structure of the multivariate dataset, since it is calculated using 

the inverse of the covariance matrix. However, when the data contain much correlated 

information, the so-called multicollinearity problem, it may lead to a singular or nearly 

singular covariance matrix that cannot be inverted and, in that case, the Mahalanobis 

distance computation is truncated. The PCA-weighted Euclidean distance approach does 

not suffer from this limitation, and it also provides the capability to determine the nearest 

neighbors in those selected directions (PCs) where the highest variability is observed. 

3.4.2 Step 2: Multivariate Decomposition Scheme with PCA 

PCA transforms the historical Y into a set of independent variables or principal 

components, and each PC is expressed as a linear combination of weights (the so-called 

loadings) with variables from Y. Such loadings correspond to the components of the 

eigenvector associated with each PC, and each component in the eigenvector is 

associated with a variable of Y. Because each loading accounts for an amount of the 

variance explained by the PC, then, the loading is used here as a scaling weight of each 

variable of Y in the calculation of the Euclidean distance. The factors ei1 in equation (4) 

are estimated from the standardized data of the historical Y, and are equal to the absolute 

values of the loadings associated to the eigenvector of the first principal component 

(PC1) (this is the reason for using the subscript 1 in ei1). By definition, the greatest 
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variance of Y lies on the first principal component. If additional PCs are retained, the 

absolute values of the loadings in each PC should be weighted by the normalized 

eigenvalue (from 0 to 1) of the respective PC, and factors ei( ) are then calculated as the 

sum of weighted loadings over the specific components retained. Note that the eigenvalue 

is a measure of the variance of the data explained by its respective PC. If Y is a one-

dimensional vector, PCA is not required and ei1 is equal to one. 

The implementation of PCA in our disaggregation model has basically two major 

objectives in addition to avoiding collinearity issues: (1) dimensionality reduction in the 

number of variables of Y by retaining those transformed variables (lower-order PCs) that 

most contribute to the original variance of Y, and (2) extract important information 

(loadings) from the selected components in the rotated space. It is a normal practice in 

standardized PCA to retain the PCs associated with a variance value greater than 1.0. 

Such criterion is also known as the Kaiser-Guttman stopping rule, which is based on the 

average value of the eigenvalues (further details on stopping rules in PCA can be found 

in Jackson (1993), and many other sources). We select PC1 in the computation of 

because in our case PCA results show that the Kaiser-Guttman rule is satisfied by this 

component only. If additional PCs contribute to the variance of Y almost as PC1 and 

satisfy the Kaiser-Guttman rule, they should be also retained. In that case, the factors ei( ) 

must be computed as explained earlier. Our PCA is based on the covariance matrix of the 

standardized observational Y. 

jΔ
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3.4.3 Step 3: Classification of KNN 

The KNN bootstrapping scheme used in this research requires a previous 

definition of a neighborhood in the data space.  Lall and Sharma (1996) suggest a 

prescriptive choice for the number of neighbors K as the square root of the sample size N. 

The Akaike information criteria (AIC) and generalized cross-validation (GCV) score 

functions can be also implemented in the estimation of K (Lall and Sharma, 1996; 

Rajagopalan and Lall, 1999). Following these works, we selected the size of the 

neighborhood as 

( ) 5.01−= NK   (5) 

and rounded to the nearest integer. Taking into account the magnitude of the 

PCA-weighted Euclidean distances defined by (4), KNN are identified from the N years 

evaluated, and organized by sorting values of jΔ  from the smallest to the largest one. A 

rank from 1 to K is assigned to the first K values of jΔ . We refer to this classification 

from here on as PCA-KNN. 

3.4.4 Step 4: Time Series Resampling 

Disaggregation procedures aim for reproducing the historical autocorrelation in 

the generated traces. In order to preserve the serial dependence structure of the empirical 

data, a bootstrap technique is used over the identified PCA-KNN, where one of the 

nearest neighbors is selected for resampling. In general, resampling implies repeating an 

observed or estimated attribute of a variable to produce a synthetic realization of that 

variable. In particular, our resampling scheme selects the empirical monthly (or daily) 
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flow sequence xip (xip=x1p , x2p, …, xnp ; n is the size of the monthly (or daily) vector) of the 

selected neighbor in the period p (p =1, …, P) (e.g., if an annual volume is disaggregated 

into monthly values, p =1, …, 12) to be used as the sequence (before scaling) for the 

disaggregation period. The neighbor considered for resampling is randomly chosen 

according to a discrete resampling function W(k, Δ) that gives more weight to the closer 

nearest neighbors and less to the farther ones. The random selection of one neighbor from 

the PCA-KNN allows consideration of the random nature of the mechanism that 

generated the observations. In this way, we incorporate the uncertainty inherent in the 

realization of a flow trace, and weight the similarities that exist between the conditional 

information (query point) and the nearest neighbors. Here, we define W(k, Δ) in terms of 

the inverse of the PCA-weighted Euclidean distances defined by (4). For any specific 

neighbor k (k = 1, …, K), such function is defined as follows 

∑

∑

=

−

=

−−

=Δ

<Δ<⎟
⎠

⎞
⎜
⎝

⎛
ΔΔ=Δ

K

k

K

k
kk

kW

kWkW

1

1

1

11

1),(

0.1),(0),(
   (6) 

where k is a discrete random variable and W(k, Δ) represents its probability mass 

function. Note that W(k, Δ) decreases monotonically with the PCA-weighted Euclidean 

distance. The integration of W(k, Δ) over the K nearest neighbors works as the discrete 

cumulative distribution function (CDF). The random selection for resampling is based on 

a Monte Carlo simulation: in both the first and second disaggregation level, a uniform 

number U(0,1) is generated. This number is used as the probabilistic metric in the CDF 

defined previously to select the nearest neighbor, which corresponds to one of the years 
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from the historical record. The discrete function in (6) can be also defined in terms of the 

inverse of the rank defined for the PCA-KNN (i.e., k = 1, …, K), but such approach does 

not recognize the influence of the magnitude of Δk, and therefore, values of W(k) will be 

always a constant probability for each performed simulation. 

3.4.5 Step 5: Scaling and Concatenation 

The resampled series xip (i.e., X in a vector form) is adjusted by means of a 

volume-dependent scaling factor. This procedure ensures conservation of mass, 

guarantees that no negative values are generated, and is not computationally intensive. A 

similar scheme based on this adjustment has been used in other works (Wood et al., 2002, 

2004; Shaman et al., 2003; Salathé Jr et al., 2007; Lee et al., 2010). This procedure 

provides a simple alternative to the Gram-Schmidt orthonormalization procedure (e.g., 

Tarboton et al. 1998; Prairie et al., 2007; Bracken et al., 2010) that is prone to producing 

negative values. The disaggregated traces x*
ip in the period p (p =1, …, P) are then 

nix
y
y

xVx pi
p

p
ipppi ,,1

*
* L===   (7) 

where n is the vector size and the symbol * denotes the simulated (or downscaled) 

space. The scaling factor Vp in (7) is equal to the ratio between the seasonal (or monthly) 

volume to disaggregate, y*
p, and the corresponding volume of the neighbor resampled, yp 

= x1p + x2p +…+ xnp. Equation (7) defines a possible realization of the random process 

X*. Then a set of traces x*
ip (e.g., each one associated to each one of the K nearest 

neighbors) constitutes an ensemble of X* in a probabilistic sense. In the second 

disaggregation level, steps 1 - 5 are applied for each monthly volume. After each monthly 
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cycle in consecutive order (i.e., p = 1, 2, 3 and 4 for April, May, June and July, 

respectively), the disaggregated vector X* at each period p is stored. X* at p = 1, 2, 3 and 

4 is a n = 30, 31, 30 and 31 -dimensional daily flow vector, respectively. After p = 4, all 

the X*s are concatenated (assembled) in the specified order to produce the disaggregated 

122-dimensional daily flow vector. 

3.5 Lag-1 Correlation (lag-1-R) Correction for MuNDi-S 

Based on results presented in the model evaluation section (see section 4.5), the 

cascade procedure may lead to a significant underestimation of the lag-1 correlation 

between the flow of the last day of the previous month and that of the first day of the 

current month. In the spirit of the nonparametric (data-driven) strategy considered in this 

thesis, we present an algorithm based on nonparametric resampling to overcome such 

limitation. 

Our approach for improving the preservation of the autocorrelation of flows 

between adjacent subperiods across consecutive periods in the aggregate space is 

remarkably different from that of traditional parametric models. Parametric approaches 

incorporate a term in the conditional Y (e.g., the underlying correlation needed to be 

preserved), or modify the linear stochastic model to include an additional linear 

dependency at the different levels of aggregation (Bras and Rodriguez-Iturbe, 1985). 

Instead, here we add an additional data point to the conditional Y, which in our case 

corresponds to the last daily flow of the previous month. With this, the disaggregation 

framework preserves its parsimoniousness since the conditional PDF is still expressed in 

terms of nonparametric attributes, i.e., data-driven. The only parameter required in the 
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simulation process is the number of nearest neighbors K. Because our disaggregation 

framework is based on a resampling scheme of historical data, it preserves the sample 

serial dependence throughout the disaggregated period. In the procedure presented here, 

we redefine the resampling scheme described earlier by conditioning it on the last daily 

flow of the previous month. Suppose that the conditioning vector includes aggregate 

flows for the month p; then, using the same notation as presented earlier, the new 

conditional PDF is expressed as f(Xp|Yp, Xnp-1) = f(X1p, X2p,…, Xnp |Yp, Xnp-1), where the 

new term Xnp-1 represents the value of the last daily flow of the previous month. The idea 

of conditioning the PDF on this additional observed (or estimated) flow data of the past 

period p-1 allows a strategy to connect the traces from the periods p and p-1, and thus, to 

improve the preservation of the observed serial dependence of flows across these periods. 

In particular, this is carried out first by computing new Euclidean distances in the 

disaggregated space between the last flow of the previous period and the potential K first 

flows of the ensemble of X* (as defined in section 3.4.5) of the current period. Following, 

a modified discrete resampling function is applied over the nearest neighbors, which 

gives more weight to the smallest new Euclidean distances and less weight to the largest 

ones. One issue that arises at this point is related with the impact on the overall model 

performance for preserving historical features when permuting the nearest neighbors 

already sorted, i.e., when defining a new rank for the PCA-KNN classification described 

in section 3.4.3. Such results are presented in section 4.5. 

The procedure presented here is understood as optional if the modeler wishes to 

improve the preservation of the serial dependence between the components of X*s across 

months with insignificant impacts on preserving other statistical features. Because this 



procedure to improve the lag-1-R correlation can be applied at each month in the second 

disaggregation level (or where it is necessary), from here on the subscript (i, p) on the 

time series xip is replaced by the subscripts LDPM and FDCM when (i, p) refers to the 

“last day of the previous month” and the “first day of the current month”, respectively. 

The steps of the lag-1-R adjustment algorithm are as follows: 

Step 1. At the first month (p= ini) of the second disaggregation level, a daily 

sequence X* (i.e., x*
i(ini) ; i=1, …, n) is simulated with MuNDi-S and stored. 

Step 2. At the next month (p= ini+1), K nearest neighbors are identified and 

sorted from 1 to K according to steps 1-3 of the MuNDi-S algorithm. This step selects 

and ranks the historical years with the most similar hydroclimatic behavior to that of the 

query point. 

Step 3.  An ensemble of X* (i.e., K daily traces x*
i(ini+1); i=1, …, n’) is generated, 

as described in step 5 of MuNDi-S. This step defines a potential set of traces that can be 

used as disaggregated trace at p= ini+1. At this point, no stochastic selection over the 

nearest neighbors has been made at p= ini+1.  

Step 4. New Euclidean distances, now in the disaggregated space, are then 

computed between the flow of LDPM, x*
(LDPM) (i.e., at p= ini), and the K flows of 

FDCM, x*
(FDCM) (i.e., at p= ini+1), as follows 

( ) ( ) Kkforxx FDCMkLDPMk ,,2,1*** K=−=Δ   (8) 

These new Euclidean distances are used in a modified resampling function 

defined bellow. 
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Step 5. The rank of PCA-KNN at p = ini+1 and their associated x*
i(ini+1) are 

reorganized, by sorting values of Δ∗
k in ascending order. As a consequence, a new 

ranking from 1 to K is assigned (1 for the smallest Δ∗
k and K for the largest Δ∗

k). 

Step 6. The neighbor is now randomly selected using the Monte Carlo simulation 

described in step 4 of MuNDi-S, but using a modified discrete resampling function Ω(k, 

x*) (evaluated in x*
(FDCM)) that decreases as the distance from x*

(LDPM)  increases 
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Step 7. The disaggregated vector X* from step 5 corresponding to the randomly 

chosen neighbor from step 6 is selected and stored. 

Step 8. Continuing with the stepwise scheme for the rest of months, the last 

disaggregated month (into daily) is set up now as the first month (p= ini), and the steps 2-

8 are repeated consecutively.  

For the period of study here, step 1 is only applied in April, and steps 2-8 are 

repeated for May, June and July, respectively. Note that when using MuNDi-S, only one 

synthetic daily trace is generated at each month; but with the required ensemble when 

incorporating the Lag-1-R correction algorithm, our modeling framework becomes 

slightly computationally more expensive. This nonlinear adjustment approach can also be 

applied at other time scales (e.g., for annual to monthly disaggregation, for preserving the 
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correlation between December of the previous year and January of the current year), and 

offers a simple and parsimonious alternative to existing parametric correction procedures 

(e.g., Koutsoyiannis and Manetas, 1996). 

3.6 Model Evaluation 

Both the fitting performance and the ability to preserve historical features of the 

MuNDi-S model are assessed with data from the Payette River, Idaho. A brief hydrologic 

description and the streamflow data source of the study region are provided in section 

2.1. The fitting performance evaluation includes also information of large-scale climatic 

patterns in the Pacific Ocean, largely described in section 2.2. The observational record 

considered in this analysis is from the period 1950–2007. 

3.6.1 Fitting Performance and Variable Selection 

A leave-one-out cross-validation (LOO-CV) combinatorial approach (referred as 

to “LOO-CV combinatorial”) was implemented in order to assess the model performance 

in terms of predicting observed flow sequences. The combinatorial scheme involves 

different levels of combinations among periods and variables that comprise Y. Nine 

periods for each averaged climatic index are analyzed. As stated in the MuNDi-S 

description (section 3.4), each index (PDO, SOI and NPGO) is averaged over a 4-month 

interval leading the spring runoff season. The first period leading the spring runoff starts 

in May of the previous year and the last one starts in January of the current year. The 

maximum number of possible combinations in Y regarding the nine climatic periods for 

the three climatic indices is . Although a random selection of one of the 72993 =
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neighbors is considered in the bootstrap approach (see section 3.4.4), we forced the 

MuNDi-S algorithm to resample the same kth nearest neighbor at each disaggregation 

level for further analyses of the fitting performance. Although the possible number of 

combinations between variables of the vector Y is , selected results from those 

subsets that include the streamflow variable are presented. Eight combinations were 

analyzed: (Y1), (Y1, Y2, Y3, Y4), (Y1, Y2, Y3), (Y1, Y2), (Y1, Y3), (Y1, Y2, Y4), (Y1, Y3, Y4) and 

(Y1, Y4). The subset (Y1) implies that only hydrological information is considered. In the 

LOO-CV scheme, N years are available for developing the model. Here, we use N-1 

years for training MuNDi-S leaving the jth year out ( j=1, …, N), and the fitted model is 

validated in that jth year. This means that we use observational information to construct 

the jth query point and discard its corresponding historical Y in defining the f(X,Y) data 

space. The LOO-CV combinatorial evaluation tries to determine not only which 

season/variable subsets produce the best performance, but also to compare performances 

between different modeling procedures (e.g., like daily downscaling using hydrological 

information alone and/or without the stepwise procedure). We compared graphically and 

numerically a single disaggregated trace with the observed one of the year jth (j=1, …, N) 

that was dropped from the data. To numerically assess the model performance, the mean 

square error (MSE) was computed as 
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with x*
ip and xip  as defined by (7). We used the total MSE (TMSE) as the 

performance metric of the synthetic daily traces from April through July at each 

season/variable subset and for each neighbor (from k = 1 to k = K) 
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The value of N used in (10) and (11) is 58. Both X and X* at p = 1, 2, 3 and 4 are 

n = 30, 31, 30 and 31 -dimensional daily flow vectors, respectively. Other metrics like the 

average MSE (AMSE) or the average root MSE (ARMSE) instead of the TMSE, the 

average R, or a bias-based measure could be tested also. For the selection of variables we 

evaluated the best combination in terms of the minimization of the TMSE. For evaluating 

the effect of the cascade scheme in the disaggregation framework, the stepwise algorithm 

was disconnected from MuNDi-S, i.e., the spring natural runoff volumes were 

disaggregated directly into daily values. 

3.6.2 Preservation of Statistical Properties 

In general terms, we simulate first an aggregate flow space with a suitable 

approach, and then we generate stochastically in a finer time scale with the MuNDi-S 

model. The goal of this simulation is to assess the reproduction of statistical attributes 

from the historical record in the disaggregated space. Parametric and nonparametric 

schemes can be used for generating the aggregate flow space. Salas and Lee (2009) 

provide an interesting review of nonparametric-based generation models, describe their 

main strengths and drawbacks, and propose a new framework for overcoming their 

limitations. A univariate AR(1) model was implemented here for generating seasonal 
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(i.e., aggregate) flows (here, 200 sequences of spring flows, each one with length = N). 

The parameter estimation of AR(1) was carried out using the method of moments (Salas 

et al., 1980) and based on the available sample size, 1950-2007 (N = 58 years). Such 

model was fitted directly to the original data space because the observational spring flow 

series appears not skewed (a skewness test of normality (Salas et al., 1980) was applied). 

However, a Gaussian transformation can be considered previous to the parameter 

estimation. We implemented the MuNDi-S approach to disaggregate the synthetic spring 

flows into monthly values. Following, we simulated daily runoff traces with MuNDi-S 

from the synthetic monthly volumes. Only hydrological information is considered in the 

aggregate vector. A similar and consistent procedure also applies when disaggregating 

directly from seasonal to daily values. 

We evaluated the reproduction of several sample moments and statistics (e.g., 

estimates of the mean, variance, skew, lag-1 serial correlation, maximum and minimum). 

To test the ability of MuNDi-S to capture the historical distributional properties, 

comparisons between synthetic and observed marginal PDFs of both monthly flows in the 

first disaggregation level and daily flows in the second disaggregation level were carried 

out by means of univariate KDE (Simonoff, 1996). Box-and-whisker vertical diagrams 

were used in all the assessed statistical features to quantify variability (200 realizations at 

each box). The line dividing the box represents the median. The top (75% quartile) and 

bottom (25% quartile) of the box encompass the interquartile range (IQR), and whiskers 

span the 5% and 95% quartiles. The span of the IQR and whiskers represents the 

underlying variability. Circles within the boxes correspond to historical statistics.  

Outliers from the simulations were omitted in the boxplots. In what follows, the 
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performance of the MuNDi-S model in reproducing statistical attributes will be referred 

to as very good if the historical sample statistic coincides with the median, good if it falls 

inside the IQR, acceptable if it falls inside the whiskers frame and poor if it falls outside 

the box-and-whisker. The algorithm described in section 3.5 for fixing the autocorrelation 

structure between daily flows across months of the MuNDi-S model was also tested with 

this evaluation framework. 

4 Results 

4.1 Lagged Teleconnections with SST and SLP Fields 

The spatial and lagged cross-correlation variability between SST and SLP fields 

in the Pacific Ocean and spring streamflows in the Payette River is displayed in Figure 5 

and Figure 6, respectively. The images were processed at the Earth System Research 

Laboratory with data from NOAA. Pearson’s R equal to or above/below ±0.255 (df = 57), 

respectively, are statistically significant at the 95% confidence level. Although 

correlation maps were generated with climatic fields leading the spring runoff up to ten 

months, only results from the preceding fall and winter are presented here because the 

observed SST-based correlations are higher in these seasons. 



(a)      (b) 

 

(c)      (d) 

 

Figure 5. Spatial variability of cross-correlation between spring runoff volumes in the 

Payette River Basin, Idaho, and preceding SSTs averaged over: (a) October–December; 

(b) November-January; (c) December-February; (d) January-March. Pearson’s R equal to 

or above/bellow ±0.255 are 95% statistically significant. The regions with the highest 

positive and negative correlations in the Pacific Ocean are depicted with black circles and 

a red star points the location of the Payette River.  (Image processed by the NOAA-ESRL 

Physical Sciences Division, Boulder, Colorado, USA). 
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Figure 6. Same as Figure 5 but for SLP fields. Image processed by the NOAA-ESRL 

Physical Sciences Division, Boulder, Colorado, USA. 

  

It can be seen in Figure 5 that as the period of analysis in the north Pacific moves 

from fall to winter both the correlation level and sea surface areas with the highest R 

values increase. In the tropics, on the other hand, the correlations are stronger in the fall 

than in the winter. In general terms, these patterns could be the result not only of 

geographical reasons, (i.e., distances from the tropics to Idaho are greater than those from 

the northern Pacific ocean and, consequently, atmospheric perturbations induced from 
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anomalously warm or cold SSTs in the tropics take more time to impact the North Pacific 

U.S. atmospheric circulation than those from the northern Pacific ocean) but also of 

“atmospheric bridges” in which part of ENSO-related phenomena leads and influences 

the ocean-atmosphere oscillations in the North (Trenberth and Hurrell, 1994; Newman et 

al., 2003; Di Lorenzo et al., 2009), thus, causing a delay in the North Pacific oceanic 

response and the associated hydroclimatic impact in the continent. Payette River flows 

and SSTs in the Tropical Pacific Ocean display negatively correlated activity, although 

some western regions in this oceanic frame (e.g., north and off the coast of Papua New 

Guinea) exhibit positive links. Significant positive and negative associations are observed 

in the northwestern and northeastern Pacific Ocean, respectively. The highest levels of 

correlation are located in regions of the North Pacific (between 40°N and 50°N) and in 

the tropical Pacific (between equator and 10°N). In the former regions the highest 

positive correlations are approximately located at longitude 178°W and those areas with 

the highest negative values are located in the region off the coast of the states of 

Washington and Oregon (Figure 5). Regions in the tropical zone with the highest 

negative correlation are located in the central Pacific, between 160°W and 165°W (i.e., 

corresponding to the region Niño 3.4 which is defined for 5°N-5°S, 120°W-170°W). The 

highest cross-correlation in the Northern Hemisphere is observed in the periods 

December-February and January-March (Figure 5c and 5d, respectively), with positive 

values close to 0.6 in western regions and negative values close to 0.5 just off of the 

Washington and Oregon coasts, which suggests that such SST anomalies explain up to 

60% of the spring flow variability in the study zone. Similarly but to a lesser degree, the 

most significant period for the central tropical Pacific is October-December (Figure 5a) 
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with a negative correlation close to 0.5. It is also observed that fall and winter SSTs in the 

northern hemisphere always have the highest correlation with respect to other regions. 

For the period January – March, Figure 5d shows that the strength of association in the 

central tropical Pacific decreased with respect to preceding periods but still with 

significant cross-correlation levels in the north. 

Taking into account the definition of the SOI provided earlier in this thesis, an 

additional SLP-based correlation analysis in the Tropical Pacific Ocean was performed in 

terms of the absolute difference of cross-correlation values between Darwin and Tahiti 

(ADCDT), and not only as a function of the single values at each location. In the South 

Pacific Ocean basin, east of Australia, the SST-runoff correlation structure from Figure 6 

exhibits a negative association, and a vast area centered at approximately 20° S and 160° 

E shows always significant and higher correlation values in this region (-0.4 < R < -0.3). 

The SLP-based fields at the Darwin location show also negative values but less 

correlated. However, at Tahiti, neutral and slight tendency to weak positive relationships 

(R < 0.2) can be seen. In average, the ADCDT remains moderate during the period of 

analysis (ADCDT ≈ 0.3), as shown in Figures 6a – 6d. However, we find that in the 

preceding summer (results not shown), the ADCDT indicates a stronger relation 

(ADCDT ≈ 0.6) than this from fall and winter due to higher and statistically significant 

correlations over the central tropical Pacific. This is consistent with results presented later 

from SOI-based correlogram functions. Also, a longer memory is apparent from SST-

based teleconnections when compared with those from SLPs. This is possibly due to the 

higher heat capacity of the ocean, which plays a more important role than the atmosphere 

in the storage of heat and likely provides a longer persistence for the SST-runoff 
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relationship. In general terms, the significant correlations found in SST and SLP fields 

are consistent with those regions in the Pacific Ocean where PDO, NPGO and ENSO 

fluctuations are defined. 

4.2 Lagged Teleconnections with PDO, NPGO, and ENSO Indices 

Figures 7–9 show the cross-correlograms between spring runoff and preceding 

indices of PDO, NPGO and ENSO/SOI, respectively. Figure 7a shows that for lag-times 

larger than zero and for all the assessed periods the correlation is poor and not significant 

(with very few exceptions from lag-3 to lag-5). Such results indicate no interannual 

persistence in the PDO-runoff variations. This is in contrast with the significant 

correlation and memory observed at the seasonal timescale (Figure 7b) up to six lags. 

These analyses suggest that predictors involving PDO and spring runoff variables in 

Payette should be preferably selected with averaged indices of PDO leading the spring 

runoff by less than or equal to eight  months (e.g., up to the preceding period August-

October), and not by a number of years. For the NPGO case (in contrast to the PDO), this 

analysis shows positive and significant associations with runoff for most of the preceding 

periods in lags from three up to seven years (Figure 8a), and accounting for nearly 40% 

of the streamflow variance. A similar behavior is also observed for lag-10 through lag-13 

but with negative correlations. These correlation patterns are likely associated to the high 

low-frequency found for the NPGO (see spectral analysis, section 4.3). Such lagged 

teleconnections indicate that potentially there may be some long-lead predictive ability of 

the NPGO in an annual time scale. Similarly but less pronounced, the cross-correlation 

runoff-SOI is significant mainly at lag-3 and lag-12 (Figure 9a) for all the periods 



evaluated, with an average of explained runoff variability of about 30% and 36%, 

respectively. 
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Figure 7. (a) Lag-K cross-correlation functions between spring runoff volumes at Payette 

River at Horseshoe Bend, Idaho, and 3-month average PDO index for several preceding 

periods. (b) Variation of Lag-0 cross-correlation between PDO index and spring runoff 

volumes at Payette River. Pearson’s R values above 0.26 and below –0.26 are significant 

at the 95% level or greater. 

 

Figure 7b shows negative and statistically significant correlations for the PDO-

runoff variations at lag-0, and basically spanning the fall and winter and part of the 

summer. Such negative relations indicate generally lower flows during the positive phase 

of PDO and vice versa (see Loess smoothing in Figure 10). The period with the strongest 

significant lag-0 cross-correlation is November-January (R = -0.36). The NPGO (Figure 

8b) also presents negative associations as PDO at lag-0, but exhibiting a tendency to 

more uniform and weaker correlations than the PDO, and only significant in the winter. 



These results show consistency with the SST-based negative relationships observed for 

the same seasons in the region off the coast of Washington and Oregon (Figure 5), where 

the Alaskan gyre, a wind- and buoyancy-forced circulation regime located in the 

northwest Pacific and the Gulf of Alaska, plays an important role in defining the PDO 

and NPGO patterns (Di Lorenzo et al., 2008). The season with the higher lag-0 cross-

correlation in the runoff-NPGO variations is January-March (R = -0.28). The weaker 

links of the NPGO when compared with those of the PDO in the first lags of the seasonal 

timescale can be explained partially because the former represents the second mode of 

variability of the North Pacific SSH field (the PC2 of SSTs is also an expression of the 

NPGO), and thus, it accounts for less variance than the PDO. However, the more 

prominent low-frequency fluctuations found in the NPGO with respect to the PDO, as 

mentioned later, and the related atmospheric mechanisms that drive that behavior may 

play an additional role in the important runoff variability explained by this oceanic 

circulation in annual timescales (e.g., 0.35 < R < 0.45 for lag-5, Figure 8a). 
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Figure 8. Same as Figure 7 but for NPGO index.  
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Significant and positive associations for the SOI-runoff at lag-0 are observed 

mainly in summer, with the highest value in June-August (R = 0.34; Figure 9b). This is 

consistent and supports previous analysis carried out in the western tropical Pacific with 

the ADCDT. Note that the climatic indices used in this study exhibit less cross-

covariance with the spring runoff than some specific regional climate fluctuations in the 

Pacific basin. For example, December-February SSTs in the region 178°W-182°W and 

40°N-50°N explains around 60% of the spring runoff variability (Figure 5c), whereas the 

PDO index for the same period explains around 33% of the spring runoff variability 

(Figure 7b). This is because such indices explain partially the variability associated to the 

climate fields where they are defined. In the case of the PDO index, for example, it 

accounts for 34% of the SST field variability in the North Pacific Ocean (Di Lorenzo et 

al., 2008), which corresponds to the variance associated with the PC1 of SSTs in that 

region. Bearing this in mind, more specific regional indices in the ocean-atmosphere 

system associated with the study basin should be developed and explored in future 

research to be used as inputs in the disaggregation framework. 
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Figure 9. Same as Figure 7 but for SOI.  

 

Climate indices with the highest absolute values of Lag-0 cross-correlations were 

statistically linked between them, as shown in the scatterplots in Figure 10. Pairwise 

relationships (lower panel) described by the conditional expectation (smoothed curves) 

estimated with Loess exhibit slight nonlinearities in most cases, which may be related to 

differences in their predominant frequencies of oscillation. Regarding the variation of the 

runoff-index smoothing (e.g., E[VolApr.Jul|PDONov.Jan] or E[VolApr.Jul|SOIJun.Aug]) in the 

same figure, it is noted that high and low streamflow years exhibit a strong linear 

relationship with  PDO and SOI, but in normal years (standardized flows close or equal to 

zero) the locally-weighted relationship is observed to be flattened, i.e., PDO or SOI alone 

fails to explain the streamflow variability. It is thought that such nonlinearities may be 

associated to the modulating effect from phase interactions of these climate fluctuations 

over the hydrologic response. The effects of PDO phase on SOI-streamflow relationships 

in the Pacific Northwest U.S. have been previously studied (Koch and Fisher, 2000; 
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Harshburger et al., 2002; Barton and Ramirez, 2004), and they indicate that runoff 

responses to El Niño events during the positive phase of PDO are stronger and similarly 

when La Niña events occur during the negative PDO, whereas events with equal sign in 

these two fluctuations tend to weaken their effects on the streamflow variability. 

NPGO (Nov-Jan) is intentionally added to Figure 10 in order to make inferences 

of independence with the PDO for the same season. Note that Pearson’s R values in the 

correlation matrix (upper panel) appear as absolute values, but the sign of association 

between spring runoff and PDO/NPGO indices is negative, as can be seen in the 

smoothed curves in the scatterplots. PDO (Nov-Jan) and NPGO (Nov-Jan) are not 

statistically correlated, as conceptually defined, although the small observed correlation 

(R = 0.13) is explained because the PDO used in this analysis is derived from the SST 

field and not from the SSH anomalies. 
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Figure 10. Lower panel: Pairwise scatterplots between spring runoff volumes (Vol. Apr-

Jul) at Payette River near Horseshoe Bend, Idaho, and preceding PDO (Nov-Jan), NPGO 

(Jan-Mar), NPGO (Nov-Jan), and SOI (Jun-Aug) indices; Upper panel: Absolute values 

of Pearson correlations. The lines in scatterplots smoothed with Loess. 

 

Attention is focused now on the statistical links between the NPGO and SOI 

indices. Based on results shown in Figure 10, the NPGO (Jan-Mar) and preceding SOI 

(Jun-Aug) are uncorrelated (R = 0.06), and NPGO (Nov-Jan) and preceding SOI (Jun-

Aug) are independent (R ≈ 0). Other cross-covariance results (not shown) considering a 

range of seasonal series indicate that the correlation between these two patterns are not 
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significant statistically, specifically the correlation between the fall-winter NPGO and the 

preceding spring-summer SOI. In contrast, PDO (Nov-Jan) and SOI (Jun-Aug) are 

significantly correlated, and appear to exhibit a significant negative association (R = -

0.45). Similarly, the correlation between PDO and SOI for other periods (figures not 

shown) is negative and statistically significant (R < -0.26). The previous analyses suggest 

that ENSO and NPGO should be explored as an alternative to ENSO and PDO in 

operational hydrology over the western U.S. 

4.3 Spectral Analysis of PDO, NPGO, and ENSO Indices 

Figure 11 shows the spectrum for the climatic indices considered in this 

manuscript. The value of the bandwidth that appears in the plots refers to the width of the 

frequency band used in smoothing the periodogram (further details for the bandwidth 

computation can be found in Shumway and Stoffer (2006) and references therein). 

Although the abscissa spans up to j/n = 0.5, we show values of j/n from 0 to 0.06, where 

the main frequencies are observed. The magnitude of the spectrum for Fourier 

frequencies larger than 0.1 is minimum or tends to zero. In average, the dominant 

oscillation rates estimated for the PDO, NPGO, and SOI are 1/648 (54 years), 1/144 (12 

years), and 1/60 (5 years) cycle/month, respectively. Two other modes of oscillation for 

the SOI in the interannual timescale are also observed around j/n = 0.033 cycle/month (30 

months) and 0.022 cycle/month (45 months), and account for a significant amount of its 

variance. The fourth SOI mode of periodicity, but in the decadal time scale, is observed 

around j/n = 0.0069 cycle/month (144 months).  
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Figure 11. Smoothed spectrum for PDO, NPGO, and SOI signals. The spectral estimates 

smoothed with the modified Daniell kernel. The dashed vertical line depicts the 

predominant oscillation frequency (red for PDO, grey for NPGO, and blue for SOI). 

Fourier frequency units are given in cycle/month. A coherence between SOI and PDO 

around j/n = 0.0166 (~5 years) and between SOI and NPGO in j/n = 0.007 (~12 years) is 

observed. 
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The interdecadal dynamics estimated with the PDO  spectrum in Figure 11 is 

easily visualized in the smoothed series using the moving average function plotted in 

Figure 3, and is consistent with Mantua et al. (1997), who characterize PDO events 

(positive or negative phases) with a persistence over 20 to 30 years. A second mode of 

periodicity but in the annual timescale is also observed for the PDO, and very closely 

tracks the main periodicity of the SOI. Such coherence between these two patterns in the 

annual timescale supports results of their statistical association described in the previous 

section, although the relationship between ENSO and the PDO extends to longer 

timescales in the power spectra domain, as noted by Newman et al. (2003). 

Our spectral analysis indicates that the NPGO exhibits more prominent low-

frequency oscillations than the PDO. The spectral peak found for the NPGO at a 

frequency of about one cycle every twelve years (Figure 11) is consistent with the 

periodic variation plotted for this pattern in Figure 4. Although in the previous section we 

found statistical independence between NPGO and SOI at seasonal time scales (0-6 

months), our results from the spectral analysis suggest that there is a link between these 

two patterns, where the SOI signal appears excited by the low-frequency oscillation mode 

of the NPGO. As observed in Figure 11, the fourth SOI frequency tracks exactly the main 

periodicity of the NPGO. Recent theories suggest that the NPO and NPGO are connected 

to ENSO and act as the drivers of SST anomalies in the central tropical Pacific (Vimont 

et al., 2009; Di Lorenzo et al., 2009). The spectral link seen in Figure 11 between NPGO 

and SOI is consistent with results of Di Lorenzo et al. (2009), who found that the monthly 

time series (1950-2006) of the first principal component of ENSO (as defined therein) is 

significantly correlated with those of the NPGO index when the latter leads the first by 
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approximately one year. They hypothesize that boreal spring variability of the NPO, 

integrated into the oceanic NPGO pattern, initiates the ENSO expression that peaks in the 

following winter, which in turn excites variability in the AL that is passed by the ocean 

into the PDO pattern. 

4.4 Fitting Performance 

Four modeling alternatives are analysed: (1) MuNDi-S with hydroclimatic data in 

Y, (2) MuNDi-S with only flows in Y, (3) alternative 1 without stepwise disaggregation, 

and (4) alternative 2 without stepwise disaggregation. The ability of the modeling 

procedures to simulate observed flows is based on comparisons between minimum 

TMSE values, and therefore these metrics are used to determine which alternative 

produces the best performance. The model ability to reproduce statistics of historical data 

is tested in the next section. Figures 12 - 14 present the MuNDi-S performance for 

alternatives 1 and 2 for selected variable subsets and for the first six neighbors. Similarly, 

Figures 15 – 17 show selected results of performance for alternatives 3 and 4. Although 

such figures do not represent time series, they were plotted conveniently in that way as a 

valuable tool for visualizing and discussing results. Note that the TMSE for alternatives 2 

and 4 (depicted with red points in their respective figures) is constant throughout the 

lagged climatic periods evaluated at each nearest neighbor. This, because the vector Y 

considers aggregate flows only in the same season/month where the disaggregation is 

carried out (i.e., f(Xp|Yp)). 
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Figure 12. MuNDi-S performance [TMSE in units of (106m3/d)2] conditional on Y = 

(Vol, PDO, SOI, NPGO) for spring to daily disaggregation of flows at Payette River 

using LOO-CV combinatorial (black line). Each integer in the abscissa represents one 

possible combination of 4-month periods from climatic indices in the conditional Y 

(number of combinations = 729). The red points depict the model performance 

conditional on flows alone (alternative 2). The kth NN evaluated is printed in the right 

lower corner of each plot. The horizontal dashed line and the blue line represent the mean 

TMSE and a smoothed TMSE with a moving average function, respectively. The 4-

month periods subset that produces the best disaggregation (shown in front of each index) 

corresponds to the combination defined by the minimum TMSE (green points).  



 

Figure 12 shows that using flows and the three climatic indices in the conditional 

vector improves significantly the fitting performance at each nearest neighbor when 

compared with disaggregating using flows alone. Other combinations from alternative 1 

like those presented in Figures 13 and 14 exhibit similar improvements over using flows 

alone, but their performance is not as good as that of alternative 1 shown in Figure 12. 
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Figure 13. Same as Figure 12 but for Y = (Vol, PDO, SOI). Number of combinations of 

seasonal periods = 81, instead 729. Results of minimum TMSE for Y = (Vol, PDO, SOI, 

NPGO) are also included (purple point). 
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Figure 14. Same as Figure 12 but for Y = (Vol, SOI, NPGO). Number of combinations of 

seasonal periods = 81, instead 729. Results of minimum TMSE for Y = (Vol, PDO, SOI, 

NPGO) are also included (purple point).  

 

Alternative 1, Y = (Vol, PDO, SOI, NPGO), was the combination that presented 

the best performance. However, Y = (Vol, SOI, NPGO) (Figure 14) can be considered a 

best vector in alternative 1 because it not only shows smaller values of minimum TMSE 

than Y = (Vol, PDO, SOI) and performs almost identically to Y = (Vol, PDO, SOI, 

NPGO), but more importantly uses less information than the latter by excluding the PDO. 

The latter suggests an apparently more valuable contribution of the NPGO to the MuNDi-

S performance than from the PDO. Similar results were obtained from alternatives 3 and 



4 (see Figures 15 – 17), i.e., incorporating the underlying conditional fluctuations in the 

model, but without a stepwise scheme, also improves the overall performance of the 

disaggregation approach. As expected, performance results from subsets with only 

climatic indices in Y (not shown) are poor when compared with groups that include the 

streamflow variable. 
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Figure 15. Same as Figure 12 but without stepwise scheme. 
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Figure 16. Same as Figure 13 but without stepwise scheme. 
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Figure 17. Same as Figure 14 but without stepwise scheme. 
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Considering alternative 4 as the reference model and summarizing results from 

the TMSE minimization, we estimated the percentage improvements in the other 

modeling procedures (Tables 1 - 2). Positive values mean increased performance. Our 

results indicate that incorporating climate signals alone to alternative 4 can produce 

disaggregation improvements up to 24% (Table 1).  

 

Table 1. Percentage improvements of alternative 3 with respect to alternative 4, for spring 

to daily disaggregation of flows at Payette River using LOO-CV combinatorial. 

Alternative  Vector Y        kth Nearest Neighbor       

   conditional on:  1  2  3  4  5  6  7 

4  Vol                      
   Vol, PDO, SOI, NPGO  19 16  5  1  11  16  17
   Vol, PDO, SOI  20 13  2  ‐2  11  7  14
   Vol, PDO  23 14  ‐1  0  5  8  12
3  Vol, SOI  15 10  4  0  4  5  12
   Vol, PDO, NPGO  24 12  0  ‐3  10  17  14
   Vol, SOI, NPGO  20 12  4  ‐5  11  13  16
   Vol, NPGO  16 13  3  ‐7  13  2  11

 

 

The best performance is observed for the first nearest neighbor and the worst for 

the fourth one. The subset Y = (Vol, PDO, SOI, NPGO) is the best combination. Most 

remarkable in alternative 3 is that including at least one index additional to flow in Y can 

provide comparable improvements to those when including the three signals. On the 

other hand, disaggregating from flows alone but including the two-level cascade 

approach increases significantly the model performance with respect to alternative 4 by 

between 25 and 40% (Table 2). 
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Table 2. Percentage improvements of alternatives 2 and 1 with respect to alternative 4, 

for spring to daily disaggregation of flows at Payette River using LOO-CV 

combinatorial. 

Alternative  Vector Y        kth Nearest Neighbor       

   conditional on:  1  2  3  4  5  6  7 

2  Vol  40 42  26  25  39  37  39
   Vol, PDO, SOI, NPGO  48 45  41  40  45  46  49
   Vol, PDO, SOI  46 43  38  35  43  45  46
   Vol, PDO  40 41  33  34  37  43  47
1  Vol, SOI  43 41  33  34  40  37  44
   Vol, PDO, NPGO  42 44  36  35  47  44  45
   Vol, SOI, NPGO  47 44  41  40  45  43  45
   Vol, NPGO  45 36  34  32  40  39  42

 

 

The improved performance of the stepwise disaggregation appears to be linked to 

the increased bootstrapping, and thus the ability of the model in decreasing the mean 

error of the predicted flows. The best improvement when implementing alternative 1 is 

between 40 and 50% approximately (Table 2), when using both the three climatic indices 

or the SOI and NPGO alone additional to flow. Less improvement is achieved when SOI 

and PDO are added to the flow vector (between 35 and 46%). From this it follows that 

NPGO improves the performance in the stepwise disaggregation more than the PDO 

when accompanied by SOI. Finally, including the PDO in Y = (Vol, SOI, NPGO) is not 

useful in the model performance when applied to our study region. The first issue is 

likely attributed to the independence found between NPGO and SOI in a seasonal time 

scale. These analyses support earlier arguments and suggestions presented above about 
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the utility of using ENSO and NPGO instead ENSO and PDO in western U.S. operational 

hydrology. 

It is clear that alternative 1 represents the optimal procedure, followed by 

alternatives 2, 3, and 4. However, regarding simplicity in the model, it may be more 

flexible and preferable to implement alternative 2. We consider alternative 2 to have 

significant advantages over alternative 1, and obviously over alternative 3, because the 

first produces large improvements, needs less information and less steps (e.g., PCA is not 

required), and thus, becomes computationally less demanding. The effects of 

implementing the stepwise disaggregation on the preservation of historical sample 

statistics are discussed in the next section. If additional improvement is desired, the 

MuNDi-S model as evaluated in alternative 1 and including preferably at least two ocean-

atmosphere signals in Y (SOI and NPGO are suggested) should be implemented, but at 

an extra computational cost. The recommended season subsets to be used for each signal 

and nearest neighbor in Payette are shown in Figures 13 – 17 (green legends). 

4.5 Preservation of Statistical Properties 

In this section we focus on evaluating our model for the alternative 2 mentioned 

in the previous section, and demonstrating the utility of the Lag-1-R correction algorithm 

when incorporated to alternative 2. The monthly simulations of MuNDi-S using flows 

alone are presented in Figures 18 – 19. All the statistics in all the months are very well 

preserved (Figure 18) although with a very slight tendency to underestimate the standard 

deviation and the extreme values in June. A large variability of the simulated low-flows 

in May is also observed. Negative values are not generated by MuNDi-S from positive 
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aggregate flows. On the other hand, multimodality and non-Gaussian features exhibited 

by historical monthly PDFs are very well reproduced (Figure 19). It can be seen, for 

example, how the large skew to the left in July (the largest between spring months; see 

skew plot in Figure 18) or the two modes of the historical flow in May (the first one 

around 620Mm3/d, and the second one around 930 Mm3/d) are very well captured by the 

simulations. 
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Figure 18. Preservation of historical statistics of spring flows at the monthly time scale 

using MuNDi-S conditional on flows alone at Payette River, Idaho. Colored Points 

represent the historical statistics and box-and-whisker plots the simulations. 
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Figure 19. Preservation of historical PDFs of spring flows at the monthly time scale using 

MuNDi-S conditional on flows alone at Payette River, Idaho. The PDF is computed using 

Kernel density estimation. Red curves represent the historical PDF and box-and-whisker 

plots the simulations. 

 

Regarding the second level of the disaggregation (i.e., monthly to daily), Figures 

20 – 21 show results from the model evaluation. We present first the reproduction of 

distributional attributes and we focus specifically on May, which has the highest flows of 
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the year. In Figure 20 we compare the simulated and observed marginal density estimates 

of daily flows for the period May 10 – 21, which correspond to Julian days 130 through 

141, respectively. As in the monthly simulation, historical multimodality and skewness 

characteristics in the month-to-days disaggregation are very well captured by the 

synthetic PDFs. We found that MuNDi-S reproduced all daily PDFs very well (122 in 

total), so for brevity we have presented only results for the mentioned days in May. The 

overall performance of MuNDi-S in reproducing observational daily statistics (Figure 21) 

is considered to be between good and very good, although some considerations and 

limitations are outlined below. Estimates of the standard deviation, skewness, and 

maxima underestimate slightly the historical for a few days in the second half of June. 

Low-flow daily values in May appear with a wide span in the IQR, as observed for the 

same month in the monthly generation. Although the lag-1 correlation is very well 

preserved for all days, the model is unable to simulate adequately the correlation between 

April 30th and May 1st, May 31st and June 1st, and in a minor degree between June 30th 

and July 1st (Figure 21). This limitation of the model is to the result of the stepwise 

scheme in the second level of the disaggregation, given that the conditional PDF in a 

specific month does not include dependence features from the previous month. Such 

specific cases represent only a small fraction of the total generated for the whole season 

(3/121 = 2.5%). At each level of the cascade scheme the model guarantees conservation 

of mass. 
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Figure 20. Same as Figure 19 but for spring flows at the daily time scale. The depicted 

Julian days within the plots correspond to days in the period May 10 – May 21. 

73 

 



-7.4 2.8 12.9 24.8 36.6 48.4 60.3 72.1

0.
00

0.
02

0.
04

f low  (Mm3/d)

D
en

si
ty

Kernel PDFs for Day: 136

-7.8 3.4 14.7 27.8 40.9 54 65.3 78.4

0.
00

0.
02

0.
04

f low  (Mm3/d)

D
en

si
ty

Kernel PDFs for Day: 137

-6.5 4.3 15 24 34.7 47.3 58 67 77.7

0.
00

0.
02

0.
04

f low  (Mm3/d)

D
en

si
ty

Kernel PDFs for Day: 138

-6.4 3.9 14.2 26.3 38.4 50.4 62.5 74.5

0.
00

0.
02

0.
04

f low  (Mm3/d)

D
en

si
ty

Kernel PDFs for Day: 139

-7.6 3.6 13 24.2 37.3 50.5 63.6 76.7

0.
00

0.
02

0.
04

f low  (Mm3/d)

D
en

si
ty

Kernel PDFs for Day: 140

-7.8 2.7 13.1 25.2 37.3 49.5 61.6 72

0.
00

0.
02

0.
04

f low  (Mm3/d)

D
en

si
ty

Kernel PDFs for Day: 141

 

Figure 20. (Continued). Same as Figure 19 but for spring flows at the daily time scale. 

The depicted Julian days within the plots correspond to days in the period May 10 – May 

21. 
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Figure 21. Same as Figure 18 but for spring flows at the daily time scale. Note that the 

lag-1 correlations in May 1st, June 1st, and in a minor grade July 1st (green boxes) are not 

preserved by MuNDi-S. 
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Figure 21. (Continued). Same as Figure 18 but for spring flows at the daily time scale. 

Note that the lag-1 correlations in May 1st, June 1st, and in a minor grade July 1st (green 

boxes) are not preserved by MuNDi-S. 
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In order to improve the preservation of the autocorrelation between consecutive 

days of two different months, we implemented the so called lag-1-R correction algorithm. 

As shown in Figure 22, MuNDi-S with lag-1-R correction improved importantly the 

preservation of the correlation between flows of adjacent days in different months, 

without affecting preservation of other daily autocorrelations. 
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Figure 22. Preservation of historical lag-1 autocorrelation of spring flows at the daily 

time scale incorporating Lag-1-R correction to MuNDi-S conditional on flows alone at 

Payette River, Idaho. Red points represent the historical statistics and box-and-whisker 

plots the simulations. The improved correlations in May 1st and June 1st are depicted in 

blue. 
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The median of the simulated lag-1 R for May 1st was improved from 0.48 to 0.80 

and for June 1st from 0.56 to 0.73. The lag-1 R on July 1st remained constant at 0.86. 

Perturbations in other historical sample statistics resulting from this procedure were 

minor. As can be seen from Figure 23, performance of MuNDi-S with lag-1-R correction 

is practically indistinguishable from that of the original model (Figure 21). Only a very 

slight underestimation is observed for a few days of June for the standard deviation, 

maximum and skewness. The lag-1-R correction is only applied at the monthly-daily 

cascade level, and thus, statistics and dependencies at the monthly time scale are not 

affected. PDFs are also very well reproduced when incorporating the mentioned 

nonlinear adjustment. 
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Figure 23. Preservation of historical statistics of spring flows at the daily time scale 

incorporating Lag-1-R correction to MuNDi-S conditional on flows alone at Payette 

River, Idaho. Colored points represent the historical statistics and box-and-whisker plots 

the simulations. 
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Figure 23. (Continued). Preservation of historical statistics of spring flows at the daily 

time scale incorporating Lag-1-R correction to MuNDi-S conditional on flows alone at 

Payette River, Idaho. Colored points represent the historical statistics and box-and-

whisker plots the simulations. 
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5 Discussion and Conclusions 

A multivariate nonparametric framework for stepwise disaggregation of seasonal 

runoff volumes to daily streamflow was presented and evaluated. The model is data 

driven, stochastic and purely nonparametric.  This non-parametric framework allows 

consideration of the random nature and nonlinearities exhibited by daily flows without 

the need to make a priori assumptions about the nature of the statistical distribution of 

the flows. We extended relevant works on nonparametric disaggregation (Tarboton et al., 

1998; Prairie et al., 2007) to: (1) exploit the potential of downscaling by stages, (2) 

incorporate ocean-atmosphere oscillations, (3) downscale to finer time scales, and (4) 

integrate PCA and KNN to bootstrap from the multivariate conditional PDF. Our 

contributions also include a procedure based on nonparametric resampling for improving 

the preservation of the autocorrelation. In addition to the improvements in the 

preservation of the correlation structure, our new framework does not produce negative 

values, guarantees conservation of mass, and preserves quite well statistical and 

distributional features and time dependence structures of historical data. By using a 

validation strategy based on a LOO-CV combinatorial procedure, we present evidence 

showing that it is possible to reach significant improvements in decreasing the mean error 

of the synthetic flow traces under alternative simulating approaches. For that, this thesis 

introduces and explores in detail the incorporation of climatic signals in the conditional 

PDF as well as the implementation of the piece-wise cascading scheme in the proposed 

parsimonious downscaling model as valuable tools to improve model performance. 
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Following, some final remarks about our work and suggestions for future research are 

outlined. 

The improved ability of the MuNDi-S approach was demonstrated through the 

incorporation of large-scale climatic variables in the downscaling algorithm, confirming 

the fact that large-scale climatic phenomena play an important role in determining the 

flow patterns of the study area, even at a daily time scale. 

 We found significant lagged cross-correlation between climate fluctuations and 

spring flows in the study basin. Correlations between spring flows in the Payette River 

basin and SSTs during the fall and winter both in the North Pacific (between 40°N and 

50°N) and the tropical Pacific (between equator and 10°N) exhibit the highest values and 

longest memories with respect to those cross-correlations located in other oceanic 

regions. SLP-based analyses in the tropics suggest that the preceding summer season in 

this region plays a more important role in the spring runoff variability in the study basin. 

In a first attempt to evaluate our model, we used indices of the PDO, ENSO, and NPGO 

patterns additional to flow as conditioning variables. The PDO, SOI, and NPGO signals 

were found to be significantly correlated with spring runoff volumes. However, it is 

possible to look for more specific regional fluctuations in the ocean-atmosphere system 

that account for more variance in the streamflow response. If included in MuNDi-S, we 

expect to get additional improvements in the model performance. The maps of 

correlations that we generated in this work provide the first step in that direction. 

Regarding this issue, our statistical analysis suggests that SST-based regional indices in 

the central Pacific between 160°W and 165°W, and in the North Pacific at the region 

178°W-182°W with 40°N- 50°N (Figure 5), may be developed in future research and 
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explored as additional inputs for implementing MuNDi-S for the Payette River Basin. 

The ENSO index for the Niño 3.4 region, for example, may be a very useful input 

additional to the SOI. A combined SOI/Niño 3.4 index might be a best indicator and 

more robust measure of the ENSO dynamics (Sobolowski and Frei, 2007). Further 

investigation of these issues dealing with the proposed generation scheme is suggested. 

Other key information (e.g., predictions of local and seasonal temperatures and/or 

seasonal precipitation falling after a runoff volume forecast issue date, etc.) can be further 

included in the conditioning vector. Similarly, further analyses involving other long-lead 

climatic seasons and phase relationships between the studied indices should be carried 

out in order to define the best subset of phases with more impact both in the 

hydroclimatology of the study region and the model performance. Regarding the latter in 

particular, the SOI together with the NPGO were found to provide better improvements 

of performance of MuNDi-S than SOI and PDO. We attribute this to the statistically 

significant independence observed between fall-winter NPGO and spring-summer SOI, 

whereas correlations between SOI and PDO appear statistically significant in all seasons. 

According to Newman et al. (2003), the PDO is dependent on ENSO on all time scales. 

The spectral analysis described in this thesis identified coherences between the evaluated 

signals and verified that the NPGO exhibits more prominent low-frequency oscillations 

than the PDO. We identified a connection between the NPGO and the SOI in the spectral 

domain, where the decadal variability of the SOI signal appears modulated by that of the 

NPGO. 

In the case of the stepwise scheme, where MuNDi-S was considerably better than 

models without cascades, its role in incorporating more neighbors in the disaggregation 
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process and the increased bootstrapping appear as the main explanation of the model 

performance improvement. A two-level symmetric cascade scheme was considered in the 

model, in which a spring runoff volume is disaggregated into monthly values first, and 

then, each monthly volume is disaggregated into daily components. The downscaling 

algorithm implemented here has the ability to produce daily flows that have not been seen 

in the past while generating sequences that are statistically indistinguishable from the 

observations. Our selection of an appropriate model for the aggregate space (i.e., spring 

volumes with AR-1) plays also an important role in achieving this goal given the 

capabilities inherent to parametric approaches.  

One limitation of our model resulting from the stepwise procedure is the lack of 

preservation of historical correlation between daily flows across months. This limitation 

is common also to parametric downscaling models. However, the lag-1-R correction 

algorithm presented in this thesis was successfully incorporated and tested in MuNDi-S 

and the correlation on those days was importantly improved. As is normal in this type of 

models, one concern with MuNDi-S is related with the amount of data/processes 

required, depending on, (1) the higher dimensionality both in the conditioning 

information and the number of observations, and (2) the increased bootstrapping both in 

the stepwise scheme and the Lag-1-R correction algorithm, if implemented. These factors 

cause growing computational needs, and even more when extended to space-time 

disaggregation, but this may not be a problem considering the current processing and 

storage capabilities of even personal computers. In the model evaluation presented here 

regarding reproduction of historical statistics, only flows were considered in the 

conditional vector. Synthetic generation of annual, seasonal and monthly series of PDO, 
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SOI and NPGO indices (or additional variables) that preserve statistics, dependencies and 

distributional features in the multivariate aggregate space was beyond the scope of this 

work. 

Finally, we suggest exploring the application of the streamflow disaggregation 

methods presented in this thesis to other regions with different hydroclimatic conditions 

(e.g. streams with intermittent behavior) and other space and time scales. Similarly, the 

proposed approach should be applied and extended to stochastic modeling of other 

hydroclimatological processes, especially those with complex space-time dependence 

structures and that exhibit teleconnections with ocean-atmospheric variations. 
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