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ABSTRACT 

Following the theory of the supremum of a random number of random 

variables a stochastic model is presented for interpretation , analysis, 

and prediction of the largest flood peak discharge above a given base 

level concerning a time interval [o,t], at a given location of a 

river. Although the analysis of floods is the main objective of the 

developed stochastic model, it has a broader scope. The model can be 

appl ied to any kind of data of an intermittent process having a sub­

stantial stochastic component for which probabilities of the largest 

value are desired . 

The model has been applied in this study to data from gaging stat ions 

on the Susquehanna River at Wilkes- Barre, Pa., and the Greenbrier River 

at Alderson, W. Va. Results were compared to those obtained by Gumbel ' s 

method; they indicate that the introduced model fits the data better. 
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THEORETICAL PROBABILITY DISTRIBUTIONS 
FOR FLOOD PEAKS 

by 

Emir Zelenhasic* 

Chapter 1 

INTRODUCTION 

In recent years many analysts of flood frequency 
distributions , and the many inferences made about f l ood 
probability distribution functions, have indicated that 
there· is an increasing need for improvement in methods 
used for flood analysis. Various branches of engineer~ 
ing and water resources conservation and development 
represent the basis for this need. According to Benson 
[4] , who was with the Work Group on Flow-Frequency 
Methods, Hydrology Committee, Water Resources Council 
of the U.S. Government, which studied the most commonly 
used methods of flood- frequency analysis," .... the 
range of uncertainty in flood analysis, regardless of 
the method used, is still quite large so that there is 
still a need for continued research and development to 
solve the many unresolved questions ." The l~ork Group 
recommended continued study of the problem of analyz­
ing f l oods. For a more general methodology of flood 
analysis , progress can be made only through a better 
understanding of the stochastic nature of the f l ood 
phenomenon . 

This paper presents a new theoretical approach to 
the analysis of stochastic properties of floods. The 
approach is based on some recent developments in the 
theory of extremes by Todorovic [48]; a general sto­
chastic model for the extremes of a random number of 
random variables applicable to the problem of flood 
peak flows is developed. The new method uses data on 
f lood peaks above a given base level, with the sto­
chastic process x(t) , defined as the maximum term 
among a random number of random observations in an 
interval of time [o,t), as the basis. The distribu­
tion of the largest flood peak flow in a given time 
interval [o, t) , with the number of flood peaks exceed­
ing a certain base value in a given time interval and 
the magnitude of these peaks considered as random 
variables, as studied. 

Practical aspects suggest considering only the 
sequence of flood peaks above a given base level in­
stead of considering all instantaneous discharges of 
flood hydrographs or of f l ood-hydrograph tops above a 
given base flood discharge. In this way, a sequence 
of random variables ~ 1 • c2, ... ,cv i s obtained as 

flood peaks of all hydrograph tops above a given bas~ 
discharge. It then becomes feasible to investigate 
the ma~imum flood peak distribution as is done in 
classical extreme value theories. 

Because both the number of flood peaks in each 
subsequent time interval [o,t] , say with the year 

as the interval, and the time when a peak flow occurs 
are random variables, this prob lem actual ly trans­
cends the framework of the classical extreme value 
theories. This relatively restricted applicability 
is the major shortcoming of the methods of classical 
extreme value theories. All previous results obtain­
ed are related to problems where the number of ob­
servations n is given. However, for many naturally 
occurring phenomena this number depends on chance. 
Because, in the classical theories of extremes, the 
number of observations n is always given, the 
l argest and smallest values are functions of this n 
In many practical investigations, particularly in 
flood control problems, it is important to know how 
large a maximum flood peak one can expect in a given 
interval of time . Following the theory of a random 
number of random variables, the number of observa­
tions in the interval [o ,t) is a random variable , so 
that the extremes considered in the time interval 
[o,t] are functions of t. The approach used in this 
study takes these stochastic properties of flood 
peaks into consideration simultaneously . 

Even though this method deals with flood peaks 
above a certain level, i nstead of total flood peaks , 
the generality of the method is not limited. If a 
constant is added to a random variable the largest 
value in the interval [o,t] increases by the same 
amount . 

Flood data are usually extracted either in the 
form of annual f lood series or partial duration ser­
ies . The former method defines the annual flood as 
the highest momentary peak discharge in a water year . 
Langbein [34) states: "Only the greatest flood in 
each year is used. An object ion most frequently 
encountered with respect to the use of annual floods 
is that it uses only one fl ood in each year. Infre­
quently, the second highest flood in a given year, 
which the above rule (i .e., annual floods) omits, 
may outrank many annual floods." Many hydrologists 
do not consider a maximum annual peak discharge that 
is so smal l t hat its level does not exceed a certain 
stage,. say tl;le bankfull stage, as a flood. Highest 
annual peak discharges during the dry years of some 
rivers in arid and semiarid regions may be so small 
that an analyst cal ling them f loods may question this 
approach himself. However, Gumbel [28] defines t he 
flood as "the largest mean daily discharge, measured 
in volume per unit time, among 365 observations of a 
calendar year. Whereas any year might produce sever­
al inundations, or none at all , there is one , and 
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only one annual flood which need not be an inundation 
and might even be a drought." Another shortcoming of 
the annual flood series is that a small number of 
floods is considered, or a limited number of informa­
tion about the flood phenomenon is used for a given 
discharge time series . 

The partial duration flood series appears more 
useful for theoretical analysis than do annual flood 
series. The preceding objections to the annual flood 
series are not valid for the partial duration series 
which considers each flood peak individually. The 
only drawback of this method of data extraction is 
,that the sequence of flood events might not be con­
sidered as fully independent. Consecutive flood hy­
drographs may be sometimes so close that one flood 
sets the starting stage for the next flood. However, 
there are ways to surmount this difficulty, as shown 
in the insuing text. 

The hydrologic part in the design of bridges, 
culverts, spillways, levees, highway drainage, storm 
sewers, and similar structures is based on high flows 
exceeding a certain critical magnitude. This magni­
tude will be called the base level, the base flood 
flow, or simply the base in this paper . Discharges 
below this base are excluded from consideration 
because of their insignificant effect on a structure. 
The U.S . Geological Survey determines the base flood 
stage at the locations of river gauging stations. 
Wisler and Brater (53, p. 320) state, "Frequently, 
however, especially on the more important rivers , an 
arbitrary elevation has often been established, either 
by the U.S. Army Engineers or by others i n authority, 
that is called flood stage." This is reasonable pro­
cedure for distinguishing between large discharges 
which are floods from those which are not. Kirby (33) 
also divides hydrographs into floods and nonfloods. 
Partial duration flood series meets the practical 
considerations needed for this study and therefore the 
data from this series will be used for computation. 

2 

The method presented here, using the theory of 
extreme values of a particular class of stochastic 
processes given by Todorovic [48), discusses the· dev­
elopment of a probabilistic model that describes the 
flood phenomenon . The model is sufficiently general 
to be applicable to numerous naturally or ·artificially 
intermittent stochastic processes important in the 
geophysical sciences. The simplest form of the model, 
with flood peak exceedances ~l' ~2 , .. . , ~v , rep-

resents a sequence of independent and identical l y 
distributed random variables independent of the se­
quence of times of the occurrences of these exceed­
ances T(l), <(2), as applied to data from the 
gauging stations on the Susquehanna River at Wilkes­
Barre, Pa . and the Greenbrier River at Alderson, W. 
Va. Both gauging stations have long records of homo­
geneous data on flood flows in the form of partial 
duration series. Observed and theoretical results 
agree fair ly well. The simplest form of the model, 
however, might not be adequate for some rivers. In 
these instances, it will be necessary either to devel­
op a new particular model from the general model given 
or to use periods shorter than a year (seasons, for 
example) for which the simplest form of the model 
would still be justifiable. 

Acceptance of a certain model for analysis of the 
largest flood peak must be based on the goals and 
conditions that are to be f ulfill ed and satisfied by 
the model; goodness of fit is a necessary but not a 
critical condition for acceptance. If goodness of fit 
were the controlling criterion, (as many engineers are 
often apt to believe) high-degree polynomials to fit 
empirical curves would have to be used; this is not 
the standard practice. The most important criterion 
is that the model have a sound theory describing the 
phenomenon, and a maximum extraction of information 
by the proper estimation techniques . The method pre­
sented in this study represents an effort to offer a 
sound , general approach for analyzing the largest 
flood peak . 



Chapter 2 

BRIEF REVIEW OF PERTINENT LITERATURE 

The history of the problem of extreme values be­
gan with the pioneering work of E. L. Dodd and L. H. 
C. Tippett. Dodd first studied the largest value for 
other than the normal distribution (1923), and Tippett 
calculated the probabilities of the largest value 
taken from the normal initial distribution for dif­
ferent sample sizes (1925). In 1927, M. Fr~chet 

obtained the second asymptotic distribution of the 
largest value. He also introduced the notion of a 
type of initial distribution and showed that a common 
asymptotic distribution of the largest value may exist 
for different initial distributions having a common 
property. In 1928, R. A. Fisher and Tippett presented 
all three asymptotic distributions of the largest 
values. Their result concerning the second asymptote 
was independent of Fr~chet's . R. von M.ises (1936) and 
B. Gnedenko (1943) made further contributions by clas­
s ifying the initial distributions which possess asymp­
totic distributions of the largest values and by 
giving the necessary and sufficient conditions for 
validity of asymptotic distributions of the largest 
values. 

The first book completely devoted to the statis­
tics of extremes was written by E. J. Gumbel in 1958 
(29). Gumbel did much to bring the theory of extreme 
values to engineers and scientists working in differ­
ent disciplines. The first asymptotic distribution 
of the largest value (also called the double exponen­
tial distribution) has been used in hydrologic prac­
tice much more than the other two asymptotes. Its 
application to the problem of floods has been particu­
larly widespread. 

It is well to mention at this point the limita­
tions of the asymptotic distributions of extremes. 
They are [29, p. 346): 

(1) The observations from which the extreme 
values are drawn should be independent. 

(2) The observations must be reliable and be 
made under identical conditions. The initial distri­
bution and the parameter it contains must be the same 
for each sample. 

(3) The number of observations, n , from which 
the extremes are taken must be large. How large n 
must be depends on the initial distribution and the 
degree of precision sought. Unfortunately, one is not 
always free in the choice of the sample size. In 
meteorol ogy and hydrology, for example, the day and 
the year are natural units of periodicity, and the 
choice of n • 365 (days) is imposed. 

(4) The initial distributions from which the 
extreme values are taken must belong to one of the 
three described types. 

Fuller [25] extensively studied the problem of 
floods in the U.S.A. Using a purely empirical approach 
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he concluded that flood flows should increase as the 
logarithm of the return period. This was in agree­
ment with an approximate formula for floods derived 
later by Coutagne [12). 

In 1939 , W. P . Creager [14) published the result 
of an investigation of maximum recorded flood peaks 
in the U.S.A. His purely empirical result, presented 
in a form of a curve embracing all the records of 
maximum floods, relates the magnitude of flood to the 
drainage· area. His investigation sought to determine 
the hydrologic aspects of spillway design. His curve 
is heavily dependent on the length of flood flow 
records. 

Moran [38) has dealt with the problem of esti­
mating a flood corresponding to a given probability. 
In his published work he discusses the sources of 
errors in estimating the shape of the tail (large flows) 
of a streamflow distribution and presents what he 
considers the most efficient procedure in estimating 
the parameters of the assumed distribution. 

Hall and Howell [30) discusses the probability 
that a flood of certain magnitude will be equalled or 
exceeded one or more times in a given time period. 
They considered floods as independent events occurring 
according to the Poisson time invariant distribution. 

In 1964, Shane and Lynn [45] presented a prob­
ability model for use in the statistical analysis of 
a partial duration series. Design equations relating 
three measures of risk to design discharge (recur­
rence-interval distribution, encounter probability, 
and expected recurrence interval ) were presented. 
Analysis was based on the time independent Poisson 
process and the probability theory of sums of a 
random number of random variables. 

A succinct description of the present situation 
regarding the methods of flood frequency analysis is 
given by the Water Resources Council of the U.S. 
Government [4) in a study they made to find a consis­
tent approach for estimating flood frequencies: 
"Methods of flood frequency analysis, which started 
about 1914, have developed along divergent lines, with 
resulting nonuniformity in methods of analysis and, 
hence, in results. The present state of the art is 
such that no general agreement has been reached as to 
preferable techniques, and no standards have been 
established for design purposes, as have been done in 
other branches of engineering." In the report,the 
results obtained by the most commonly used distribu­
tions used in flood frequency analysis were compared. 
The six distributions reviewed were: (1) two-para­
meter gamma distr ibution, (2) Gumbel distribution, 
(3) log-Gumbel distribution, (4) log-normal distri­
bution, (5) log-Pearson Type III distribution, and 
(6) the Hazen distribution. The distributions were 
applied to a selected group of ten long-record repre­
sentative sites in different parts of the U.S.A., and 



records of maximum annual discharges were used. A 
quotation from that study is significant, "The statis­
tical consultants had indicated that no unique proced­
ures could be specified as correct for any one method 
of flood frequency analysis . No single method of 
t esting the computed resul ts against the original data 
was acceptable to a l l those on the Work Group , and t he 
statistical consultants could not offer a mathematical­
ly rigorous method . It appeared, consequently, that if 
a choice could not be made solel y on statistical 
grounds, a choice on administrative grounds, for which 
compelling reasons existed, was justified. This ad­
ministrative choice was largely governed by the rela­
tive values of the results and the tests of conformance 
that ~~ere made." This "administrative choice" resul ted 
in the adoption of the l og-Pearson Type II I distribu­
tion, or the Pearson Type III distribution applied to 
logarithms of flood peak discharges, as the base method 
for anal yzing flood flow frequencies for federal 
agencies. It is also stated in the same source [4 ), 
"The present state of the art of frequency analysis 
does not warrant the specification of best procedures 
for any one method ." The l~ork Group also recommended, 
"That the choice of a base method should not be con­
sidered as final and should not freeze hydrologic 
practice into any set pattern, either now or in the 
future . That i n view of the i ncreasing importance 
of frequency analysis in water- resources development, 
studies should be continued for the purpose of resolv­
ing uncertainties, improving methods of analysis, and 
reviewing all work in this field. That when consider­
ed desirable , new techniques or methods should be 
recommended ." 

In 1969 Kirby [33 ) discussed the random occurrence 
of major floods . He considered flood peaks as the 
successes or exceedances in a sequence of randomly 
spaced Bernoulli trials representing the occurrence 
of hydrograph peaks. The event that a hydrograph peak 
is a flood is called an exceedance. Kirby adopted a 
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criterion for classifying hydrograph peaks into floods 
and nonfloods. His model showed that, at sufficiently 
small exceedance probabilities, the probability distri­
butions of the times between exceedances and the number 
of exceedances approach those implied by trials from a 
Poisson process. Kirby, therefore, justified Poisson 
models of flood occurrence and gave an explanation 
of observed distributions. However, the model could 
have been better if a time dependent process for the 
arrival of flood peaks was used instead of a time 
independent process . Kirby [33) stated, " .. .. it does 
no harm to ignore seasonal variations of parameters 
and thus assume that the times between the hydrograph 
peaks are identically distributed as well as indepen­
dent random variables , .... " The times between 
hydrograph peaks cannot be considered as identically 
distributed random variables, because the average 
number of f lood peaks, A(t) , in a unit interval of 
time is, in most cases, a nonlinear function of time . 
Denoting with n(t) the number of flood peaks in an 
interval of time [o,t), the above statement expres­
sed mathematically reads P{n(t1+6t) - n(t1) = K} ¢ 

P{n(t 2+6t) - n(t2) = k} for t 1 F t 2 . 

In 1969 Todorovic [48) obtained the distribution 
functions of extreme values of a random number of 
random observations which were valid for any given 
interval of time. Todorovic's article presents a new 
approach to the theory of extreme values that is of 
particular interest in the analysis of extremes of 
naturally occurring pheonmena where an element of 
probabi lity is involved. This approach offers new 
possi bilities for a more general anal ysis of extreme 
values. Although the number of observations oc.cur­
ring in an interval of time and the results of these 
observations are both random variables, the dis tribu­
tion functions of extremes are uniquely determined 
functions . This study wi ll apply this new approach 
to the problem of f l ood peaks. 



Chapt er 3 

THEORETICAL CONSIDERATIONS 

3.1 Phenomenological Analysis . Given a stream­
f low hydrogr aph (Fig . 1) at a specific poi nt al ong a 
river, consider only those peaks Qk , k = 1, 2, ..... , 

v , in some interval of t ime [o,t] that exceed the 
base flood flow Qb. 

"' 0> 

;; 
.c: 
<.) 

"' a 

Q 

Fig. 

As stated 
ance ~v 

1. 

in 
in 

T im e 

General streamflow hydrograph 
inst antaneous discharges at a 
point on a river for the time 
[o, t] 

Chapter 1, t he v-th flood peak 
an interval of time [o , t ] is 

of 
given 
interval 

exceed-
defined as 

(1) 

i n which Q is the v-th total f l ood peak which has 
occurred invthe time interval [o,t] By definition, 

Qv > Qb and v = 0 , 1 , 2, . . . . 

In the case of a multipeaked flood hydrograph, 
such as t he hydrograph at •(v-1) in Fig . 1, only the 
largest discharge is considered to be the flood peak. 
This treatment is an approximation of the concept of 
the independence of flood peaks and the ef fect on the 
final result,using this method, is minor. It is pos­
sibl e to separate a compl ex hydrograph to obtain the 
i ndependent f lood peak but this method would complicate 
the approach and add nothing significant to its appli­
cability . 

Because hydrograph peaks smaller than the base 
flood f l ow, Qb , are not considered as f l ood peaks, 

a ll flows are excluded except t he flood peaks (Fig . 2) . 

The barrier Qb is the l owest level of the 

bounded process { ~t ; t ~ 0} Therefore, the inter­

mittent process of fl ood hydrograph tops seen i n Fig. 2 
is a one-boundary non- negative stochastic process with 
a period of one year as the time interval. 

According t o the nature of f l ood phenomena, the 
number of f l ood peak exceedances i n an interval of 
time [o,t] , as well as the magnitudes of these 
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exceedances are random variables. Not only the number 
of flood peak exceedances in [o , t ) is a random vari­
able but t he tirnes when these exceedances occur are 
also random variables. With each random variable 

.;v , where .;v > 0 for a ll v = 1, 2, ........ , a 

time T(v) is associated with the corresponding ex­
ceedance (Fig . 3). 

0 

0 

T(l) T( ll-1) 

Time 

(, 

T(ll) 

Fig . 2. Intermittent process of flood hydrograph 
t ops , with ~t the discharge above the 
base Qb . 

r(ll 

Fig. 3. A real ization of the stochastic (dis­
crete , non-negative) process of flood 
peak exceedances in an interval of 
time [o,t ] , with ~v the. flood peak 
exceedance. 

Stochastic pr ocess of flood peak exceedances is a 
discrete-parameter stochastic process, {~v ; v • 

0, 1, 2, ... ) For simpl icity, flood peak exceed-
ances ~v' v = 0, 1, 2, . . . wi l l simply be called 

exceedances . 



3.2 Distribution of the Number of Exceedances. 
Noting the distribation of the number of exceedances 
plays an important role because this method considers 
simultaneously the magnitude of these exceedances and 
their number within a given time interval [o,t] . 
Using the results obtained by Todorovi c [48], the 
distribution function of the number of exceedances is 
summarized in this section. 

Denote by n{t) the number of exceedances in an 
interval of time (o,t] . By definition, n(t) may 
be 0, 1 , ... , and for all t > 0 and 6t > 0, 

n(t) ~ (t+6t) In general, n(t) depends also 
on the par~eter Qb , and for a fixed t , n(t) is 

a non-increasing function of Qb . However, for a 

flood analysis at a given point on a r iver , ~ 

can have a physical meaning. As defined in the pre­
vious section, Qb represents the base flood flow 

and therefore is treated as a selective parameter 
throughout this study. 

In the event that exactly v exceedances occur 
in [o,t) , denoted as 

Et s {n(t) = v} , 
\1 

(2) 

then 

E~ n E~ " 6 and v~O E~ • 0 for all i 1- j = 0,1, ... 

in which v is a particular numerical value of the 
random variable n(t ), 6 stands for the impossible 
event, and 0 stands for the certain event. Let 
A(t) stand for the expected value of n(t) . Then 

A(t) • I v P(Et) (3) 
v=l v 

Because of seasonal variation, h(t) is, in most 
cases, a nonlinear function of time . 

Writing Fk(t) • P(t(k) ~ t} , where t(k) is 

t he time of occurrence of the k-th exceedance, then 
[48) 

From Eq. 4, one obtains 

Denote by Et the event that exactly 
k 

(4 ) 

(5) 

k exceedances 

occur in a fixed time interval [o,t) , and denote by 

E~,t+.6t the event that only one exceedance occurs 

in a time interval [t,t+6t] , in which At is the 
length of the interval. Under certain very general 
assumptions one may show that the probabilities 

P (E~) , k•O, 1, . . . , satisfy the following system of 

differential equations, 

dP(E~) t 
----ci"t ).k- :J. (t)P(Ek-1) 

dP(E~) 
----err-

- ).k(t)P (E~} k=l ,2, • .. l 
( (6) 
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in which 

and 

At 

Et,t+At = {n(t+6t ) - n(t)=l } 
1 

(7) 

It is not difficult to verify that systelll (6) has 
the solution 

tl 

t 
exp(- I ).

0
(s)ds} 

0 

exp{I [Ak(s) - ).k_1 (s) )ds} 
0 

(8) 

(9) 

Generally, a simple expression for each P (E~) in 

terms of {).k(t) } is not possible. However, several 

special cases have been sol ved and are given i n ref­
erence (49]. 

The case considered to be of revelance in flood 
analysis is when 

).k(t) = ).(t) (i ndependent of k) 

Under this condition 

t t 
P(E~) "' ff A(s)ds}k exp{- I ). (s)ds} / k! (10) 

0 0 

which is the time dependent Poissonian process. From 
the mathematical expectation given by Eq. 3, A(t) 
becomes 

t 

A(t) • I ).(s)ds 
0 

Equation 10 can also be written as 

(11) 

P(E~) • [A(t)]k exp (-A(t)] / k! (12) 

In the preceding equations, A(t) is the mean number 
of exceedances in a time unit. It can also be called 
the density of the number of exceedances in a unit of 
time. Hereafter, for the two rivers used as example~ 
in the application of the method present ed , A(t) 
represents the mean n•wber of exceedances per day, and 
is a deterministic periodic function of time having a 
one-year period. 



Equation 5 represents the distribution function 
·of the time of the k-th exceedance , which can also be 
written as 

k - 1 
Fk<t> ,. 1 _ r 

j =O 
(13) 

Denote by fk(t) the corresponding density function. 

Taking into account Eq. 10, and after the differentia­
tion of t he function Fk(t) with respect to t , it 

follows [49) that 

~ t k- 1 
f ir. (t) = r(k) <f A (s)ds} 

0 

t 
exp {- f A(s)ds) , for t >O 

0 

(14) 

3.3 Distribution of the Largest Exceedance . 
Another random variable of interest in flood analysis 
is the largest exceedance. Consider an interval of 
time [o ,t] and denote by x(t) the largest ex-
ceedance, tv in this interval. Because the num-

ber of exceedances in 
depending on time t , 

[o , t) 
X (t) 

x(t) sup ~v 
t {v)~t 

is a random var iable 
is defined as 

(15) 

By defi nition i t follows that for every t > 0 and 
6 t > 0 ' 

X {t) ~ X (t+t.t) 

in which x(t) is a stochastic process of non-decrea­
sing (step) sample functions (Fig. 4). The process 
x(t) represents the essence of the theoretical con­
siderations used in this study. The corresponding 
distribution function of x(t) is denoted as Ft(x), 
i . e. 1 

Ft(x) • P{ x (t) ~ x} ,for t > O ,and x > O 

)( ( t ) 

J 

0 T(l, 

Fig. 4. A sample function of the process x(t) , 
as the largest exceedance. 

Todorovic [48] obtained the expression for the function 
Ft(x) as the mathematical expectation of the condi-

tiOftAl probability P{ sup t v ~ xl "(t) l His result 
t(v)~t 

is {41, ~· 3. 4 , p. LQ'Ol 
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• t 
F (x) = P(Et) + r P[ n (~ ~ x)n~] . 

t 0 t •l Vtl v 
{16) 

The graph of the distribution function Ft(x) is 

given in Fig. 5. The same result •ay be derived by 
a simpler approach: 

Ft(x) • P{x(t) ~ xl = P{[x(t) ~ x] n Q} 

because the events E~ E~, ... , are mutually ex­

clusive and exhaustive one can continue and obtain 

( .. ~ F (x) = P([x(t) ~ x] n [ u e~] = 
t l Jr.sO 

I Pf[x (t) ~ x] n E~\ 
k=O l j 

or 

(16a) 

which equals the expression of Eq. 16. The distribu­
tion function given by Eq. 16 can be interpreted as 
the probability that all exceedances, ~v , in an 

interval of ti~e [o,t] will be less than or equal to 
x. Equation 16 represents the most general expression 
for the distribution function of the largest exceed­
ance wi thin any given time interval [o, t]. If x=O, 
it follows from Eq. 16 that 

F t (o) • P{E!) (1 7) 

which can be interpreted as the probability t hat there 
will be no exceedances (v = 0) in a given time intev­
val [o,t). 

X 

0 

Fig . 5. Distribution function of the largest 
exceedance for a given interval of 
time [o,t) . 

It follows fro. the foregoing discussion that the 
distribution function Ft(x) is not differentiable 
at point x • 0. Tbe bov.aary c~itions of the 



distribution function Ft(x) at x 

are satisfied, namely 

0 and x = "" 

and 

Equation 16, however, cannot be used directly for a 
specific problem unless it is reduced to one of its 
particular forms, i . e., unless one determines the 

probabilities P[ ~ (!;v ~ x) f) E~ J pertaining to a 
given case . v=l 

Consider now a particular case in 1vhich the 
exceedances ~v , · v = 0, 1, 2, ... , occurring in an 

interval of time [o,t] are independent and iden­
tical ly distributed random variabl es wi th the random 
vectors {~1 . ~ 2 •. . . .. , E; k} and {t(k) , t(k+l)} 

mutually independent for all k = 1, 2, .. .. For this 
case, Eq. 16 becomes 

or 

f (x) = ~ {(H(x))k • P(E~)} 
t k=O 

t k t 
L {(H(x)) • P(Ek)} 

k=l 

(18) 

(19) 

in which H(x) is the distribution f unction of al l 
exceedances in a given interval of time [o,t ). This 
case can also be explained another way. Given some 
i nterval of time [o,t) and assuming that there 
exists .the common distribution function H (x) of all 
exccedances within [o, t] , the event t hat there will 
be k exceedances is independent of the event that 
all k exceedances will be l ess than or equal to x 

Considering the applicability of Eq. 19 in f lood 
analysis, the first question requiring attention is 

k t 
the independence of the events n (sv ~ x) and Ek . 

v=l 
Popularly speaking , one might ask the question: Does 

the event E~ that exact ly k exceedances have 

occurred in an ar bitrary but fixed interval of time 
[o,t] permit any i nference about the ma~nitude of 
each of the k exceedances? or , does t he event that 
a ll k exceedances i n [o ,t] less than or equal to 
x permit any inference about t he t i me of occurrence 

of the k-th exceedance? In general, the two events 
might not be fully independent in some instances . 
However, even in this case, a question remains whether 
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the degree of dependence of the two events is signi­
ficant from the pos ition of practical applications. 
The general case involving the dependence of the events 

k 
n (~v ~ x) and E~ is not considered in this study, 

v=l 
but is left for f uture investigations. The case per­
taining to the present study is the case when the two 
events are, or can be assumed to be independent. The 
second question arising in this study is related to 
distribution functions of the exceedances . This prob­
l em can be handled using available data for any parti­
cular example considered. I t is possible that 
identical distribution of exceedances exists through­
out the year for some rivers but not for others. This 
depends whether the flood peaks are produced only by 
rainstorms, by rainstorms and the meltinR of snow and 
ice , or only by the melting of snow or ice. Therefor~ 
any particular case requires individual investigat i on . 
It is not i njudicious to treat exceedances occurring in 
a short interval of time as identically distributed 
random variables. The probl em is to determine, f or a 
part icular cas~the length of this interval within 
which the notion of identical di stri bution of exceed­
ances is justifiable. For some rivers this interval 
may be a month, or a season , but for others it may 
extend over the whole year. 

The case analyzed in this study is the exceed 
ances ~v , v = 0, 1 , 2, ... ,which are i ndependent and 
ident ically distributed random variables, with the 
random vectors {~l' ~2 , ..... . • ~k} and {t(k), 
t (k+ l ) mutually Independent for all k = 1,2, . .. 

A theoretically derived expression for the dis­
tribution funct ion, P(Ek), of the number of exceed­
ances in an interval of time [o, t] is given by Eq. 12 
as a time-dependent Poissonian process . The other 
dis t ribut ion function that requires investigation is 
t he distribution function, ll (x), of the magnitude 
of all exceedances for the same given interval of time 
[o, t). Det ermi ning the distribution function H(x) 
may or may not be purely a probl em of est i mat ion. At 
t he present s t ate of flood anal ysis there are no, or 
few, t heoretical grounds that indicate the form of the 
dis t ribution of exceedances. Two probability laws 
have played an important role in connection ~;•i th the 
magnitude of flood peaks. These are the gamma and the 
exponential probability laws, [4), (29], [38], (45), 
etc . Because the exponential distribution is a part i­
cular case of the gamma distribution, the family of 
(two-parameter) · gamma distributions is used i n the 
sequel as the common distributions of exceedances . 
Therefore, using Eq. 19, the family of gamma distribu­
'tions in combination with time-dependent Poissonian pro­
cess is used in the ensuing text for the study of the 
theoretical di stributions of the l ar gest exceedance . 



Chapter 4 

STOCHASTIC PROCESS OF THE LARGEST EXCEEDANCE 

IN GA/ot'iA-OISTRI BUTEO EXCEEOANCES 

The distribution function, H(x) , of exceedances 
in two-parameter gamma probability distribution is 
considered in this chapter. The gamma probability 
distribution with parameters a and e ' and both 
parameters greater than zero , is generally specified 
by the probability density function 

h (x) a-1 
X for X ~ 0, and h (x) 0. 

For a particular case one can estimate parameters a 
and B from observations using the method of maximum 
likelihood. However, it is difficult to obtain mathe­
matically convenient expressions for the distribution 
funct ion and its moments of the largest exceedance 
for a given time interval (o ,t ] if parameter a 
takes on noninteger values. In the case of noninteger 
values one can resort to digital computer integrations 
or similar techniques to obtain approximate solutions. 
However, the development of a computer integration 
scheme for a noninteger a is outside the scope of 
this study. This paper presents the analytical solu­
tion of the considered case when parameter a takes 
on i nteger values. 

4.1 General Solution When Paramet er a is a 
Positive Integer. The common distribut ion function 
of exceedances 'v , v = 0, 1, 2, .. . , in a given 

interval of time [o,t) , when a is a positive in­
teger and r (a) • (a- 1)! is 

for X > 0 

(20) 

in which a is the shape parameter taking on values 

of positive integers, and s-1 is the scale parameteL 
The integration of the above expression gives 

a-1 i 
ll(x) z 1 - e- Bx L ~ . 

t = O 
1

' 

(21) 

Therefore, the distribution function of the larg­
est exceedance for a given interval of time [o,c] is 

.. k [ a- 1 
F (x) • c -lt L (lt~ 1 - e -Bx L 

t k• O k. i=O 

. k 
(B~~ l] ' (22J 

l. 

which can be also written as 

r a-1 i] 
F (x) = cxp l' -At e-Bx L (B~~ 

t i =O 1. 
(23) 

The distribution funct ion Ft(x) is discontinu-

ous nt point x•O for all t>O For X>O the 
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function F t (x) is continuous. It follows from Eq. 22 

or Eq . 23 that 

Ft(o) • exp (-At) (24) 

The distribution f unction Ft(x) is a mixture, 

because it is not always continuous nor is it a step 
function. According ly, the distribution function 
F (x) is not differentiable at x=O , and the 

t 
corresponding density function ft(x) is defined 

in a special way at this point. The probabi l ity den­
sity function of the largest exceedance, for a given 
interval of time (o,t] , is 

(25) 

which is valid for X > 0 . In Eq. 25, o(x) is the 
Dirac delta function (or the symmetrical unit -
impulse function) of a real variable x defined by 

( 0 i f X<a or 
X>b ~ b . 

I £(<) 6(C-X)dt ·t ~ f(X) if X=a or X=b , (a <b), 
a 2 

(26) 
f(X) if a<X<b ) 

in which f(x) is an arbitrary f unction continuous 
for x • X with 

6(x) • 0 X '#- 0 
0 1 

J .sc~)d~ f .s c( )d' a 2 
0 

and I .sc~;)d( • 1 

At x • 0, the derivative of Ft(x) may be defined 

arbitrarily. 

The distribution function, Ft(x) , of the largest 

exceedance, x(t), for this case can also be specifie~ 
as 

dFt(x) • 0 X < 0 

• e 
- ),t 

X 0 

aFt (x) 
• ---dx X > 0 ax 

The moment generating function of the largest 
exceedance for a given time interval [o,t) is 

ljlt (u) 



After considering this expression one may write, 

- <IF t (x) 
+t(u) • I e 

ux -.a 
6(x)dx + I ux 2e e --dx ax 0 o+ 

which, with Eq. 26 in mind, gives 

-At • ux aFt(x) 
; (u) = e + I e -- dx 

t ax o+ 

The same equation can be obtained also by the 
Stieltjes integral: 

(27) 

f• ux -At ux f 
e dFt(x) = e [e ]x=O + 

o o+ 

ux aFt(x) 
e ---dx ax 

which equals Eq. 27. Continuing, the moment genera­
ting function of the process x(t) is obtained: 

0 ~ k .. 
- At a -At \' ~ f ux-sx 

ljrt(u)=e +""(0-'IJT e L (lc- 1)! e 
lc=l o+ 

j .Jk-1 
[
1-e -sx C¥r ~ xa-1 dx 

i • O 1
' 

(28) 

or 

-At At of~ o-1 [ -sx ljtt(u)•e ·~a x exp ux-sx-Ate 
o+ 

o-1 (Sx)i] 
! ·t dx 

i•O 1 (29) 

All absolute moments, for this case of positive 
integers, are deduced from the moment generating fun­
ction ljlt (u) : 

Exm(t)= _!!_e-At ~ (At)k-l ~~ s+a -y 
L (lc-1)! Y e 

Sms! k=l o 

k-1 

[
1 - e -y i 4] dy 

i=O 1
' (30) 

Here the substitutions s = o 
are introduced for simplicity, and 
the order of the absolute moment. 
be also written as 

- 1, and y = Bx 
m = 1, 2 , ... , is 

Equation 30 can 

(31) 

The asymptotic value of the m-th absolute moment 
when o is very large is 

Exm(t) ; ~ e-At (o + m)m 
sm 

The derivation of Eq . 32 is given in Appendix 1. 

(32) 
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4.2 The Special Case of Exponentially Distributed 
Exceedances (o=l) . Exponential distribution plays 
an important role in the theory of extreme values. In 
the classical theory of extremes [29]>all statements 
which are exact for the exponential distribution are 
asymptotically valid for all distributions belonging 
to the exponential type. Exponential distribution is 
encountered in many areas of geophysics. It descr ibes 
the decay process of many phenomena in modern physics, 
hydrology, sanitary engineering, etc. This distribu­
tion is also observed in certain flood phenomena. 

For the case under discussion, the common distri­
bution function of all exceedances tv , v 0,1 ,2, ... , 

in some interval of time [o,t) is 

H(x) ., I - e-Sx (33) 

Therefore, the distribution function of the largest 
exceedance in the same time interval [o,t] is 

which is reduced to 

-sx Ft(x) = exp(-At e ] (34) 

I t can be observed that when t=A=S=l, Eq. 34 
gives the fir st asymptotic distribution of the largest 
reduced extreme given in [29], and if this first 
asymptotic distribution is written in the form 

Bu -Bx F(x) = exp{-exp[-B(x-u]} = exp[- e e ] 

it then represents a particular case of Eq . 34 obtained 
for At a exp(llu). 

It can be easily shown that 

.. At 
.. 2e-At J 6(x)dx + (1 - e- ) 1 

0 

The condition LfaFt<x>] = o 
ax ax gives the value 

of the mode x, in the continuous part of Ft(x), of 
the largest e xceedance: 

x .. !. ln( t ) (35) 
B 

with ln denoting the natural logarithm, for -which 

ft(i) -1 Be (36) 

and 
F t (i) - 1 e (37) 

a2 PF t (x)] 
Using the condition - -1 --- O, one obtains 

' 2 L ax 
oX l 

the expression At exp(-sx1, 2) = 2 (3 ± 15), and the 

abscissas of the inflection points as 

x1 , 2 • k [ln(2At) - ln(3 ± 15)) (38) 



for which 

(39) 

(40) 

The probability of x1 ~ x ~ x2 is 

(41) 

The dis tance between the abscissas of inflection points, 
is 

(42) 

and is independent of the time interval [o, t) 

The mode x of the largest exceedance is located 
symmetrically with respect to the abscissas x1 2 of 
the inflection points , because • 

xl + x2 1 
2 = a- ln(>.t) • i (43) 

The median x of the largest exceedance is 

x " x + 0.3665 - 1 (44) 

The density function ft(x) of the process x(t) is 
shown in Fig . 6 . 

X 

Fig . 6 . Probability density function of the largest 
exceedance for a given time interval [o,t], 
and for exponentially distributed exceedances. 

A further analysis gives 

g
1 
(x,t) = a>..t exp[- 6x- >..te-Sx) , (45) 

tdth g1 (o, t) • 6~t exp(->.t), and 

lim g1(o,t) ~ lim g1(o,t) • 0 
t-+0 t --

a Because at g1 (o, t) = 0 for t -1 
>.. • it follows 

that - 1 - 1 
g1 (o, >. ) " Be 
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The function g (o,t) is convex toward the t-axis 
when t~ beca~se t he function and i t s second deriva­
tive are of the same sign when t-+oo , When ~0 the 
function g

1
(o , t) and its second deri vative are of 

different s1gns, ther efore the function g1(o,t) is 
concave toward the t-axis for small val ues of t . 

The function g. (o, t) has only one inflection 
point , in which the lbscissa is 2>..-1 and g

1 
(o,2>..-l) 

= 2ae-2 . With t his addi t ional analysi s , the function 
ft(x) is depicted in Fig. 7 for x > 0 and for 
exponentially distributed exceedances. 

The moment generating function of the largest 
exceedance , for the case under consideration, is 

->.t ->.t • '>..t'k • e + e t ~ 
k~l k! 

.. 
J k [1 - e-ax) k-1 ae·ax eux dx 
o+ 

Integrated, this becomes 

.. r(l- ~) r (>..t)k a 
k•l r(k+l - ~ 

-). t -At 
~t (u) = e + e (46) 

Differentiating the moment generat ing function 
~tCu) of the process x(t) with respect to u and 
setting u•O • one obtains the absolute moments of 
the probability distribution given by Eq . 34. The 
first three absolute moments are 

1 ' t "' ('t)k k 1 
Ex(t) = B- e-~ r ~k l r · 

k• l i=l 1 
(4 7) 

Fig . 7. Probability density function of the largest 
exceedance, given for x>O , for different 
values of the time interval [o,t) and for 
exponentially distributed exceedances. 

(48) 



(49) 

To check this last computation, the first abso­
l ute moment E (t ) of the largest exceedance, for 
exponentially aistributed exceedances , is also computed 
by· definition. The computation is : 

Ex(t) = I x d Ft(x) 
o+ 

Ex(t) = - .\t 
e 

- .\t 
e 

~ k k- 1 . ~ 

L Q!L_ Bk L ( -lll(k~ l)I x e-Bx(i+l) dx 
k• l k! i • O 1 o+ 

1 -.\t ~ (.\t)k k- l . k 1 1 
B- e k:ot.l (k- 1)! L (- lll( ~ )-- . 

i • O 1 (i+1) 2 

Considering the relations 

1 - (1-x) n 
X l~l] 
1 

I 
0 

- (1- x)n dx • 
X 

1 1 + - + - -+ 
2 3 

1 ._, 
n 

n . 
f c-•>1-1 (~) t 

i=l 

(
nj (n-1) _ (n) (n-2) + ( n) (n-3) 
1 22 2 32 3 7 -

n( n Jl _ ~(- l)i-1(~)~ + (-1) n-1 ~ • n l. 
n i•l 1 1 

(n+l)[!~J _!_ - (~ ) ..!... •(nj .!_ -
2~ 32 3 42 

+ (-l)n( n J.!..] = n-1 2 
n 

n- 1 n 
f c-•>i-11~) Ci!ll. n - r C-1>i- l (~) f 

i »l i• l 

n~l ( - l )i-1 In) 1 1 
t. 1 i (i • 1) " -

i =1 

substituting k-1 for n, 

- ( - 1) n 
(n+1) 

one obtains 

• and 

~f c-l)i ! k~l-~~ · f [ i-
1=0 (1.+1) i= l 

Finally the firs t absolute moment of the largest 
exceedance, for exceedances exponent ial ly distributed 
is 

Ex(t) = 6-l e-.\t L 
k .. l 

k 1 r .,.. . 
i=1 1 
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which is i n agreement with Eq . 47. 

The variance Of(X) of the probability distribu­
t ion given by Eq . 34 was determined with the aid of a 
computer. The resul t is given in the for m s 2o~(x) 
f(.\t). Summations over k were made for 1 through 
100, and also for 1 t hrough 150. Because of the 
strong convergence of the terms given on the right 
side of Eq. 47 and Eq . 48, the results by the t wo 
approaches were t he same for the first three decimal 
places . The results are given i n Fig . 8 and i n Table 
13 (Appendix 1) . 

2 2 ) /3a;(x 

Fig. 8. The variances o2t(x) of t he largest exceed­
ance , for exponentiall y dis t ributed exceedances , 
given in t he form 62o~(x)=f(At). 

4.3 The Special Case of Gamma- Distributed 
Exceedances with a=2. The common distribution func­
tion of all exceedances (v , v=0 , 1,2, .. . , in an inter­
val of time [o, t) , for this case , is 

H(x) = 1- e-Sx (Bx + 1), x > 0 . (SO) 

TI1erefore, the distribution f unction of the largest 
exceedance, in t he same time int erval [o,t] , is 

Ft{x) " e-.\t r [1 -(l +Bx)e-Bx] k ( .\~~k {51) 
k=O 

Equation 51 can also be written as 

(52) 

The distribut ion function given by Eq. 52 is depicted 
in Fig. S. Here again , for x • 0, the relation 

(53) 

represents the discret e part of the function. The 
term Ft(o) is the probability that no exceedance will 
occur within an interval of time [o, t]. 

The probability density function of the largest 
exceedance, for gamma- distributed exceedances , with 
a = 2, is 

-H 2 [ -ex] ft(x) = 2e o(x) + B Xtx exp -Bx-Xt (l+Bx) e , {54) 



which is valid for x > 0. The Dirac delta function, 
o(x), is defined in section 4.2. 

It must be verified that the non-negative func­
tion ft(x) satisfies the condition 

" e 
-At -At + e r ~-1 

k: l (k- 1)! k 

The following is an examination of the function 
ft(x) for x > 0 . Denote 

g2(x,t) " B2 AtX exp [ - sx-At( l + Sx)e-Sx] 

Then, g2(o, t) 0, and 

a 0 when t " _1_ ai"g2(x,t) SJ..x 

If t from Eq. 56 is inserted into Eq. 
is 

max g2(x,t) " B exp [- (l;!x) J 

Continuing, one obtains 

lim [max g2 (x,t)J 
x-+0 

0 

lim [max g2(x,t)J " Be-l , 
X"""' 

e sx 

55, the 

(55) 

(56) 

result 

(57) 

(58) 

(59) 

and the function given by Eq. 57 has no finite extreme 
d because dx [max g2(x,t)] # 0. However, the function 

max &2(x,t) has an inflection point at 

1 
X " 2B (60) 

Concavity and convexity of the function is determined 
by the signs of the function and its second derivative. 

The function 

t = - 1- e 13x f 0 S>..x , or x > , (61) 

13 

-1 is minimum at x = S , where 111e function 
dx2 

given by Eq . 61 has no inf l ection points. 

The probability density function, ft(x), of the 
largest exceedance , f or x > 0 and for the ca3e of 
gamma distribution with ~ = 2 for exceedances is 
depicted in Fig. 9. 

The moment generating function of the l argest 
exceedance , for this case , is 

All absolute moments, are given by 

( 't)k-1 k~l . k L - ~ - L (-1)1( 1~1) 
k= 1 (k- 1) ! i=O 

i L ( ~ ) (j +m: l) ~ 
j:O J (i+l}J+m 2 

(62) 

(63) 

14ith m:l,2, ... , being the order of the absolute 
moment. Equation 63 is obtained by routine differentia­
tion of the moment generating function with respect to 
u and evaluating derivatives at u = 0. 

Fig . 9. Probability density function of the l argest 
exceedance; given for x > 0, for different 
values of the t i me interval [o ,t], and for 
exceedances distributed according to Eq . 50 . 



Chapter 5 

APPLICATIONS TO FLOOD EXCEEDANCES OF THE GREENBRIER RIVER 

The first application of the presented method 
is made on the Greenbrier River at Alderson, W. Va., 
located in the Ohio River basin. Flood data, in the 
form of partial-duration series , cover the period of 
1896 through 1967. The base flow for the partial­
duration series is Qb • 17,000 cfs. From these data, 
a series of 205 flood peak exceedances, in the course 

period, using information from the available samples. 
After this, theoretical frequencies are computed and a 
goodness of fit test performed for each case . The 
results· are given in Table 1 . 

of 72 years, was obtained, or on the average about three 
flood peaks per year. The data are given in Table 18, 
Appendix 2. 

5.1 Distribution of the Number of Flood Exceed­
~-

Seasonal occurrence of exceedances. For 
every watershed the major portion of the flood 
exceedances occur during a few specific months of the 
year. Seasonal occurrence of exceedances for the 
Greenbrier River at Alderson is shown graphically in 
Fig . 10 (data given in Table 19, Appendix 2). 

To gain insight into the probabilistic s tructure 
of the seasonal occurrence of exceedances , the water 
year was divided into nine periods, ei ght periods of 
40 days each, and one period of 45 days. Observed 
distributions of exceedances are obtained for all nine 
periods. The probability di stribution governing the 
occurrence of exceedances is Poissonian, so i t remains, 
at this point, to estimate the parameter ~ for each 

Fig . 10. 

Winte r 

N <t- 0 
N 

!<) 0 <t- 0 
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a. ,; .; .ri ~ ,... • c • 0 • • 0 0 ::> 
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Seasonal occurrence of exceedances 
brier River at Alderson). 

10 

0 Q. 
::> • <{ (f) 

(Green-

Table 1. Observed distributions and corresponding fitted Poissonian distributions of the number of exceedances 
for nine nonoverlapping periods of the water year (Greenbrier River at Alderson) . 

Oc.t. 1 - Nov . ~ 

k fob. tth . 

0 63 62.6544 
1 8 s. 7091 
2 1 0 . 6044 
3 0.0281 

r 72 71.9960 

i • 0.00347 -~~:;d. 

r. o.u9, 4~. o.1•e 

;.:2 = O.S47 < )(~r 

X~r • 5. 9~ 

A r. 19 • 14• 28 

k fob. r,h. 

0 52 s:. 340 
I 17 16.690 
2 l 2.o60 
3 0.:13 
4 o.o:z 
5 0.001 

! 72 71.796 

i . 0 .00798 

k . 0.319 ; ;~ • 0.305 

X: • O.lS6 < x~r 
x=' • 9 . 49 cr 

Nov. 10 - Dec. 19 

k f ob. fth. 

0 57 56.078 
1 12 14.0 18 
2 3 l. 750 
3 0 .144 
4 0.009 

! 72 71.999 

i • 0.00625 

r • o.2so ; ·~ • 0.274 

xr • 1..356 < x~r 

x~r • 7.81 

M• ;g • Ju lv 7 

0 
I 
2 
3 

f 
ob. 

64 
6 

72 

i • 0.00341 

62 .()544 
8 . 7091 
0.60« 
0.0281 
0.0009 

;1. 9969 

r. o.n9 ; c~. o . 111 

X:t • 4,124 < X~r 

x~r .. 7. 81 

Dtc. 20 - Jan . 28 

k 1ob. 
1

t h. 

0 41 41 .940 
1 23 22 .6i0 
2 a 6.110 
3 1.100 
4 0.140 
5 0.010 

I 72 71.990 

i • O.OU51 

r • o.541 ; ·~ • 0.480 

x2 • 1.163 < x!r 
X~r • i. 4~ 

July 8 • ,\ug. 16 

k f ob. f : h . 

0 61 68.11Z 
I 4 3. 780 
2 0 .105 
l 0.001 

i 72 71.999 I 
; • O.OOU9 

r. o.o55 , ·~ • o.o53 

x2 • 0.119 c :.:~r 
x~r • s.wa 
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Jan. 29 .. Mar . ~ 

k f ob. f t h. 

0 38 3S. 940 
I 21 24 . P70 
2 10 8.680 
3 3 2.010 
4 0 . 340 
5 0.050 

r 72 71.990 

i • 0.01737 

r . o.695 , ·~. o.749 

x2 = 1 . 339 < x~r 
x2 • 9.4~ cr 

)u • 17 • s .... :10 

k !"ob. fth. 

0 70 70 .033 
1 ' 1.939 
2 0.027 
3 0.000 

r ;2 tl.999 

i . 0.00069 

k • 0.028 ; ·~ • 0.027 

x2 
"' 0.021 < x!r 

X~r • 3.84 

Mar. 10 • A r . 18 

k fob . fth. 

0 36 36.480 
1 26 24. 810 
2 1 8.450 
3 3 1.910 

• 0.320 
5 o.040 

r 72 :1.990 

i • 0.01700 

r . o.6so , .;~ • o.672 

x2 .. 1.297 < x~r 

x~r • 9. 49 

Legend : 

k .. the: number of exc:eed­
ances du:rina: the 
&ivtn l"'rlod. 

fob =- observ~ ab5olute 
tTequency. 

fth • theore t lc.al a.bsoh.1te 
frequency. 

i • paran.eter of the 
Poisson distribution. 

All x~r -values rofor to 

the st level of sienifi­
c:ance. 



The null hypothesis was tested for each of the 
nine periods to determine if the distribution of the 
number of exceedances in the given period is Poissonian 
with parameter A estimated by the statistic ~ . As 
observed from Table 1, the computed x2-values are 
considerably below the critical x2-values. Therefore, 
the nul l hypothesis shoul d be accepted at the 5 per 
cent significance level. This is valid for each case 
considered. 

Since the mean equals the variance in a Poisson 
probability distribution it was also considered advan­
tageous to compare the sample mean and the correspond­
ing sample variance of the number of exceedances for 
each period These comparisons are given in Fig. 11. 
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Fig. 11. Sample means , K, and the corresponding 
sample variances, c~ ' for the number of 
occurred exccedances during the nine periods 
of the year considered. (Greenbrier River at 
Alderson) . 

The parameter A(t) represents the average 
number of cxceedances per day. The seasonal varia­
tions of this parameter are shown in Fig. 12. 

0 .0180 

0.0160 
). ( t ) 

0 .0 140 
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0 .0080 
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N N ,.., 

...; > .; c .; ,.. ,.. 0 ....: 
a. ~ 

u 0 • 0 0 0 -; " • 0 z 0 ..., ~ ~ ~ ..., ~ (II 

Fig. 12. Seasonal variations of the parameter A (t), 
(Greenbrier River at Alderson). 

Distributions of the number of exceedances for 
different time intervals. The previous section con­
sidered the distributions of the number of exceedances 
during nine different periods of the year . The periods 
did not overlap and all ·were of the same size (only 
the last one differed s l ightly) . The objective was 
to examine the seasonal effect on the number of 
.exceedances and the underlying probability distribu­
tion of this number. 
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In this section a somewhat different problem is 
analyzed. Following the theory given in Chapter 3, 
the distributions of the number of exceedances for 
different time intervals are considered. According 
to Eq . 12, it is necessary to evaluate the function 
A(t), which is the average number of exceedances in 
an interval . The time intervals used in this section 
have the same origin of October 1, are overlapping, and 
are of different durations. Empirical and fitted 
probability distributions of the number of exceedances 
during these time intervals were obtained i n a fashion 
similar to the one used in the preceding section. The 
results are given in Table 2. Tests of conformance 
of the fitted Poissonian distribution to the observed 
distribution at the 5 percent significance level show 
good agreement, as can be seen from Fig . 13. Figure 
13 shows the change in the distribution of the number of 
flood exceedances with incremental changes of the time 
interval for the Greenbrier River. The graph of the 
observed and fitted function A(t) of Eq. 11 for the 
Greenbrier River is given in Fig . 14 . The function 
A(t) is the mean number of flood exceedances in a 
time interval [o,t). 

The fitted function, Af(t), has the expression 

1
211t ) Af(t) = 0 . 2475 + 0.1583t + O.S086cos -r8 + 0.6841• 

+ 0.0556cosj
2
;t - 0.14761fJ 

+ 0.0154 cos ! 2~t + 0.77801 + 0.0142 cos( 2;t + 0.67421f) 

(64) 

and is obtained by using a Fourier- series fit. In Eq. 
64, the interval is 20 days. The computations are 
given in Appendix 1, Table 16 and 17. Therefore, in 
the Poissonian distribution, ~ = A(t ) is given by 
Eq. 64 . 

5.2 Distribution Magnitudes of Flood Exceedances. 
TI1e next step in the analysis of exceedances was to 
investigate the distributions of magnitudes of exceed­
ances occurring during different periods of the year. 
The periods used are the winter season, the spring 
season, the summer and fall seasons t aken together, 
and. the total period of a year. It was not feasible 
to analyze the distribution of the magnitude of 
exceedances occurring only during the swnmer season, 
because of the smal l number of exceedances that 
occurred during this time (see Table 19, Appendix 2). 
The observed distributions of the magnitude of 
exceedances , for the four periods, are given in Table 
3 and shown in Fig. 15. 

Considering the four sampl e frequency distribu­
tions shown in Fig. 15, the question arises whether 
they have t he same population dist ribution . In other 
words, are the magnitudes of exceedances of the given 
four periods identically distributed? This problem is 
treated using the Kolmogorov-Smirnov test at the 5 
percent significance level. The results show that 
the differences among the sample distributions are 
not statistically significant. As an illustration, 
for the most unfavorable case - the sample frequency 
distribution pertaining to the winter, and the summer 
and fall seasons - the result is 

in which d is the maximum observed deviation 
nln2 



Table 2. Observed distributions and corresponding fitted Poissonian discributions of exceedances for different 
time intervals (Greenbrier River at Alderson). 

Oct. 1-0ct.20 t•20 days Oct.1-Nov.29 t •60' days 

k 1ob. fth. k fob. fth. 

0 68 o8.1100 0 59 59.260 
1 4 3. 7800 1 12 11.510 
2 0.1048 2 1 1.120 
3 0 .0019 3 0.070 

1: 72 71.9967 r 72 71.960 

j( • 0.055 ; cii • 0.053 k • 0.194 ; ·~ • 0 . 187 
x2 • 0 .120 < X~r 

,(~ ... 5.99 

xl • 0 . 1 OS < X~r 
x~r • 5.99 

Oct.1-Mar. 29 t•180 days ~ct.1-A r.18 t:200 davs 

k 1ob. fth. 
k lob. fth. 

0 13 9.072 0 9 7.164 
1 H 18.792 1 15 16 . 538 
2 18 19.440 2 17 19. 080 
3 16 13.464 3 16 14.616 
4 s 6 .948 4 6 8.460 
s s 2 . 880 5 7 3.910 
6 I 0.986 6 2 1. 497 
7 O.Z92 7 0.493 

8 0.142 

r 72 71.874 g 0.036 

lr = 2.07 ; ci~ • 2.Z9 r 72 :1.936 

~l • 5.906 < 12.6 • x~r k • 2.31 ; 0~ • 2 .56 

x2 • 4. 967 < 15.5 D x~r 

1.0 
1 = 20days 1 =60 days 

o. 0 

1.0 

~ 0.8 
c: 
Cll 

5- 0.6 
Ql ... 

LL. 0.4 

Ql 

-~ 
~ 
Ql 
Q: 

1.0 

0.8 

0.6 

0.4 

K 

2 

1 = 180 days 

K 

1 = 24 0 days 

6 7 8 

Oct.l-Jan.8 t•1 00 davs ..lK.tc 1-Feb.l7 =liJLd.a.y .. ~-1-Mar.9 t•l60 days 
k rob. 1th. k rob. fth. k fob. fth. 

0 42 36.432 
1 16 24.811 
2 10 8.431 
3 3 1.915 
4 1 0.327 
5 0.044 

0 25 21.744 
I 21 2S.992 
2 16 IS. 552 
3 7 6. 228 
4 3 I. 848 
s 0. 441 

0 18 14.148 
I 17 23.018 
2 20 18.684 
3 ll 10 .138 
4 3 4 .liB 
5 3 1. 333 

r 12 71.940 

r. o.68 ; cii • o .92 

x2 • 6.316 < x~r 
x~r • 9.49 

6 0. 088 

I 72 71.893 

r • 1. I9s ; o: • 1. 31o 

x2 ~ 2 .802 < x~r 

x~r • 11.1 

6 0. 36~ 
7 0.084 

r 72 71.885 

k• 1.63 ; .;~ • 1.81 

'<" • 5.622 < 12.6·x~r 

Oct . !-May 8 t•220 days Oct . l·M~ 28 t•240 d~s loct.l-Seot. 30 t•JOS day~ 
k fob. fth. k fob. fth. k fob. f' th. 

0 8 6.048 0 i 5.184 0 s 4 .lS4 
1 16 14,962 1 14 13.637 1 13 11.851 
2 IS 18.504 2 15 17.928 2 IS 16.898 
3 14 15. 192 3 IS 15.746 3 16 IS. 984 
4 9 9 . 374 4 11 10.347 4 10 11.419 
s 7 4. 641 5 6 S.HS s s 1>.480 
6 2 1.927 6 2 2.383 6 2 3.078 
7 0.6?3 7 2 0.8% 7 z 1. 297 
8 0.209 8 0. 29S 8 I 0.447 

9 0.08S 9 0.140 

r 72 71.530 

r • z .41 ; cii • 2.83 

x2 • 3.044 < 14 . 1 • x~r 

r 72 7 I. 916 

r • 2. 63 ; .;~ • 2. go 

x2 • 3.066 < 15.5 • x2cr 

10 0.040 

r 72 71.738 

i. "2.8S ; ·~ • 3.18 

xZ = 2. 726 < 16.9 ·x~r 

1 = 100 days 1: 140 doys 1 = 160 days 

1 = 200 days 

~7K_ 

1= 365 days 

K 

0 2 3 4 5 6 

I = 220 days 

0123456 

Observed 

Fitted Poissonian 
Oistri but ion 

K 
6 

K 
7 

K : Number of Exceedonces 

K 

7 8 • 

Fi g . 13. The observed and corresponding fi tted Poissonian distributions of t he number of exceedances for 
intervals of 20, 60 ,100, 140, 160, 180, 200 , 220 , 240, and 365 days (Greenbrier River at Alderson) . 
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between the two sample f r equency dist ribut ions , and 
D n is the corresponding critical value obtained 
nl 2 

for the 5 percent level of significance. 

I 

A (t) =J )..( sl ds 
3.00 0 

200 

Observed 
1.00 

Fi tted 

I 5 10 15 18 
ooo~~~~~~~~~~~~~--­

-2~~~ ~~~~~~~~~~N ~~Q 

~~~~~~ ~~j~ifi~~~1ll 
Fig. 14. Observed and fitted function A(t) (Green­

br ier River at Alderson). 
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x(cfs l 

Fig. 15. Observed distribution functions of the 
magnitude of exceedances for three seasonal 
and the annual periods, (Greenbrier River 
at Alderson). 

On the basis of the statistical tests performed, 
the hypothesis that the magnitudes of exceedances for 
the Greenbrier River at Alderson are identica lly dis­
tributed throughout the year is accepteD. Estimation 
of the corresponding distribution function was made 
using the one-year sample. This sample had the great 
est number of observations, 205 . The observed fre­
quency distribution and the corresponding fit ted 
simple exponential distribution function are shown i n 
Fi g. 16. 

I.O H( x) 

Observed 
Fitted ( Exponenliol l 

x (cfs) 

9000 18000 27000 36000 45000 54000 63000 

Fig . 16. The fitted simple exponential function and 
the observed frequency distribution of the 
magnitude of excoedances during one year 
(Greenbrier River at Alderson 1dth data 
from Table 3). 

It can be easily seen from Fig . 16 that the simple 
exponential distribution function gives a very good 
f it to the observed frequency distribution. Taking 
t he observed frequency distribution of the magni tude 
of exceedances for the year as representative and 
estimating the parameter of the corresponding simple 
exponential di stribution function from the data, the 
expression becomes 

H(x) = 1- exp(-8.821 · 10-S x), x ~ 0, (65) 

with x measured in cfs. Therefore, the parameter 
S is estimated by the statistic 

• - 5 -1 e = 8 .821 . 10 (cfs) (66) 

Table 3. Observed distributions of the magnitude of exceedances for four seasonal periods (Greenbrier River 
at AI derson). 

IHnter Spring Sur.uner & Fall Year 

Obs . Obs. Obs . Obs. Fitted 
No. x(cfs) f fre l. H(x) fob. f rcl. Jl (x) f f rel. H(x) f f rel. ll(x) ll(x) ob . ob. ob. 

1 1- 9000 53 0 .4953 0.4953 36 0 .5902 0 . 59021 24 0.6486 0 .6436 113 0.55122 0 .55122 0. 54 75 
2 9001-18000 28 0 . 2617 0 . 7570 14 0 .1295 0.8197 7 0. 1893 0.8379 49 0 . 23902 0.79024 0 . 7957 
3 18001-27000 14 0 .1308 0 .8878 7 0 .1148 0.9345 4 0 . 1081 0 . 9460 25 0 .12195 0 . 91219 0.9077 
4 27001-36000 8 0 .0748 0.9626 3 0. 0491 0.9836 1 0.0270 0.9730 12 0.05854 0. 97073 0.9583 
5 36001-45000 3 0 . 0280 0.9906 0 . 0000 0.9836 1 0.0270 1.0000 4 0.01951 0.99024 0 . 9811 
6 45001-54000 0.0000 0. 9906 l 0.0164 1. 0000 1 0 . 00488 0.99512 0 . 9914 
7 54001-63000 1 0.0094 1.0000 1 0.00488 1.00000 0.9962 

l: 107 1. 0000 61 1. 0000 37 1.0000 205 1.00000 
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Both the Kolmogorov- Srnirnov and the chi-square tests 
of goodness of fit have shown good agreement between 
the two distributions shown in Fig. 16. 

5.3 Distribution of the Largest Hagnitude of 
Flood Exceedances. The final part of the analysis of 
exceedances is the analysis of the distribution func­
tion, Ft(x) , of the largest magnitude of exceedances, 
called in the ensuing test simply "the largest 
exceedance". On the basis of the results obt ained 
in previous chapters, the distribution function of 
the largest exceedance , for a time int erval [o,t], 
is the double exponential function 

f(x)=2e-2· 856(x)+25.14·10- 5 

-5 - 5 
exp_[ -8.821·10 x-2.85 exp{-8.821 · 10 x)) , (69) 

for x ~ 0. The mode of the largest exceedance is 

X= 11,8730 103. 

1.0 F ( x ) 

Q9 

Ft(x) = exp [-ll(t) exp{-8.821 10-S x)], 0.8 

X > 0 (67) Q 7 

The function ll(t) is given by Eq. 64 and shown in 
Fig . 14. 

Distribution of the largest exceedance using the 
one-year time interval . The time interval of one year 
holds the greatest appeal. The probability distribu­
t i on fUnction of the largest exceedance with a year 
as the time i nterval is then, for A(t) = 2.85, 

F(x) ~ exp [- 2.85 exp(-8.821 -5 10 x)] , 

X~ 0 (68) 

Values of this distribution function are given 
in Tabl e 4, together with the values of the observed 
frequency distribution of the l argest exceedance , for 
the same time interval. The graphs of the two distri­
bution functions from Table 4 are given i n Fig. 17. 

Goodness of fit tests show close conformity 
between the fitted and the observed distributions of 
the largest excecdance for this example. According to 
the chi-square test, x2 = 4.6834 < 12.6 = x2 , and cr 
according to the Kolmogorov-Smirnov test, d = 0.0387 
< 0.1602 = Ocr The s tatistics x2 and d are ob-

tained from Table 4; x~r and Ocr are the corres­

ponding critical values for the 5 percent level of 
significance. 

The probability density function of the largest 
exceedance using the one-year time interval is 

0.6 

05 

0.4 

0.3 

Q2 

Observed 

Fi tted 

x ( cfs l 
O .. UL~~~~~~~~~-L-=~--L-------

8000 2'1000 40000 56000 

Fig. 17. The double exponent ial distribution function, 
and the observed frequency distribution of 
the largest exceedance, using a one-year 
t ime interval (Greenbrier River at Alderson). 

The density f(x) , and the distribution function F{x) , 
evaluated at the mode , are f(x) = 3.2451 · to-5 and 
F(x) = 0 .3679 . The abscissas of the inflection points 
are x1 = 0 .9626 · 103 and x2 • 22.7836 · 103 The 
probability densities f(x~, evaluated at xl and x21 
are f(x

1
) • 1.6846 · 10- and f(x2) = 2.2996 · 

10-5 The median of the largest exceedance is ~ • 

16.028 103. The density function f(x) is given in 
Fig. 18, with F*(o) = 0.0694. 

Table 4. Fitted and observed distributions of the largest exceedance with one year as t he time interval 
(Greenbrier River at Alderson) • 

Fitted Observed Absolute Fre_quen~ 
(f-f*) 2 IF (x) - F* (x) I Fitted Observed 

X F (x) F* (x) f 
No. (cfs) f f* 

0 0 0.0577 0 .0694 0.0117 4.15 5 0 .1738 
1 8000 0.2450 0.2083 0 .0367 13.48 10 0.8980 
2 16000 0.5000 0.4722 0.0278 18.36 19 0.0223 
3 24000 0.7092 0.6805 0.0287 15.06 15 0.0002 
4 32000 0.8442 0.8472 0.0030 9. 73 12 0.5290 
5 40000 0.9196 0.9583 ~ 0.0387 5.42 8 1.2280 
6 48000 0 .9595 0.9861 0.0266 2 .88 2 0.2670 
7 56000 0.9798 0.9861 0.0063 1.46 0 1.4610 
8 64000 0.9899 1.0000 0 .0101 0. 73 1 0 .1041 

L 72 4 .6834 
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Fig. 18. The probability density function of the 
largest exceedance using the one-year time 
interval (Greenbrier River at Alderson). 

Distributions of the largest exceedance in 
interval s of 140 and 180 days . The distribution func­
tion of the largest exceedance in the 140-day interval 
counting from October 1, is 

-5 F(x) = exp [- 1.195 exp (-8 .821 · 10 )] , x ~ 0 . (70) 

Table 5 gives the values of this functi on as well as 
the values of the corresponding observed frequency 
distribution . Figure 19 graphical l y shows the data of 
Table 5. Goodness of fit tests have also shown good 
agreement between the fitted and observed distribu­
tions of the largest exceedancc in a 140-day interval . 
According to the chi-square test, x2 = 3 . 9558 < 11 . 1 
= x2 , and according to the Kolmogorov-5mirnov test cr 
d. 0.045 < 0 . 160. ocr. in which the statistics· x2 

and d are obtained from Table 5, and x2 and D cr cr 
are the corresponding critical values for the 5 per­
cent level of significance. 

The fitted distribution function of the largest 
exceedance in t he 180-day interval, count ing from 
October 1, is 

-5 F(x) = exp[-2.07 exp(-8 .821 · 10 x)] 

X > 0 (71) 

F ( lt) 

0 .3 
Observed 

0 .2 Fitted 

0 . 1 

x (cfs l 
O.O'-----'---'---L-...&--I....----l..--L----~ 

Fig. 19. 

6000 18000 40000 

Fitted and observed distributions of the 
largest exceedance in the 140-day interval 
(Greenbrier River at Alderson). 

Both the fitted function and the corr esponding observed 
frequency distribution of the largest exceedance in 
the 180-day interval are given in Table 6. The distri­
butions of Table 6 are shown graphically in Fig . 20 . 
Again, tests of goodness of fit show good agreement 
between the fitted distribution function of the largest 
exceedance and the observed frequency distribution i n 
the 180-day interval. According to the chi-square test , 
x2 • 8.6327 < 12.6 • x2 , and according to the cr 
Kolmogorov-Smirnov test d = 0.0568 < 0 .1602 = Dcr 

The statistics x2 and d are computed in Table 6 , 
and x2 and D are the corresponding critical cr cr 
values for the 5 percent l evel of significance. The 
distribution functions of all three intervals, one-
year, 140-days, and 180-days are in Fig. 21 to accentuate 
the effect of the time interval on the fitted probabi­
lity distributions and observed frequency distributions 
of the largest exceedance. 

Table 5. Fitted and observed distributions of the largest exceedance i n the 140- day interval (Greenbrier River 
at Alderson). 

Fitted Observed Absolute Frequency 
Fitted Observed {f - f*) 2 

X IF (x) -F~ (x) I f 
1'\o. (cfs) F(x) F* (x) f f* 

0 0 0 . 30200 0 .34700 ... 0.04500 21 . 750 25 0.48500 
1 6000 0 . 49505 0 .51388 0.01883 13.890 12 0 . 25700 
2 12000 0.66050 0 . 69443 0 .03393 11. 913 13 0.09919 
3 18000 0.78302 0. 77777 0.00525 8. 821 6 0.90218 
4 24000 0.86580 0 .88888 0 .02308 5. 960 8 0 .69826 
5 30000 0.91912 0.93054 0 .01142 3.839 3 0.18336 
6 36000 0 .95138 0.98610 0.03472 2 . 323 4 1.21063 
7 4,000 0.97100 1.00000 0.02900 1. 412 1 0 . 12026 

I 72 3.95588 
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Table 6 . 

1.0 
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0.8 

0.7 

0.6 
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Fitted and observed distributions of the largest exceedance in the 180-day interval (Greenbri er 
River at Alderson) . 

X 

No. (cfs) 

0 0 
1 8000 
2 16000 
3 24000 
4 32000 
5 40000 
6 48000 
7 56000 
8 64000 

l: 

Fitted Observed 

F(x) F* (x) 

0.12600 0 . 18056 
0 .35971 0.31944 
0.60419 0 .56944 
0 . 77899 0. 72222 
0.88417 0.87500 
0.94091 0.95833 
0.97040 0.98611 
0.98532 0.98611 
0.99266 1.00000 

Observed 

F itted 

x (cfs l 

Absolute Frequency 

IF (x) -F* (x) I Fitted Observed (f - f*) 2 

1: 
f f* 

0.05456 9 .075 13 1. 7200 
0.04027 16.815 10 2.7500 
0.03475 17.610 18 0.0086 

-+ 0.05677 12.590 11 0 . 2010 
0 .00917 7.580 11 1.5450 
0.01742 4 .080 6 0.9040 
0.01571 2 .122 2 0.0071 
0.00079 1.075 0 1 .0750 
0.00734 0.528 1 0.4220 

72 8.6327 

5.4 Ccmparison of the Results of the ~lethod 
Developed in this Study with the Method Used By 
Gumbel. The mean and standard deviation of the 
maximum annual discharges of the Greenbrier River at 
Alderson, for the 72 years considered, are Q = 
35412.5 cfs and o(Q) = 13351 .4 cfs . Theref3re, the 
double exponential di~tribution f uncti on for this 
case, using Gumbel 's estimate, is 

F(x) = exp[- 16.86 exp(- 9.6 · 10-5 x) ] , 

X > 0 

This f unction and the corresponding observed 
frequency distribution of maximum annua l peak dis­
charges are given in Table 7 and sho~~ in Fig . 22 . 

For the Gumbel ' s estimates of the two parameters 
the chi-square is x2 = 8. 34868, which is much larger, 
for the same number of class intervals, than the chi­
square obtained by the estimates of the method used 
in this study, with x2 = 4.0036 . 

o.o.._-=-ao-=-o::-o:--..L,_-=2-=-40~o::-::o:---l--:-40000~-=--.__=-560:-l-oo-.J..._ ___ _ F (x) 

Fig . 20 . 

F (x) 

Fitted and observed distributions of the 
largest exceedance in the 180-day interval 
(Greenbrier River at Alderson). 

• (efsl 
0~--~----_.----~----~----~--~---------
0 

Fig. 21. 

20000 <10000 60000 

The fitted and observed distributions of the 
largest exceedance in 140-, 180-, and 365-
day intervals (Greenbrier River at Alderson). 

20 

Fig. 22 . Double exponential distribution function, 
with parameters estimated by Gumbel's method, 
and the corresponding observed frequency 
distribution of the maximum annual disch~rge 
(Greenbrier River at Alderson) . 



Accordingly, for this example, the method of 
estimates of parameters in the double exponential 

dist ribution function , given in this study , achieved 
bett er conformance to the observed distribution 
than Gumbel' s method of estimates. 

Table 7. Fitted double exponential distribution function using Gumbel ' s estimates, and the observed frequency 
dist ribution of the maximum annual discharge (Greenbrier Ri ver at Al derson). 

Absolute Frequency 
(f-£*)2 Gumbel ' s Observed Gumbel' s Observed 

X F(x) F*(x) jF(x)-F* (x) I f f* f No. (cfs) 

1 19500 0.0746 0.1389 ... 0.0643 5.371 10 3.98950 
2 27800 0.3105 0.3195 0.0090 16.985 13 0.93495 
3 36100 0.5900 0.5278 0 . 0622 20 . 124 15 1. 30468 
4 44400 0.7887 0.7639 0.0248 14.306 17 0.50731 
5 52700 0 .8988 0.9167 0.0179 7.927 ll 1.19128 
6 61000 0.9529 0.9722 0 . 0193 3. 895 4 0.00282 
7 69300 0 . 9785 0.9861 0 . 0076 1.843 l 0.38557 
8 77600 0.9901 1. 0000 0.0099 0.835 1 0.03257 

I: 72 8.34868 
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0\apter 6 

APPLICATION OF FLOOD EXCEEDANCES TO THE SUSQUEHANNA RIVER 

In this chapter, the developed method is applied 
to the Susquehanna River at Wilkes- Barre, Pa. This 
river is part of the North Atlantic Slope Basin. 
Flood data, again in the form of partial-duration 
series, cover the years 1891 through 1964. Two years, 
1898 and 1899, are omitted because of nonhomogeneit y of 
data. The base for the partial-duration series is 
~ = 82 , 000 cfs. From these data, a series of 136 
exceedances, in the course of 72 years, is obtained. 
The data are given i n Table 23, Appendix 2 . 

6.1 Distribution of the Number of Flood Exceed­
ances. 

Seasonal occurrence of exceedances. The seasonal 
occurrence of exceedances for the Susquehanna River 
at Wilkes-Barre is shown i n Fig. 23 (data given in 
Table 22, Appendix 2). 

0 

0 

Fig. 23. Seasonal distribution of the number of 
exceedances (Susquehanna River at Wilkes­
Barre). 

The water year (Sept. 21-Sept . 20) was divided 
into the same observation periods as in the previous 
example using the Greenbrier River. After the esti­
mation of parameter ~ for each period, the Poissonian 
distributions of the number of exceedances were com­
puted, and tests of goodness of fit performed. The 
results obtained are given in Table 8. For each of 
the nine considered periods, the null hypothesis that 
the distribution of the number of exceedances in the 
given period was Poissonian with parameter ~. esti­
mated by the statistic ~ . was tested. As observed 
from the table, all computed x2-values are consider­
ably below the critical x2-values. Therefore , the 
riull hypothesis should be accepted at the 5 percent 
significance level. 
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The seasonal variation of the parameter A is 
shown in Fig. 24. 

0.0 1'- <D 

t ,; u c: 
~ ~ 

,.. ,... 0 
0 • 0 0 :; " 0 z J .., <l ~ .., <t 

Q. 
• (I) 

Fig. 24. Seasonal distribution of the parameter A(t), 
the average number of exceedances per day, 
(Susquehanna River at Wilkes-Barre). 

Distribution of the number of exceedances for 
varying time intervals. Observed relative frequency 
distributions of the number of exceedances are 
determined for time intervals of 20, 60, 100, 140, 
160, 180, 200, 220, 240 and 365 days, starting with 
October 1. Parameters of the corresponding fitted 
distribution functions are estimated from the avail­
able samples. The conformance of the fitted Poissonian 
distribution functions to the observed frequency distri­
butions is verified by applying the x2-test to each 
case at the S percent level of signific~ce. The 
agreement is very good. The results are given in 
Table 9 and depicted in Fig. 25. 

The graph of the function A(t) for the 
Susquehanna River at Wilkes-Barre is given in Fig . 26 
The fitted function, Af(t), is 

Af(t)• O.lOIS+O.lOSOt + 0.3936cosl
11
9t +0.603211) 

+0. 1280cos! 2;t - 0.407411) + 0.0604 cos!;t + 0.58921!) 

1
2nt ) + 0.0130 cos ~- 0.204111 (72) 

and is also shown in Fig. 26. 

In Eq. 72 , the un1t of t refers to a 20-day 
period. Therefore, the parameter A i n the Poissonian 
distribution function is given by Eq. 72. 



Tabl e 8 . Observed and corresponding fitt ed Poissonian distributions of t he number of exceedances for nine 
non-overl apping periods of the water year (Susquehanna River at Wilkes-Barre) . 

Oct. 1 • Nov. 9 Nov . 10 • Doc. t9 

k f ob. fth. k fob . fth . 

0 67 67.1000 0 64 63.5000 
I 5 4.6500 I 7 7.9400 
2 0 . 1617 2 1 0.4950 
3 0.0037 3 0.0207 

4 0.0006 

r 72 71.9204 r 72 71 .9563 

i . 0 .001735 l • 0.00312 
r. o.o694 : •i • o.o655 r . o.l25; ·~. o.139 

1 2.0.1922 < 5 .99 • x~r x2 • 0.6517 • 7.11 • x~r 

Apr . 19 • May 28 May 29 • July 7 

k fob. fth. k fob. 1th . 

0 sa 59 .2500 0 71 71 . 0054 
I 14 ll. SOOO 1 1 0.9870 
2 1. 1200 2 0 .0068 
3 0 .0720 3 0 .0000 
4 0 . 0036 

r 72 71.9456 I 72 71.9992 

i . 0.00485 i • 0 .000347 

1(. 0.194 : ci~. 0.159 r . o.o139: ·~ • o .o131 

x2 • 1. 7682 < 7. 81 • x~, x2 • 0. 0070< 5.99 "'l:~ 

Dec. 20 • J an. 28 

k f ob . fth . 

0 57 51.4700 
I IS 12.1700 
2 I. 2630 
3 0.0177 
4 0.0046 

r 72 71 .9953 

.i • 0.00520 

r. o. 2o1 ; ·~ • 0.168 

12 • 2.053< 7.81 • x~, 

July 8 • Aug. 16 

k rob. rth. 

0 70 70 .026 
I 2 1.946 
2 0 .027 
3 0 . 000 

I 12 11.999 

i . 0.000695 

r . o.oz78: ·~ • o.o21o 

x2 • 0 .0285 < 5.99 • x~r 

Ju. 29 • Mar. 9 

k f ob. fth. 

0 48 48.060 
I 19 19 . 380 
2 5 3 . 898 
3 0.521 
4 0.052 

I 72 71.911 

i • 0.01006 

r. o . 402; •: • o .3s5 

x• • 0.8941<7.81 • x~r 

AUI · 17 • Sept . 30 

k rob. fth. 

0 70 70 . 026 
I z 1.946 
2 0 . 027 
3 0 . 000 

I 72 71 . 999 

i . 0.000618 

r. o.o211; ·~ • o.o21o 

x2 • 0.0285< 5 .99 • x~, 

Mar. 10 - Apr . 18 

k fob. !th. 

0 21 31.670 
I 32 26.000 
2 9 10.640 
3 3 2.910 
4 0.597 
5 0 . 098 

I 72 71.915 

i . 0.0205 

r . o.a2o; ·~ • o.657 

x2 • 2.7608 < 9.49 • ~~. 

...!:!1!!!.!!.= 
lc: • the n\llber of 

exe:eeda:Jces d.urina 
the a:iven peri od . 

f
0
b • observed absolute 

frequency. 

fch • theoret ical abso­
lute fTequency. 

l • para.eter of the 
Poisson dist ribu­
tion . 

All -.;~r • values refer 

t o tho 5\ leve l of ti&­
nificance . 

Table 9. Observed and corresponding f i t ted Poissoni an distri butions of the number of exceedances for di fferent 
time i ntervals (Susquehanna River at Wilkes- Barre). 

Oct.1-0ct .20 t •20 days O~t .l·Sov.29 t•60 days Oct.1-Jan. 8 t • l OO days Oct. l-Feb . l7 t•140 days Oct . 1-Mar . 9 t •160 days 

k fob. fth. k fob. fth. k fob. fth. k fob. (th. k fob. fth. 

0 67 67.1200 
I 5 4 .6620 
2 0.1617 

0 62 62 .6400 
I 10 8 . 7100 
2 0 .6055 
3 0 .0280 

0 55 55.280 
1 15 14.600 
2 2 1.927 
3 0.170 

0 46 43.63 
1 18 21. 81 
2 6 5 .45 
3 2 0 .91 

0 37 32.110 
1 18 25.870 
2 12 10.440 
3 4 2. 800 

r 72 71.94:17 I 72 71.9835 
4 O.Oll 4 0 .11 

5 0 . 01 
4 1 o . 565 
s 0 . 091 

k • 0.0694: o~ • 0.065S 

x2 • 0.0409 < .> .SA • x!r 

r. o.l39o; a~ . o.ll96 

x2 • 0.8:126< 5.99 = x~, 

r 72 71.988 

f. 0.264; ·~ • 0.25:1 

x1 • 0.1943<7.51 • ~~. 

I 72 71.92 

r . o.soo: •i • o.591 

x2 • 2.2764 < 9. 49 • x~r 

I 72 71.876 

r . o.8o6; o-~ • 1.002 

x2 • 4 .3096 < 9. 49 • x~r 

Oct.I·Mn.29 t =l80 days Oct . I - Apr.lS t• 200 days Oct.I·May 8 ta-220 days O<t .I·M•y 28 t•2.CO d• y5 Oct. ! · Sept. 30 t•l65 days 

k fob. fth. k fob. f th . k fob. fth . k fob. ft h . It fob. fth. 

0 24 20.304 0 12 14 .170 0 II 12.5060 0 10 11.670 0 9 10.872 
I 20 25.684 1 26 23 .000 I 23 21.8880 1 23 21.200 1 22 20.527 
2 19 111.243 2 IV 18.700 2 20 19. 1520 2 18 19.300 2 20 19.425 
3 6 6.847 :1 11 10 .ISO 3 14 11.2000 :1 17 11.700 3 16 12.182 
4 I 2.160 4 I 4. 130 • 0 4.9000 4 0 5.310 4 I 5.760 
5 1 0.547 5 2 1.340 5 3 0.9830 5 3 1.937 s 3 2 .174 
6 I 0.115 6 I O.S64 6 I 0.4990 6 I 0.585 6 0.681 
7 0.021 1 0.084 7 0.1240 7 0 . 152 7 1 0.186 

I 72 71.921 
8 0.017 

r 72 71 . 955 

I 0.0158 

I 72 71.2678 

8 0 .0:15 

I 72 71.869 

8 0 .0 43 

r 72 71.850 

r. 1.265; .;~ • 1.570 

._z • 10.3304<12 . 6- x~r 
k = 1.625; ·~ • 1.590 

xZ • 4. 7087 < 14 .I • X~r 

k• 1. 750; ·~ • 1.684 

x2 • 10.6601 < 14.1 • X~r 

k . 1.819: g~ • l. 700 

x2 • 9.2544 c 14.1 • x~r 

r. 1.889; <f • 1.817 

x2 • 10. 1767< 14.1 • x~r 
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Fig . 25 . Observed and corresponding fitted Poissonian 
distributions of the number of exceedances 
for 20-, 60-, 100-, 140-, 160-, 180-, 200-
and 365-day intervals (Susquehanna River at 
Wilkes- Barre). 

Fig. 26. 
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6.2 Distribution of magnitudes of flood Exceed­
ances. ~lost exceedances for the Susquehanna River 
at Wilkes-Barre occur during the winter and spring 
seasons (see Table 22 , Appendix 2). In 72 years only 
14 exceedances occurred during the fall season, and 
four during the summer season. Therefore, it was 
feasible to obtain the sample distributi on function 
of exceedances only for the winter season , the spring 
season , and the year . The observed distributions of 
the exceedances for these three periods are given in 
Table 10 and shown in Fig. 27. The statistical 
hypotheses were tested, applying the Kolmogorov­
Smirnov t est at the 5 percent level of significance, 
to see whether the sample distribution functions given 
in Table 10 had the same population distribution 
function. The tests performed indicated that the 
differences between the sample frequency distributions 
are not statistically significant . Therefore, the 
null hypothesis that the magnitude of exceedances 
for the Susquehanna River at Wilkes-Barre is identi­
cally distributed through the year should be accepted 
at the 5 percent level of significance. Estimation 
of the parameters of the corresponding distribution 
function was made for the one-year interval by using 
the sample data. That sample had the greatest number 
of observations, 136 . The sample and t he corresponding 
f:i. tted distribut ion function are shotm in Fig. 28. 

The fitted simple exponential distribution func­
tion of magnitude of exceedances has the expression 

-5 H(x) = 1 - exp(-2.628 · 10 x) , x ~ 0, (73) 

in which x is measured in cfs . Both the Ko1mogorov­
Smirnov and the chi-square tests of goodness of fi t 
show good agreement between the two distribution 
functions shown .in Fig . 28 . 

6.3. Distribution of the Largest Flood Exceedance. 
The distribution function of t he largest exceedance , 
for an interval of time [o,t], for the Susquehanna 
River at Wilkes-Barre is 

-5 Ft(x) "exp[-J\(t) exp(-2 .628 · 10 x)], X ~ 0 . (74) 

The function A(t) is given by Eq . 72 and shown in 
Fig. 26. 

Distribution of the largest exceedance during 
t he one-year i nterval . The distribution function of 
the largest exceedance for the time interval of a 
year is 

-5 F(x) = exp(-1.889 exp(-2.628 · 10 x)], x ~ 0. (75) 

Val ues of this distribution function are given in Table 
11, together with the values of the observed frequency 
distribution of t he magnitude of the largest exceedance 
for the same t ime interval . The two distributions of 
Table 11 are shown in Fig. 29. Goodness of fit tests 
indicate good agreement between the fitted and the 
observed distribution for this river . According to 
the chi-square test, x2 = 4 . 206 < 12.6 = x~r , and 

according to the Kolmogorov-Smirnov test d = 0.0448 < 
0.1602 = D The statistics x2 and d are cr 
obtained from Table 11 , and x~r 

corresponding crit ical values for 
of significance. 

and D cr are the 

the 5 percent level 
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Tabl e 10. Observed winter, spring, and yearly distributions of magnitude of exceedances (Susquehanna River at 
Wilkes-Barre) . 

Winter Spring Year 

pbserve< pbserved Observed 

x(cfs) fob. f H(x) fob. f H(x) fob. f rel. H(x) Fitted 
No rel. rel. H(x) 

1 1-- 15000 29 0.4460 0. 4460 12 0.2265 0. 2265 45 0. 3309 0.3309 0 . 3270 
2 15001- 30000 11 0.1692 0 . 6152 13 0.2453 0 . 4718 28 0.2059 0.5368 0.5460 
3 30001- 45000 8 0. 1231 0 . 7383 9 0.1698 0 .6416 23 0 .1691 0.7059 0 . 6945 
4 45001- 60000 3 0 .0462 0.7845 7 0 . 1321 0.7737 11 0.0809 0.7868 0. 7940 
5 60001- 75000 4 0 .0615 0.8460 2 0 .0377 0.8114 7 0.0515 0.8383 0.8611 
6 75001- 90000 2 0 . 0308 0 .8768 4 0.0755 0 .8869 8 0 . 0588 0.8971 0.9063 
7 90001-105000 2 0.0308 0.9076 2 0.0377 0 . 9246 4 0.0294 0.9265 0.9370 
8 105001- 120000 2 0.0308 0 . 9384 2 0 . 0377 0.9623 4 0.0294 0. 9559 0. 9575 
9 120001-135000 2 0 . 0308 0 . 9692 2 0 .0377 1. 0000 4 0.0294 0 . 9853 0.9705 

10 135001-150000 2 0.0308 1.0000 2 0.0147 1.0000 0 . 9807 

I 65 53 136 

1.0 
H (x) 

H(x) 
0.8 

10 
0.6 

--····- Wonter 
0.4 Observed 

--Year 
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Theoretico l ( Elq)onentiol l 

~(cfsl 
x (cfs ) 

30000 60000 90000 120000 

Fig. 27 . Observed wint er, spring, and yearly distri­
bution functions of magnitudes of exceed­
anccs (Susquehanna River at Wilkes-Barre) . 

Fig . 28. The fi tted function and the observed frequency 
distribution of the magnitude of exceedances 
for one year int ervals (Susquehanna River 
at Wilkes-Barre, data from Table 10} . 

Tabl e 11. Fitted and observed distributions of the largest exceedance using the one-year time 
interval (Susquehanna River at Wilkes- Barre). 

Absolute Fr~uency 
(f - f *}2 

X Fitted Observed IF (x) - F* (x) I Fitted Observed 
No . (cfs) F(x) F* (x) f t* f 

0 0 0.1510 0. 1250 0 .0260 10.880 9 0.3250 
1 20000 0.3275 0 . 3055 0 .0220 12 . 700 13 0. 0071 
2 40000 0.5170 0 . 4722 ... 0 . 0448 13 . 644 12 0.1981 
3 60000 0.6766 0.6805 0.0039 11.491 15 1.0700 
4 80000 0 . 7942 0 . 7777 0.0165 8.467 7 0 . 2542 
5 100000 0.8726 0.8472 0 .0254 5.645 5 0.0737 
6 120000 0 . 9227 0.9167 0.0060 3. 607 5 0.5380 
7 140000 0 .9535 0 . 9722 0 . 0187 2.218 4 1. 4317 
8 160000 0 . 9723 1.0000 0 .0277 1 . 354 2 0 . 3082 

I 72 4 . 2060 
'-
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Fig. 29. Fitted and observed distributions of the 
largest exceedance using the one-year time 
interval (Susquehanna River at Wilkes-Barre). 

Distribution of the largest exceedance for 160-
and 200-day intervals. The distribution function of 
the largest exceedance for the 160-day interval is 
given by the expression 

-5 F(x) = exp[- 0.806 exp(-2.628 · 10 x)), x ~ 0 (76) 

The 160- day interval was measured from October 1. 
Table 12 gives the values 'of the fitted function F(x), 
as well as the values of the corresponding observed 
frequency distribution F*(x). The graphic presenta­
tion of the data is given in Fig. 30. 

Goodness of fit tests verifi ed good agreement 
between the fitted and observed distributions for the 
160-day interval. According to the chi-square test, 
x2 = 5. 7785 < 11.1 = x2 , and according to the cr 
Kolmogorov-Smirnov test, d = 0.087 < 0.1602 = Dcr , 

in which the statistics 
from Table 12, and x2 

cr 

x2 and d are obtained 
and Ocr are the correspond-

ing critical values for 
ficance . 

the 5 percent level of signi-
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Fitted and observed di stributions of the 
largest exceedance for the 160-day interval 
(Susquehanna River at Wil kes-Barre). 

The fitted distribution function of the largest 
exceedance for the 200-day interval, also measured 
from October 1, i s 

F(x) = exp[-1.625 exp(-2.628 · 10-~)), x ~ 0, (77) 

The fitted function , F(x) , and the corresponding 
observed distribution, F*(x), of the largest exceed­
ance for the 200-day interval, are given in Table 13 
and shown in Fig. 31. Goodness of fit tests confirm 
a good agreement between the fi tted and observed distri­
butions for the 200-day interval. According to the 
chi-square test, x2 = 5 . 3524 < 12.6 = x2 , and cr 

Table 12. Fitted and observed distributions of the largest exceedance for the 160-day interval (Susquehanna 
River at Wilkes-Barre). 

Fitted Observed Absolute Frequency 
(f - f*) 2 

X F(x) F* (x) jF(x) - F*(x) j Fitted Observed 
No. (cfs) f f* f 

0 0 0.446 0.513 0.067 32.170 37 0.7250 
1 20000 0.621 0. 708 ... 0.087 12.610 14 0.1532 
2 40000 0 . 755 0.819 0.064 9. 610 8 0 . 2703 
3 60000 0 .847 0.875 0.028 6.610 4 1.0305 
4 80000 0.906 0.902 0.004 4 . .305 2 1. 2330 
5 100000 0.943 0.931 0.012 2.670 2 0 . 1685 
6 120000 0.966 0.972 0.006 1.6.37 3 1.1.360 
7 140000 0.980 1.000 0.020 0. 980 2 1. 0620 

I 72 5. 7785 
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Table 13. Fitted and observed distri butions of the lar gest exceedance f or the 200-day interval (Susquehanna 
River at Wilkes-Barre). 

Fit ted Observed Absolute Frequency 
(f- f*)2 

X IF(x) - F*(x) I Fitted Observed 
(cfs) F*{x) f f * f No. F(x) 

0 0 0.1967 0.1667 
1 20000 0.3824 0.3472 
2 40000 0.5667 0.-5139 
3 60000 0.7152 0 . 7222 
4 80000 0.8202 0.7917 
5 100000 0.8895 0.8611 
6 120000 0 .9331 0 . 9305 
7 140000 0.9598 0.9722 
8 160000 0.9762 1.0000 

I 

Fitted 
01 

0 . 0300 14. 160 12 0 . 3290 
0.0352 13.373 13 0.0104 

... 0.0528 13.271 12 0.1217 
0.0070 10.686 15 l. 7416 
0.0285 7.564 5 0.8691 
0.0284 4.990 5 0.0000 
0 .0026 3. 1!.38 5 1.1048 
0.0124 1.921 3 0.6060 
0.0238 1.180 2 0.5698 

72 5.3524 

according to the Kolmogorov-Smirnov test, d = 0.0528 
< 0 .1602 : D . cr 

To examine how the method presented in this study 
compares with an already existing method, comparison 
was made with Gumbel ' s distr ibution using maximum 
annual discharges for both rivers . Chi-squar e values 
were used as measures of goodness of fit of t he 
observed distributions. The method presented in this 
study achieved better conformance with t he data in 
both cases. 

6.4 Comparison of the Results and the ~lethod 
Developed in This Study and Gumbel ' s Method for the 
Susquehanna River at Wilkes-Barre Pa. The mean and 
standard deviation of the maximum annual discharges 
of the Susquehanna River at Wilkes-Barre, for the 
72 years considered, are Qa • 129887.50 cfs, and 

o (Qa) = 43083.86 cfs. The t wo parameters in t he 

doubl e exponential function are estimated by 
Gumbel's method from 72 annual flood peak discharges. 

0.0 
x ( cfs) 

Values of fitted Gumbel' s F(x) function and 
the corresponding observed frequency distribution 
F*(x) of maximum annual peak discharges for the 
Susquehanna River are given i n Table 14. 

40000 80000 12 0000 160000 

Fig. 31. Fitted and observed distributions of the 
largest exceedance for the 200-day interval 
(Susquehanna River at \Ulkes-Barre). 

For the Gumbel's estimates of the two parameters 
the chi-square is xZ = 6.0130, which is much greater 
for the same number of class intervals, than the chi­
square obtained by the estimates of the method used in 
this study, with x2 = 3.9813. 

Table 14 . Fitted Gumbel distribution function and observed frequency distribution of the maximum annual peak 
discharge for the Susquehanna River at Wilkes-Barre. 

Absolute Frequency 
~f-f*22 X Gumbel's Observed Gumbel's Observed 

No . (cfs ) F(x) F*(x) IF (x) - F* (x) I f f* f 

1 85000 0 .1178 0.1389 0 .0211 8.481 10 0.27207 
2 106000 0. 3183 0.3056 0 . 0127 14.436 12 0 .41106 
3 127000 0.5418 0.5417 0.0001 16 .092 17 0. 05123 
4 148000 0.7204 0 .6945 0.0259 12.859 11 0.26875 
5 169000 0 .8390 0 .8056 0.0334 8 . 539 8 0 . 03402 
6 190000 0 .9103 0 .8750 ... 0.0353 5. 134 5 0.00349 
7 .211000 0.9509 0.9444 0.0065 2.923 5 1.47585 
8 232000 0. 9734 1.0000 0.0266 1.620 4 3.49654 

t 72 6 .01301 
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Chapter 7 

GENERAL SUMMARY 

This study presents a stochastic model for the 
analysis of the largest flood peak . The treatment 
takes into consideration that , for any given time in­
terval, both the number of flood peaks and their 
magnit ude are random variables . Thi s s t ochast ic 
model of the flood phenomenon that determines the 
largest f l ood peak has no constraints s uch as the 
st ringent assumption of t i me-invar iance (stationarit y) 
of t ime series . It is general enough t o embrace t he 
concept of seasonal i t y in f l ood occurr ence . Treating 
flood peaks , obtained from t he par tial-duration 
series, as independent events , the theory herein 
employed adopt s an approximation in the case of a 
complex flood hydrograph. It considers any complex 
f l ood hydrograph as one streamflow event , and uses 
only the highest flood peak of such a hydrograph. 
This assumption does not seriously affect t he accuracy 
of the results obtained by the method. The distribu­
tion of the rel at ivel y smal l number of fl ood peak 
exceedances occurri ng in a time interva l closely 
approximates the time- dependent Poissonian distribu­
tion, whi ch deals wi t h small probabilities and gives 
the number of r are events . Inclusion, i n the model, 
of the distribution of the number of flood peak 
occurrences to s t udy t he largest magnit ude of the 
f l ood peaks represents a contribution to t he gene-
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rality of methods used for flood analysis. This 
study concentrat es on the largest flood peak exceedance 
among a random number of flood peak exceedances 
occurring in an interval of time. The magnitudes of 
exceedances are random continuous var i ables of a 
stochastic , discrete , non-negat ive process. This 
stochastic process of exceedances is per iodic, with one 
year as its per iod . 

When using the simple exponent i al distribution 
function of t he magnitude of al l exceedances , this 
method yields r esults that show good agreement 
between the resulting double-exponent i al distribution 
function of the magnitude of the lar gest exceedance 
and the corresponding observed frequency distribution. 
The corresponding theoretical double exponential 
distribution function obtained by a different approach 
than in the case of asymptotic distributions of 
extremes , f i t ted better the obser ved dat a for the two 
exampl es used t han in t he case of using t he annual 
flood peak ser ies . For the example used , the agreement 
is somewhat better for the Greenbrier Ri ver at 
Alderson , t han f or t he Susquehanna Ri ver at l~ilkes­

Barre because a greater number of exceedances were 
avail abl e from the Greenbrier recor ds . 
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APPENDIX 1 

Derivation of the Asymptotic Value of the m-th 
Absolute Moment of the Largest Exceedance When 
Integer a is Large, f or Gamma-Distributed Exceed­
ances 

The exact value of the m-th absolute moment of 
the largest exceedance, where m = 1, 2, ..•.. .. , for 
gamma-distributed exceedances is 

... r a-1 i] 
Ex•(~) = m ~~ f ya+m-1 exp,-y-~~ e-y .L fr dy 

ll (a- 1)! o L ~=0 

where y = Bx, and a is a posit ive int eger. 
For large positive values of a 

Xt r (a+m) 

f~ya+m-1 ( )d exp - y - At y , 
0 

a->.t 
e 

Since 

1 
_ Xt exp(-~t-m) (a+m)a+m- 2 

Bm aa- } 

[ 
a+m- !.] 

(a+m!_ !. 2 = 

(I 2 

one can use , for large positive values of a the 
asymptotic value of the m- th absolute moment of the 
l argest gamma-distributed exceedance , 

m At -Xt m Ex (t) ,::; - e (a+m) , 
Bm 

for any m = 1, 2, 

Table 15. Computed values for the relation B'oi(x)=f(Xt), for 
exponentially distributed magnitudes of exceedances . 

At e2a2(x) 
t 

At e2a2 (x) 
t 

At e2a2(x) 
t Xt e2o2(x) t 

1 1.267 26 28.680 51 64 .200 76 101.600 
2 1 . 940 27 30.040 52 65.660 77 103.100 
3 2.548 28 31.400 53 67.140 78 104.600 
4 3. 219 29 32.770 54 68.610 79 106.100 
5 3.976 30 34.150 55 70.090 80 107.600 
6 4 . 812 31 35 . 530 56 71.570 81 109.200 
7 5. 717 32 36.920 57 73. 050 82 110 . 700 
8 6.681 33 38,320 58 74. 530 83 112.200 
9 7.694 34 39.720 59 76.020 84 113.700 

10 8.749 35 41.130 60 77 . 510 85 115 . 300 
11 9.841 36 42.540 61 79. 000 86 116.800 
12 10.960 37 43. 950 62 80 .490 87 118.300 
13 12. 120 38 45.370 63 81 . 990 88 119.800 
14 13.290 39 46.800 64 83.480 89 121.400 
15 14.490 40 48.230 65 84. 980 90 122 . 900 
16 15.710 41 49.660 66 86.480 91 124. 400 
17 16.950 42 51.100 67 87.980 92 126.000 
18 18.200 43 52.540 68 89 .480 93 127.500 
19 19.470 44 53.990 69 90.990 94 129.000 
20 20.750 45 55.440 70 92.500 95 130.600 
21 22.050 46 56.890 71 94 .000 96 132.100 
22 23.350 47 58. 340 72 95.510 97 133.700 
23 24. 670 48 59 .800 73 97.020 98 135.200 
24 26 . 000 49 61 .260 74 98 .540 99 136 .700 
25 27.340 so 62 . 730 75 100.100 100 138.300 
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0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
IS 
16 
17 
18 

ci (t) 

0.000 
0 .056 

(0 . 120) 
0 . 194 

(0 . 340) 
0.681 

(0.930) 
1.195 
1.625 
2 .070 
2.310 
2 .473 
2.(>30 

(2 . 730) 
(2. 790) 
( 2.810) 
(2.825) 
(2 . 840) 
2.850 

t 

0 
l 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

Table 16 . Computat i on of the harmonics Zj (t) of t he fourier series used 
t o represent the function A(t) , for the Greenbrier River at 
Alder son, W. Va. 

0. !58~t 

0.00000 
0. 15833 
0.31667 
0.47500 
0 . 63333 
o . 79167 
0.95000 
1.10833 
!. 26667 
!. 42500 
1. 58.333 
!. 74167 
!. 90000 
2. 05833 
2. 21667 
2. 37500 
2.53333 
2.69167 
2. 85000 

- Yt = . 
h(t) - 0 .1583t 

0 .00000 
- 0. 10233 
-0.19667 
-0.28100 
-0. 29333 
- 0 . 11067 
-o. 02000 
0. 08667 
0. 35833 
0.64500 
0. 72667 
o. 73133 
0. 73000 
0 .67167 
o. 57333 
0. 43500 
0 . 29167 
0 . 14833 
0 .00000 

j • I 

12"1 yt cos l1f 

0 .00 000 
- 0 .09616 
-0.15066 
- 0.14050 
- 0.05093 
0 . 01922 
0.01000 
-0.0~639 
-0. 33672 
-0 . 64500 
-0.68284 
-0.56023 
-0.36500 
- O.Il663 
0.09956 
0.21750 
0. 22343 
0 . 13938 
0 . 00000 

- 2 .50197 

- 0.27800 

0 . 00000 
-0.03500 
-0.12642 
-0 . 24335 
-0.28887 
- 0 . 10899 
-0.01732 
0.05571 
0.12255 
0.00000 

- 0.24853 
-0.47009 
- 0 . 63220 
-0 . 66147 
- 0 . 56462 
- 0.37672 
-0 . 18748 
- 0 . 05073 
0.00000 

- 3 . 83353 

- 0.42595 

j • 2 

(2wt) yt CO$ T 

0.00000 
- 0 . 07839 
-0.03415 
0.14050 
0. 27564 
0.10400 
0 .01000 
0.01505 
0.27449 
0 .64500 
0. 55666 
0 .12700 
0. 36500 

-0.63!16 
-0.53875 
-0.21750 
0.05065 
0.11363 
o. 00000 

0 . 44767 

0.04974 

. 12' ') Yt sJn T 

0.00000 
- 0.06578 
- 0.18582 
-0. 24335 
- 0 .10032 
0 . 03785 
0.011:12 

-0.08189 
- 0 . 23033 
0 . 00000 
0.46710 
0 . 69097 
0.63220 
0 . 22972 

-0 . 19609 
-0. 376/l 
-0.27557 
- 0 . 09534 
0 . 00000 

0. 223~5 

0.02488 

j • 3 

12") yt cosT 

0. 00000 
- 0 .05116 
0. 09834 
0. 28100 
0.14666 

- 0. 05533 
-0.02000 
0. 04333 

-0.179! 6 
- 0.64500 
-0.36333 
0. 36566 
0. 73000 
0 . 33584 

- 0.28666 
- 0.43500 
- 0 . 14583 

0 . 07416 
0. 00000 

-0.10648 

- 0.01183 

0.00000 
- 0.08862 
-0.17032 
0.00000 
0 . 25403 
0 . 09584 
0.00000 
0 . 07506 
0. 31032 
0.00000 

-0.62932 
-0 . 63335 
0.00000 
0 . 58169 
0. 49652 
0.00000 

- 0 . 25259 
~o . 12846 
0 . 00000 

-0.08920 

- 0 . 00991 

J • 6 

!2wt) yt cosT 

0 . 00000 
O.OSll6 
0.09833 

-0.28100 
0.14666 
0. 05533 

-o. o2ooo 
- 0.04333 
- 0 . 17916 
0 . 64500 

- 0.36333 
-0.36566 
-0.73000 
- 0.33583 
-0.28666 
0.43500 

- 0.14583 
- 0 . 07416 

0 . 00000 

-0.06652 

-0 . 007:59 

0.00000 
- 0 . 08862 
0.17032 
0. 00000 

- 0.25403 
0 . 09584 
0.00000 
0.07505 

-0 . 31032 
0.00000 
0 . 62932 

-0 . 63335 
0.00000 
0 . 58169 

-0 . 49652 
0. 00000 
0. 25259 

-0 .1:845 
0 .00000 

-0 . 10918 

-0.012ll 

0. 50864 0 . 05562 0. 01543 0 .01420 

0. 68407• - 0. l476Sw 0. 77803• 0.67420• 

0 . 30864 cos (~ • 0 .68407') 0.05562 cos(
2
;' - 0 . 1476Sd 0. 01543 cos(~ •0 . 77803w] 

' nt 
0 . 01420 cos(T · 0.67420• ) 

Tabl e 17 . The fitt ing funct i on Af(t) The Greenbrier River at Al derson, W. Va . 

Af(t)=0.2475+0. 1583t 

z 1 (t) Z2 (t) z3 Ct) z6(t) + . L zj (t) 
)'•1,2 ,3,6 

-0.27802 0 . 04975 -0 .01182 -0 . 00739 0 .00000 
-0 . 40693 0 . 05410 -0. 01450 -0.00681 0 .02167 
-0.48676 0. 03314 -0 . 00268 0 .01420 o .12ib5 
-0 . 50788 -0 . 00333 0.01182 -0 .00739 0 . 21570 
-0 . 46774 -0.03824 0.01450 -0.00681 0 . 38252 
-0 . 37121 -0.05525 0.00268 0 .01420 0. 62957 
-0 . 22985 -0 . 04642 -0 . 01182 -0 .00739 0. 90200 
-0 . 06081 -0. 01586 -0.01450 -0.00681 1. 15783 
0 . 11557 0 . 02209 -0 . 00268 0.01420 1.66333 
0 . 27802 0 . 04975 0 . 01182 -0 .00739 2 .00468 
0 .40693 0 . 05410 0 . 01450 -0 .00681 2 . 29953 
0 . 48676 0. 03314 0.00268 0 .01420 2 . 52593 
0 . 50788 - 0 . 00333 -0 . 01182 -0 .00739 2 . 63282 
0 . 46774 - 0 . 03824 -0 . 01450 -0 . 00681 2 . 70400 
0. 37121 -0 . 05525 -0.00268 0 . 01420 2.79163 
0.22985 -0.04642 0.01182 -0 . 00739 2.81034 
0 . 06081 -0.01586 0 .01450 - 0 . 00681 2.83345 

-0.11557 0. 02209 0 .00268 0 . 01420 2 .86255 
-0.27802 0.04975 - 0 .01182 -0.00739 2.85000 
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The Greenbrier River 
at Alderson , W. Va. 

APPENDIX 2 

DATA Base for partial durat ion 
series , Qb = 17000 cfs 

Table 18 . Flood peaks and magnitudes of f lood peak exceedances . 

Water Q ' Water Q ' Water Q ' Year Date (cfs) (cfs) Year Date (cfs) (cfs) Year Date (cfs) (cfs) 

1896 Mar. 30' 1896 28800 11800 1913 Mar. 15 , 1913 21800 4800 1932 Feb . 5, 1932 50100 33100 
~!ar. 27, 1913 64000 47000 Mar. 18' 1932 17600 600 

1897 Nov . 5 ' 1896 27600 10600 Apr. 13, 1913 20000 3000 ~1ar . 28, 1932 31500 14500 
Feb . 23, 1897 54000 37000 May 2, 1932 27500 10500 
May 14, 1897 40900 23900 1914 0 0 J uly 5, 1932 21900 4900 

1898 Mar. 30 , 1898 17100 100 1915 Jan. 7, 1915 34000 17000 1933 Mar. 20' 1933 26400 9400 
~1ay 7, 1898 18600 1600 Feb . 2, 1915 40800 23800 
Aug. 11' 1898 52500 35500 1934 Mar . 5' 1934 32300 15300 

1916 Oct . 2, 1915 27200 10200 Mar . 8' 1934 20500 3500 
1899 Oct. 22' 1898 25300 8300 Dec . 30 ' 1915 24400 7400 ~1ar . 28' 1934 27900 10900 

I Jan. 7 ' 1899 20000 3000 
I Feb. 27' 1899 23800 6800 1917 Dec. 29' 1916 17300 300 1935 Nov. 30, 1934 19400 2400 I 

Mar . 5' 1899 48900 31900 Mar . 4' 1917 43000 26000 Jan . 23, 1935 49600 32600 
Mar. 13 , 1917 28000 11000 ~lar . 13 , 1935 22300 5300 

1900 Mar. 21, 1900 17100 100 Mar . 26' 1935 17900 900 
1918 Feb . 27 , 1918 17900 900 Apr . 1, 1935 24800 7800 

1901 Nov. 26 , 1900 56800 39800 ~far . 14, 1918 77500 60500 May 7, 1935 20100 3100 
J an. 12, 1901 ::!1100 4100 June 26, 1918 24000 7000 July 9, 1935 24800 7800 
Apr . 21, 1901 20400 3400 Sept. 6 , 1935 20800 3800 
~fay 28, 1901 19300 2300 1919 Oct . 31 , 1918 28600 11600 

i June 17, 1901 20000 3000 Dec . 23' 1918 24800 7800 1936 Nov. 13, 1935 19400 2400 ' 

I Jan. 2, 1919 49000 32000 Jan . 3' 1936 20800 3800 
1902 Dec. 15' 1901 36700 19700 Feb. 15' 1936 27100 10100 

Mar. 1, 1902 43800 26800 1920 Dec . 7, 1919 38000 21000 Har. 18 , 1936 58600 41600 
Jan 25, 1920 20700 3700 Apr. 7' 1936 28300 11300 

1903 Jan . 3' 1903 25300 8300 ~!ar . 20, 1920 33500 16500 
Feb . 5' 1903 29600 12600 1937 Dec . 7' 1936 21200 4200 
Feb. 17' 1903 33500 16500 1921 0 0 Jan . 2, 1937 22300 5300 
Feb . 28 ' 1903 34400 17400 Jan . 21, 1937 36600 19600 
Mar . 23, 1903 48900 31900 1922 Nov. 1' 1921 21500 4500 Apr . 26' 1937 26400 9400 

Dec. 25' 1921 20100 3100 
1904 Jan . 23, 1904 25700 8700 Feb . 21' 1922 22200 5200 1938 Oct . 20 , 1937 21200 4200 

~!ay 19, 1904 25700 8700 Oct . 28 , 1937 32800 15800 
1923 Feb . 2, 1923 19500 2500 ~1ay 25, 1938 22300 5300 

1905 ~lar. 10 ' 1905 29600 12600 
May 12, 1905 37600 20600 1924 Jan. 17' 1924 26500 9500 1939 Jan . 31, 1939 40200 23200 

Mar . :29, 1924 20400 3400 Feb . 4, 1939 41600 24600 
1906 Jan. 4, 1906 18200 1200 May 12, 1924 36200 19200 I Feb . 11' 1939 21200 4200 

Jan. 23, 1906 26000 9000 Sept. 30, 1924 17900 900 Apr . 17' 1939 17200 200 
July 30 , 1939 19400 2400 

1907 J une 9, 1907 17500 500 1925 0 0 
June 14, 1907 52500 35500 1940 Apr. 20, 1940 29900 12900 

1926 Jan. 20, 1926 20700 3700 ~lay 25 , 1940 21500 4500 
1908 Dec. 11' 1907 17800 800 Feb. 15, 1926 17600 600 ~lay 31, 1940 19400 2400 

Dec. 24' 1907 23000 6000 June 28, 1940 18700 1700 
Jan. 12 ' 1908 31500 14500 1927 Nov. 16, 1926 17900 900 
Feb . 6, 1908 52500 35500 Dec. 22, 1926 24000 7000 1941 0 0 
Mar. 7 ' 1908 26800 9800 Dec . 26, 1926 40200 23200 
Apr. 1, 1908 27600 10600 Feb . 6, 1927 18800 1800 1942 ~lay 17, 1942 35300 18300 May 8, 1908 31500 14500 Feb. 20' 1927 19500 2500 

1943 Dec . 30' 1942 33600 16600 1909 Apr . 15, 1909 20000 3000 1928 May 1, 1928 18000 1000 Jan. 27, 1943 17200 200 
~tar . 13 , 1943 36200 19200 1910 June 17' 1910 45900 28900 1929 Dec. 1, 1928 22800 5800 Apr . 20, 1943 21200 4200 

Feb. 28 , 1929 32700 15700 
1911 Jan. 30 ' 1911 43800 26800 Mar. 6, 1929 23800 6800 1944 Feb . 23, 1944 25200 8200 Apr. 5 ' 1911 20000 3000 May 21, 1929 20000 3000 Mar . 1' 1944 17200 200 

1912 Oct. 18, 1911 23800 6800 1930 Nov. 18, 1929 36600 19600 1945 Dec . 26, 1944 17900 900 
Feb . 22, 1912 18900 1900 Jan . 2, 1945 19000 2000 
Fe~ . 27 , 1912 18900 1900 1931 0 0 
Mar . 16, 1912 35500 18500 1946 Jan. 8' 1946 43600 26600 
Mar. 29, 1912 27200 10200 
May 12, 1912 20000 3000 1947 J an . 21, 1947 20000 3000 
May 17, 1912 21100 4100 Mar. 14 , 1947 24400 7400 
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Table 18. Flood peaks and magnitudes of flood peak exceedances - Continued 

Water Q f; Water Q f; Water Q f; 
Year Date (cfs) (cfs) Year Date (cfs) (cfs) Year Date (cfs) (cfs) 

1948 Feb. 14, 1948 35200 18200 1955 Oct . 1, 1954 32000 15000 1962 Oct. 21, 1961 34700 17700 
Mar. 24, 1948 23500 6500 Feb. 7' 1955 28000 11000 Dec. 13, 1961 20100 3100 
Apr. 14, 1948 40300 23300 Mar. 6, 1955 44400 27400 Dec. 19, 1961 21500 4500 

Mar. 23 , 1955 26200 9200 Jan. 7' 1962 17800 800 
1949 Dec. 4' 1948 18500 1500 Feb. 28, 1962 23200 6200 

Dec. 16, 1948 37100 20100 1956 Mar. 15, 1956 18200 1200 Mar. 22, 1962 35500 18500 
Jan . 6, 1949 26300 9300 
Apr . 14, 1949 23200 6200 1957 Jan . 24, 1957 23900 6900 1963 Jan. 1:5, 1963 22700 5700 

Jan. 30, 1957 28900 11900 ~lar. 6, 1963 34800 17800 
1950 Jan. 31, 1950 31500 14500 Apr. 6, 1957 22000 5000 Mar . 12, 1963 47200 30200 

Mar. 17' 1963 26100 9100 
1951 Dec. 4' 1950 25600 8600 1958 Dec. 8, 1957 21800 4800 Mar. 20, 1963 30400 13400 

Dec. 8, 1950 27800 10800 Dec. 27' 1957 23900 6900 
Feb. 2, 1951 26700 9700 Mar. 31, 1958 22200 5200 1964 Jan. 26, 1964 19100 2100 
Feb. 22, 1951 18500 1500 Apr. 7, 1958 17500 500 Mar. 6, 1964 39600 22600 
Mar. 31, 1951 19800 2800 May 6, 1958 26700 9700 Mar. 9 ' 1964 22800 5800 
June 14 , 1951 29300 12300 

1959 Jan. 22 , 1959 17200 200 
1952 Jan. 18, 1952 17800 800 June 3' 1959 23900 6900 1965 Jan . 25' 1965 22000 5000 

Jan. 28, 1952 19100 2100 Feb. 8, 1965 28400 11400 
Mar. 12, 1952 27600 10600 1960 Dec. 13, 1959 17800 800 Mar. 26' 1965 19800 2800 

Mar. 31, 1960 35500 18500 Apr. 12, 1965 18600 1600 
1953 Feb. 22, 1953 47100 30100 Apr. 4' 1960 32500 15500 

Mar. 24, 1953 20100 3100 1966 Feb. 14, 1966 26400 9400 
1961 Feb. 19' 1961 25000 8000 

1954 Mar. 1, 1954 29700 12700 Feb. 24, 1961 21800 4800 1967 Mar. 7' 1967 54500 37500 
July 16, 1954 18800 1800 Feb. 26, 1961 31400 14400 Mar. 15, 1967 39900 22900 

May 7, 1961 17200 200 May 7, 1967 20900 3900 

Q ~ total flood peak 
f; flood peak exceedance. 

Table 19. Seasonal occurrence of number of exceedances 
for the Greenbrier River at Alderson, W. Va. 

Table 20 . Sea sonal occurrence of number of exceedances 
for the Susquehanna River at Wilkes-Barre, Pa. 

Absolute Absolute Relative Absolute Absolute Relative 
Season Period FroqU<>ncy Frequency Frequency Season Period Frequency Frequency Frequency 

Fall Sept. 21 - Nov. 4 10 0.04P 
lfov. ~ - Dec. 20 19 29 0.0~} 

Fall Sent. 21 - Nov. 4 s 0.0368 
:Nov. S - Doc. 20 9 14 0.0661 

Wi nt;er 
Dec. 21 - Feb. 3 46 0. 224 
Feb. 4 - Mar . 20 61 107 u. 29~ 

WinteT 
Dec. 21 - Feb. 3 IS 0.1100 
Feb. 4 - Kill', zo so 65 u.J~7~ 

Sprlna IW'. 21 -HaY 4 37 0.180 
Nay 5 - June 20 24 61 0 .117 

Sprinc Mar. 21 - May 4 46 0 .3377 
May S - J \0\e 20 7 Sl 0.0524 

SI.DIVIIor 
Juno 21 - AuQ . 5 6 0.029 
Aug. 6- Sept. 20 2 8 0.010 

s._or June 21 • Au•. 5 2 0.0147 
Au&. '6 - Sept . 20 2 4 0.0147 

Total r Yur 205 205 1.000 

Total r Year 136 136 1.0000 

Note: Penod of 72 years considered. 

Note: Period of 72 years considered. 
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Th& Susquehanna River 
at Wilkes-Barre, Pa. 

Table 21. Total flood peaks and flood magnitudes of 
peak exceedances 

Water Q ~ Water Q ~ Year Date (cfs) (cfs) Year Date (cfs) (cfs) 

1891 Jan . 24, 1891 164000 82000 1913 Jan. 9 , 1913 97200 15200 
Feb . 19, 1891 130000 48000 ~tar. 28, 1913 184000 102000 
Feb. 27, 1891 125000 43000 

1914 Mar. 29, 1914 182000 100000 
1892 Jan. 14, 1892 97100 15100 Apr. 9, 1914 107000 25000 

Feb. 26, 1892 97100 15100 May 14, 1914 105000 23000 
I Apr . 4. 1892 112000 30000 I 

1915 Jan. 9, 1915 84900 2900 
1893 May 5, 1893 115000 33000 Feb . 17, 1915 84900 29001 

Feb. 26, 1915 127000 45000 1 

1894 Mar . 8, 1894 88600 6600 July 10, 1915 120000 38000, 
May 21 , 1894 97100 15100 

1916 Apr. 2, 1916 160000 78000 
1895 Apr. 10 . 1895 113000 31000 

1917 0 0 
1896 Jan. 1, 1896 88600 6600 

Feb. 7, 1896 88600 6600 1918 Mar. 2. 1918 85700 3700 
Apr. 1, 1896 135000 53000 Mar. 15' 1918 124000 42000 

1897 Oct . 15. 1896 88600 6600 1919 0 0 

1900 Jan. 21, 1900 86800 4800 1920 Mar. 13, 1920 155000 73000 
Mar. 2 , 1900 94500 12500 

1921 Mar. 10, 1921 86600 4601.1 
1901 Nov . 28, 1900 115000 33000 

Mar. 12. 1901 89000 7000 1922 Nov. 29, 1921 117000 35000 
Mar. 28, 1901 112000 30000 ~tar. 9, 1922 83200 1200 
Apr . 8. 1901 82100 100 
Apr . 23, 1901 90300 8300 1923 Mar . 5, 1923 91800 9800 

1902 Dec. 16. 1901 166000 84000 1924 Apr. 8, 1924 129000 47000 
Mar . 2 . 1902 213000 131000 
Mar. 18, 1902 101000 19000 1925 Oct. 1, 1924 111000 29000 

Feb. 13, 1925 145000 63000 
1903 Dec. 23, 1902 82100 100 

Feb. 5' 1903 92800 10800 1926 Mar. 26, 1926 90100 8100 
~tar. 2 . 1903 110000 28000 Apr. 10, 1926 83200 1200 
~tar. 10, 1903 93700 11700 
Mar. 12, 1903 91100 9100 1927 Nov. 17, 1926 121000 39000 
Mar. 25' 1903 119000 37000 Mar. 15, 1927 92700 10700 
Aug. 30' 1903 101000 19000 May 26, 1927 108000 26000 

1904 Oct. 11 , 1903 112000 30000 1928 Oct. 20, 1927 141000 59000 
Jan. 23, 1904 101000 19000 May 1, 1928 102000 20000 
Feb. 10, 1904 152000 70000 
Mar. 9' 1904 204000 122000 1929 Mar. 17, 1929 127000 45000 
Mar. 27. 1904 124000 42000 Apr. 22, 1929 159000 77000 

1905 Mar. 26, 1905 129000 47000 1930 0 0 

1906 0 0 1931 0 0 

1907 0 0 1932 Apr. 2 . 1932 107000 25000 

1908 Dec. 12, 1907 95400 13400 1933 Aug. 25. 1933 99800 17800 
Dec. 25, 1907 86100 4100 
Feb. 17, 1908 130000 48000 1934 Mar. 6' 1934 85500 3500 
Mar. 16, 1908 106000 24000 
Mar. 30 , 1908 98800 16800 1935 J an. 11, 1935 107000 25000 

July 10, 1935 151000 69000 
1909 Feb. 21, 1909 85300 3300 

Feb . 26, 1909 85300 3300 1936 Mar . 13, 1936 184000 102000 
May 2, 1909 125000 43000 Mar. 20, 1936 232000 150000 

1937 1 0 0 
1910 Jan. 23, 1910 93700 11700 

Mar. 3, 1910 157000 75000 1938 0 0 Apr. 25, 1910 112000 30000 
1939 Feb. 22 ' 1939 137000 55000, 

19ll ~lar . 29, 1911 94500 13400 Mar. 28, 1939 82300 300 

1912 Mar. 31, 1912 115000 33000 1940 Apr . 1, 1940 212000 130000 
Apr . 3, 1912 127000 45000 Apr . 22' 1940 93000 11000 

Q ~ total flood peak 
C c flood peak cxccodance. 35 

Water 
Year 

1941 

1942 

1943 

1944 

1945 

1946 

1947 

1948 

1949 

1950 

1951 

1952 

1953 

1954 

1955 

1956 

1957 

1958 

1959 

1960 

1961 

1962 

1963 

1964 

Base for partial duration 
series , Qb = 82000 cfs 

Q c 
Date (cfs) (cfs) 

Apr. 7. 1941 138000 56000 

Mar. 11, 1942 111000 29000 
Mar. 19. 1942 94600 12600 
May 24, 1942 82600 600 

Jan. 1, 1943 191000 109000 
~tar. 18, 1943 101000 19000 

May 9, 1944 90000 8000 

Mar. 5. 1945 119000 37000 
Mar. 18, 1945 95800 13800 
Mar. 23, 1945 97600 15600 

Mar. 10, 1946 94800 12800 
May 29, 1946 210000 128000 

Apr . 7. 1947 151000 69000 

Mar. 18, 1948 118000 36000 
Mar. 23, 1948 193000 111000 
Apr. 15, 1948 98700 16700 

Dec. 31, 1948 82700 700 

Mar. 30 . 1950 172000 90000 
Apr. 6' 1950 119000 37000 

Nov . 27' 1950 119000 37000· 
Doc. 5' 1950 114000 32000 
Apr. 1, 1951 128000 46000 

Mar. 13, 1952 124000 42000 

Dec. 12, 1952 98000 16000 

0 0 

Mar . 3. 1955 85900 3900 

Oct. 16. 1955 166000 84000 
Mar. 9' 1956 186000 104000 
Apr . 6' 1956 126000 44000 

Apr. 7, 1957 107000 25000 

Apr. 8. 1958 170000 89000 
Apr. 23, 1958 83800 1800 

Jan. 23 , 1959 113000 31000 
Apr. 4. 1959 86600 4600 

Nov. 29' 1959 88000 6000 
Feb . 12. 1960 90100 8100 
Apr. 2' 1960 201000 119000 

Feb. 27 , 1961 163000 81000 
Apr. 18, 1961 88000 6000 
Apr. 26, 1961 148000 66000 

Apr. 2, 1962 128000 46000 

~tar. 19, 1963 9o5oo. 8500 
Mar. 28, 1963 131000 49000 

Jan. 27. 1964 93900 11900 
Mar. 7. 1964 197000 115000 
Mar. 10. 1964 228000 146000 
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Key t:ords: Hydrology, FlooJ P ... aks, Flood Exceedances, llistribution o f J.Luimllll 
Exceedances, Randooe monber of Rando• Variables . 

FollotHng the theory of the suprer11.111 of a rand011 nwober of rando;a variables a 
stochastic .odcl is presented for interpretation, analysis, and prediction of the 
largest flood peal. discharge above a g•vcn base level concerning a time inte1·val 
[o,t.l. at a given location of" river. Although the analysis of floods is the 
main objective of the de\·el oped stochastic DIOde!, it luts a broader scope. The 
r.10del can be appl ied to any kind of data of an inten~it tent process having a sub­
stantial stochastic component for which probabi l ities of the largest value arc 
Jesircd. 

Tile I!IO<le l has been app l ied in this study to data from gaging s tations on the 
SusGucha•ma River at l~i 1\.es-Barre, Pa. , and the Greenb,·i.er River at Alderson, W. 
l'a. Resuhs ~<ere compart'd to those obtained by GUIIlbt!l's <1ethod; they indicat e 
that the introduced mode l fit s the datn better. 

Key t:ords: llydrology, Flood Peaks, l'lood Exceedances, Distribution of ~l;uimllll 
Exceedances, Randooe number of Random Variables. 

Following the theory of the supremum of a random nu.ber of random variables a 
stochastic model is presented for interpretation, analys i s, and prediction of t he 
largest flood peak discharge above a given base l eve l concerning a time interval 
[o,t). at a given location of a river. Altllough the analysis of floods is the 
main objective of the developed stochast i c .odel , it has a broader scope. The 
model can be applied to any kind of data of an intermittent process having a sub­
stant:ial st:ochas t ic component for whicll probabilities of the largest va.lue are 
desired. 

TI1e IIOdel has been appl ied in this study to data fr0111 gaging stations on the 
Susquehanna River at \Hikes-Barre , Pa., and the Greenbrier River at Alderson, W. 
Va. Results ><ere compared t o tlloso obtained by Gumbel ' s 10ethod; they indicate 
that the introduced model fits the data better. 

Key r:ords: Hydrology, Flood Peaks, Flood Exceedances, Distribut ion of ~laximWR 
Exceedances . Randa. n~bcr of Random Var iables. 

Fol lowing tile theory of the supreaum of a randa. nuaber of random variables a 
stocllastlc .ode! is presented for interpretation, analysis, and prediction of the 
largest flood peak discharge above a given base l evel ~oncerning a time int erval 
[o,t), at a given location of a river. Although t:he analysis of floods is the 
main objective of the developed stochastic model , it: has a broader scope. Tho 
model can be applied to any kind o f data of an inten~ittcnt process having a sub­
stantial stochastic component for which probabilities of the largest value are 
desired. 

The model has bean applied in this s tudy to data from gaging stations on the 
Susquehanna River at IVi lkes- Barre, Pa., and the Gr eenbriar River at Alderson , IV. 
Va. Results wer e compared to those obtained by Gumbel' s method; t hey indicate 
that the introduced modo! fits the data better. 

Koy ""rds: llydrology, Flood Peaks, Flood Exceedances, Distribution o f •taJtiiiUlll 
Exceedances , Randoa nu1ber of Random Variables. 

Following the theor)' of the supre11um of a rando:a nlllllber of random varj ables a 
stochastic .odel is presented for interpretation, analysis, and prediction of the 
l argest flood peak discharge above a given base level concerning a time interval 
[o,t). at a given location of a river. Although the anal ysis of floods is the 
main objective of t.he developed stochastic DIOde!, it has a broader scope. The 
model can be applied to any kind of data of an i nter.ittcnt process having a sub­
stantial stochastic component for which probabilities of tile largest value arc 
desired. 

The oode l has been applied in this study to data fr0111 eaging stHi ons on the 
Susquehanna River at \Vi lkes- Barre, Pa., and t he Greenbrjer Rlve1· at Alderson , W. 
l'a. Results were compared to those obtained by Gumbel ' s method; they indicate 
that tile introduced model fits the data bett er. 
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