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ABSTRACT OF DISSERTATION 

T H R E E - D I M E N S I O N A L W A T E R V A P O R R E T R I E V A L U S I N G A N E T W O R K O F 

S C A N N I N G C O M P A C T M I C R O W A V E R A D I O M E T E R S 

Quantitative precipitation forecasting is currently limited by the paucity of observations 

on sufficiently fine temporal and spatial scales. In particular, convective storms have been 

observed to develop in regions of strong and rapidly evolving moisture gradients that vary 

spatially on sub-meso 7 scales ( 2 - 5 km). Therefore, measurements of water vapor aloft 

with high time resolution and sufficient spatial resolution have the potential to improve 

forecast skill for the initiation of convective storms. Such measurements may be used for 

assimilation into and validation of numerical weather prediction (NWP) models. 

Currently, water vapor density profiles are obtained using in-situ sensors on radioson­

des and remotely using lidars, GPS ground-based networks, GPS radio occultation from 

satellites and a relatively small number of space-borne microwave and infrared radiometers. 

In-situ radiosonde measurements have excellent vertical resolution but are severely limited 

in temporal and spatial coverage. In addition, each radiosonde takes 45-60 minutes to rise 

from ground level to the tropopause, and is typically advected by upper-level winds up to 

tens of km horizontal displacement from its launch site. Tomographic inversion applied to 

ground-based measurements of GPS wet delay is expected to yield data with 0.5-1 km ver­

tical resolution at 30-minute intervals. COSMIC and CHAMP satellites in low earth orbit 

(LEO) provide measurements with 0.1-0.5 km vertical resolution at 30-minute intervals but 

only 200-600 km horizontal resolution, depending on the magnitude of the path-integrated 

refractivity. Microwave radiometers in low-earth orbit provide reasonable vertical resolution 

(2 km) and mesoscale horizontal resolution (20 km) with long repeat times. 

Both the prediction of convective initiation and quantitative precipitation require knowl­

edge of water vapor variations on sub-meso 7 scales (2-5 km) with update times on the order 

of a few tens of minutes. Due to the relatively high cost of both commercially-available 
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microwave radiometers for network deployment and rapid radiosonde launches with close 

horizontal spacing, such measurements have not been available. Measurements using a net­

work of multi-frequency microwave radiometers can provide information to retrieve the 3-D 

distribution of water vapor in the troposphere. An Observation System Simulation Exper­

iment (OSSE) was performed in which synthetic examples of retrievals using a network of 

radiometers were compared with results from the Weather Research Forecasting (WRF) 

model at a grid scale of 500 m. These comparisons show that the 3-D water vapor field can 

be retrieved with an accuracy varying from 15-40% depending on the number of sensors in 

the network and the location and time of the a priori. 

To deploy a network of low cost radiometers, the Compact Microwave Radiometer 

for Humidity profiling (CMR-H) was developed by the Microwave Systems Laboratory at 

Colorado State University. Using monolithic microwave integrated circuit technology and 

unique packaging yields a radiometer that is small (24 x 18 x 16 cm), light weight (6 kg), 

relatively inexpensive and low-power consumption (25-50 W, depending on weather con­

ditions). Recently, field measurements at the DOE Atmospheric Radiation Measurement 

(ARM) Southern Great Plains site in Oklahoma have demonstrated the potential for coor­

dinated, scanning microwave radiometers to provide 0.5-1 km resolution both vertically and 

horizontally with sampling times of 15 minutes or less. This work describes and demon­

strates the use of algebraic reconstruction tomography to retrieve the 3-D water vapor 

field from simultaneous brightness temperatures using radiative transfer theory, optimal 

estimation and Kalman filtering. 

Sharmila Padmanabhan 
Electrical and Computer Engineering Department 

Colorado Sta te University 
Fort Collins, CO 80523 

Spring 2009 
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Chapter 1 

Introduction 

1.1 Scientific Background 

Water vapor is both the most abundant and most variable greenhouse gas in the 

atmosphere. It affects the Earth radiation budget, energy transfer, cloud formation, 

and precipitation distribution. In terms of radiation transfer, water vapor absorbs 

both downwelling solar and upwelling longwave radiation. In terms of energy transfer, 

the latent heat of vaporization is a principal mechanism for the transport of energy 

from the equatorial regions to higher latitudes. The energy released when vapor 

condenses to form clouds is a substantial driver of the dynamics of the atmosphere. 

This latent heat release modifies the vertical stability of the atmosphere, influencing 

weather systems and their associated precipitation patterns. Improving and extend­

ing the available techniques of water vapor measurement has been identified as a key 

research area by the U.S. Weather Research Program [1]. Convection in the absence of 

external forcing is directly related to the convergence of moisture in the troposphere. 

This convergence of moisture aids in the removal of convective inhibition (CIN) in a 
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strict parcel lifting theory of convection. Xin and Reuter [2] simulated a convective 

storm in the absence of vertical wind shear using an axisymetric model. The result 

of this simulation was to reveal that rainfall is controlled by the moisture conver­

gence below clouds. They also showed that the timing and quantity of rainfall varied 

with the depth of the convergence zone, given a fixed vertical mass flux. Shallow 

convergence zones injected more moisture above the level of free convection and sub­

sequently increased the rainfall within the simulation. In another study of convection 

in the absence of larger scale forcing, [3] determined that once convection was well 

developed, the strength of the convection (defined as the maximum vertical velocity 

(wmax)) was 2.5 times more sensitive to variations in moisture than temperature in 

the convective boundary layer. 

Sensitivity studies [4, 5] indicate that a lack of accurate observational moisture 

measurements throughout the troposphere limits the forecast of severe storms over 

time scales as short as 30 minutes. It was also reported that the variation in water 

vapor above the convective boundary layer directly affected the entrainment and 

vertical velocity characteristics of the storm. 

Water vapor in the troposphere is highly variable, both temporally and spatially. 

The vertical profile of water vapor is typically measured using radiosondes. However, 

radiosondes are launched operationally from U.S. National Weather Service locations 

separated by 60 km to a few hundred kilometers. Radiosondes are not reusable, 

restricting their launch to twice daily, 0 and 12 UTC, at most stations. 

Improving quantitative precipitation forecasting is an important and scientifically 

challenging objective [6]. Improvements are needed in forecasting of the location and 

amount of precipitation, as well as in understanding the underlying processes and 

mechanisms of convective initiation [7]. Water vapor measurements with high spatial 
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and temporal resolution are needed for direct assimilation into numerical weather 

prediction (NWP) models. 

Despite their importance to quantitative precipitation forecasting, current ob­

servational technologies for measuring water vapor are inadequate, partly because 

tropospheric water vapor content can vary by three orders of magnitude. For exam­

ple, large humidity biases in radiosonde data that often exceed 5% throughout the 

troposphere have been recently identified and partially corrected [8, 9]. The capaci-

tive polymer hygrometer introduced dry bias errors of 6.8% in RS80 radiosonde data. 

A humidity sensor boom cover introduced by Vaisala in late 2000 reduced this error 

to 3.9% [10]. Residual dry bias errors in the current RS92 radiosondes are still larger 

during the day than at night by 5%-7% [11]. These dry bias errors have a significant 

impact on long-term climate trends. When not sufficiently corrected, such biases can 

change the quantitative and qualitative interpretation of the spatial and temporal 

variations in CAPE (Convective Available Potential Energy) and CIN (Convective 

Inhibition) [10]. 

Currently, water vapor density profiles are obtained in-situ using hygrometers 

on radiosondes and remotely using lidars [12, 13] , GPS ground [14, 15] networks 

and satellite radio occultation [16, 17], as well as a small number of space-borne 

microwave radiometers [18, 19]. In-situ radiosonde measurements have excellent ver­

tical resolution but are severely limited in temporal and spatial coverage. In addition, 

each radiosonde takes 45-60 minutes to ascend from the ground to the tropopause. 

Differential-absorption lidars measure water vapor with comparable resolution to that 

of radiosondes during only clear-sky conditions from a very limited number of sites 

[20]. Tomographic inversion applied to ground-based measurements of GPS slant 

path delay is expected to yield 0.5-1 km vertical resolution at 30-minute intervals 
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[14, 15, 21]. In contrast, microwave radiometers can provide nearly continuous mea­

surements of weighted, path-integrated water vapor and liquid water in the tropo­

sphere. Ground-based microwave radiometers perform such measurements with high 

temporal resolution and in both clear and cloudy weather conditions. Currently, water 

vapor profiling by commercial radiometers is limited to zenith-pointing observation 

[22, 23]. A network of scanning radiometers is needed to retrieve the 3-D water vapor 

field with improved spatial and temporal resolution. Radiometer measurements of 

the same volume from multiple perspectives, i.e. different sensor nodes, need to be 

combined to retrieve the 3-D water vapor field as a function of time. The principal 

technological challenge posed by the state of the art is the lack of availability of mi­

crowave radiometers with small mass and volume at low cost. Microwave radiometers 

for atmospheric profiling are commercially available at roughly $200 K each, making 

a significant network of this kind prohibitive. For example, UCAR's extensive Inter­

national Water Vapor Project (IHOP 2002) included experiments aboard six aircraft, 

seven radars, five lidars and many radiosondes, but only two radiometers [24]. The 

second challenge is to combine the measurements from multiple radiometers to re­

trieve the 3-D field of water vapor in the atmosphere. Meeting these challenges will 

improve temporal and spatial sampling of important thermodynamic variables affect­

ing short- and medium-scale weather prediction in the troposphere. A follow-on need 

created by this new technology is appropriate variational assimilation to initialize and 

test numerical weather prediction models with these newly available higher-resolution 

data. 

Table 1.1 provides characteristics of currently available water vapor measurements. 

COSMIC (Constellation Observing System for Meteorology, Ionosphere and Climate) 

moisture products using the GPS radio occultation technique have a vertical resolu-
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Table 1.1: 
Remote Sensor 

GPS ground network 

Radiosondes 

COSMIC 
AMSU-B 

Network of CMR-Hs 

demote Sensing Measurements of Water Vapor 
Horizontal 
Resolution 
(km) 
50 

~ 70 km 
spacing 
200 
20 
0.5-1 

Vertical 
Resolution 
(km) 
0.5-1 (ex­
pected) 
0.1-0.5 

0.1-0.5 
2 
0.5-1 

Temporal 
Resolution 
(hr) 
0.5 

12 

0.5 
12 
15 min 

Frequency Band 

L-band 

In-situ 

L-band 
G-band 
K-band 

tion on the order of 100-500 m. However, the horizontal resolution of the retrieved 

moisture profiles ranges from 200-600 km. The prediction of convective initiation 

requires the knowledge of water vapor content on meso-7 scales (2-5 km) [25, 26, 27]. 

Measurements using a network of multi-frequency microwave radiometers have the 

potential to provide improved vertical, horizontal and temporal resolution of these 

measurements. The need for deployment of a substantial number of radiometers 

motivated a compact design with low mass, cost and power consumption [28]. Mi­

crowave radiometers for remote sensing are typically fabricated using waveguide and 

connectorized components. However, these components have large mass and volume, 

tending to make microwave sensors heavy and bulky, and generally difficult to re­

produce. We are addressing the challenges posed by the state-of-the-art technology 

by utilizing commercially-available monolithic microwave and millimeter-wave Inte­

grated Circuits (MMIC's). The major advantages of MMIC-based radiometers for 

remote sensing are: 

(1) Lower mass and volume than conventional waveguide- and coaxial-connector 

based systems, 
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(2) Lower power consumption to achieve the necessary internal temperature reg­

ulation, 

(3) Highly repeatable performance from unit to unit, and 

(4) Low-cost fabrication in quantity. 

The design and fabrication of MMIC-based radiometers was accomplished by the 

integration of MMICs into multi-chip modules and the synthesis of the required com­

ponents and subsystems to realize a field-ready system. To meet these goals, we 

have designed innovative packaging and system integration to meet the specific re­

quirements of passive microwave remote sensing. This new technology made a scan­

ning network of three compact and low cost microwave radiometers realizable. This 

dissertation demonstrates the implementation of tomographic inversion and spatial 

interpolation techniques to retrieve the 3-D structure of the water vapor in the tropo­

sphere by combining the radiometer measurements of the same volume from multiple 

perspectives, i.e. different sensor nodes [29]. 

1.2 Summary of Chapters 

This dissertation will discuss the retrieval of 3-D water vapor field from the brightness 

temperature measurements of the network of compact microwave radiometers for 

humidity profiling. 

Chapter I will be describe the importance of measurements of the 3-D water vapor 

field to improve the forecasting of quantitative precipitation forecasting. It will also 

discuss the current measurement techniques and the limited number of water vapor 

observations available with fine spatial and temporal resolution. The main scientific 

motivation for using a network of compact microwave radiometers will be outlined. 
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Chapter II will discuss the Compact Microwave Radiometer for Humidity (CMR-

H) profiling and its features that make it highly suitable for network deployment. 

The new 8-by-16 box-horn array antenna will be described. A discussion of the effect 

of finite beamwidth and side-lobes on the radiometer measurement will be presented. 

Chapter III will describe the radiative transfer theory and establish a forward 

model to express the brightness temperature measured by a radiometer in terms of 

the atmospheric state variables. A variety of inversion techniques can be used to 

retrieve the state variable from the brightness temperature measurement. These in­

version methods will be described followed by the justification for the use of algebraic 

tomographic reconstruction techniques to retrieve the 3-D water vapor from the scan­

ning measurements performed for a variety of azimuth and elevation angles. 

Chapter IV will focus on the Observation System Simulation Experiment (OSSE). 

The Weather Research and Forecasting (WRF) model that was used to simulate the 

thermodynamic variables (grid resolution of 500 m) will be described in detail. The 

3-D water vapor fields retrieved using the synthetic brightness temperatures for each 

radiometer node will be compared with the WRF model output for several altitudes 

above ground level. 

Chapter V will describe the scanning measurements performed by two as well 

as three radiometers. This includes the description of 2-D water vapor images re­

trieved from scanning measurements of two CMR-H's as well as three station scanning 

network measurements performed in Atmospheric Radiation Measurement Southern 

Great Plains site in Billings, OK during Summer'08. 

Chapter VI will provide a summary and discuss the suggestions for future work. 
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1.3 Contributions of this Dissertation 

The contributions of this dissertation are as follows : 

• Three low mass, low cost and low power consumption compact microwave ra­

diometers for humidity profiling were developed to enable field deployment and 

retrieval of the 3-D water vapor field. The MMIC-based RF (radio frequency) 

multi-chip-modules, designed and packaged by Flavio Iturbide-Sanchez [30], 

were then integrated with the custom fabricated intermediate frequency (IF) 

section power divider, IF filters and square law detectors. The multi-chip-

module in the third radiometer was upgraded to include an isolator and the 

IF amplifiers in the same module. A detailed discussion of the upgrades is 

presented in section 2.2. A compact data acquisition system and temperature 

control system was married to the RF-IF section giving rise to a compact, low 

mass, low volume microwave radiometer. 

• A new technique to measure the 3-D tropospheric water vapor field is de­

veloped. Inversion of brightness temperatures measured by upward-looking, 

ground-based microwave radiometers allows the estimation of vertical profiles 

with high temporal resolution in both clear and cloudy conditions. This new 

technique makes use of measurements from a network of scanning CMR-Hs. 

Radiometer measurements of the same volume from multiple perspectives (a 

variety of azimuth and elevation angles), i.e. different sensor nodes, will be 

combined using tomographic inversion to retrieve the 3-D water vapor field as 

a function of time. The retrieval accuracy of the technique is estimated by 

performing an Observation System Simulation Experiment. 
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• The first field measurements were performed to retrieve the 3-D water vapor field 

in the triangular domain scanned by the three radiometers. A three radiometer 

network was deployed in Southern Great Plains region of the Central United 

States during Summer 2008. The measurements collected from a network of 

radiometer stations are combined to derive the three dimensional distribution 

of water vapor with horizontal scales of less than 2 km and vertical scales of 0.5 

-1 km using tomographic inversion techniques. 
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Chapter 2 

Compact Microwave Radiometer 

for Humidi ty Profiling (CMR-H) 

This chapter describes the upgrades made to the multi-chip-module (MCM) imple­

mented in the third compact microwave radiometer for humidity profiling (CMR-H), 

designed at the Microwave Systems Laboratory at the Colorado State University. 

The MCM used in CMR-H 1 and CMR-H2 were designed by Flavio Iturbide-Sanchez 

and is described in great detail in his Ph.D. dissertation [30]. A new antenna with a 

narrower beamwidth is also described. This 8-by-16 box-horn array antenna replaced 

the 4-by-8 array antenna in order to facilitate a reconstruction of the 3-D water va­

por field with fine resolution (0.5-1 km) from the measured brightness temperature 

measurements. 

Three Compact Microwave Radiometers for Humidity Profiling (CMR-H) were 

designed, fabricated and tested in the Microwave Systems Laboratory at Colorado 

State University. CMR.-H uses a filter bank configuration and measures four channels 

(22.12, 22.67, 23.25 and 24.50 GHz) near the 22 GHz water vapor absorption line. 

10 



Figure 2.1: Photo of the Compact Microwave Radiometer for Humidity Profiling 
(CMR-H) 

CMR-H was implemented using Monolithic Microwave Integrated Circuit (MMIC) 

components in order to achieve low mass, low cost and low power consumption. 

These features make it highly suitable for network deployment. A 8-by-16 box horn 

array antenna was used to reduce the mass and volume, while maintaining comparable 

performance to scalar horn antennas. Figure 2.1 is a photo of CMR-H with a 8-by-16 

box horn antenna. Table 2.1 shows the CMR-H specifications. Appendix A describes 

the field deployment of the CMR-H mounted atop a pan-tilt positioner and the control 

software for the temperature control and calibration target. 

11 



Table 2.1: Radiometer Specifications 
Parameter 
Frequency Channels 
(GHz) 
Sensitivity (K) @ 1 s 
integration time 
3-dB Antenna 
Beamwidth (°) 
Internal Calibration 

External Calibration 

CSU CMR-H 
22.12, 22.67, 
23.25 and 24.5 
0.2 - 0.3 

3.0-4.0 

noise diode and 
reference load 
tipping curve 
and Microwave 
absorber 

2.1 8-by-16 Box Horn Array 

The 4-by-8 box horn array with a 7-8° beamwidth was replaced by a 8-by-16 box horn 

array with a 3-4° degree beamwidth. Figure 2.2 shows the antenna pattern of the 

8-by-16 box horn array at 22.12 GHz. To perform tomographic reconstruction of the 

3-D water field with fine spatial resolution, a radiometer antenna is used to satisfy 

the following requirements: 

• High Main Beam Efficiency 

• Narrow Beamwidth 

• Low Ohmic losses 

2.1.1 Beam Efficiency 

The main beam efficiency is the ratio of the temperature measured by the main beam 

to the total antenna temperature. Similarly, the side lobe efficiency is the ratio of the 

12 



Figure 2.2: E-plane antenna pattern of the 8-by-16 box-horn array at 22.12 GHz 

temperature measured by the side lobes to the antenna temperature. Antennas with 

high main-beam efficiency are desired when designing microwave radiometers. In the 

case of an ideal antenna the main beam efficiency and the efficiency of the side lobes 

is equal to one and zero, respectively. Under this condition, the desired brightness 

temperature of the main beam area, can be obtained directly from the radiometer 

measurement, because TA = TBMB, where TA is the antenna temperature and TBMB 

is the average brightness temperature within the main beam. The desired quantity 

is TBMB but the direct radiometer antenna measurement yields TA, which includes 

contributions from side lobes, as presented in 2.1. 

TA = TBMB€MB + TbSLtsL + TbCp (2.1) 

Where TbSL is the brightness temperature collected from side lobes, CMB is the 

main beam efficiency, CSL is the side lobe efficiency and Tbcp represents the contri­

bution of the crosspolar component. The largest errors are due to side lobes close to 

13 
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Figure 2.3: Normalized radiation pattern of the 8 by 16 box horn array 

the main beam. Box-horn array and scalar horn antenna have acceptable main beam 

efficiency as compared to the lens antenna. However, the box-horn array antenna 

presents high side lobe levels. Those contributions have to be considered, especially 

when measuring targets with low brightness temperatures. The normalized radiation 

pattern is shown in figure 2.3. The effect of the sidelobes is calculated as 

Tasky{6) =TA{9)RImambeam + TA(6 - 6)RIS 
idelobelleft 

+ TA(8 + 6)RIS 

idelobelright 

+ TA(6 - 10)RIS idelobe2left + TA(6 + lO)RIsidelobe2right + TA(6 — 2A)RIbacklobeleft 

+ TA(8 + 24)RIbaclcloberight) / RItotal 

(2.2) 

where RI is the radiation intensity in W. 

2.1.2 Spatial Resolution 

Spatial resolution can be defined as the footprint size, or the diameter of the antenna's 

main beam projected in some plane in the space. The spatial resolution determines 

14 



how small a scale the scene spatial variation can be resolved. However, high main 

beam efficiency antenna is required in order to reproduce the scene brightness varia­

tion. High spatial resolution can be achieved with narrow beamwidth, which implies 

large aperture antenna. 

2.1.3 Losses 

Ohmic and scattering losses are the two different type of losses identified in an an­

tenna. Ohmic loss results from antenna surface resistivity, waveguide feed losses, filter 

losses, for example. Scattering losses result from redistribution of energy from the 

main lobe into other regions of the side and back lobes. The ohmic loss degrades the 

radiometer temperature sensitivity by increasing the effective system noise tempera­

ture as expressed in (2.3) 

Tsys = TA + {L- 1)TP + TRECL (2.3) 

Where L represents the sum of the total ohmic losses of the antenna and the input 

transmission line combined into one element, Tp is the physical temperature of the 

lossy element and TREC is the equivalent noise temperature of the receiver. 

From (2.3) observe that ohmic loss L increases the effective receiver noise temper­

ature and produces a noise temperature component (L — l)Tp due to self emission. 

In addition, for radiometer systems with large values of TREC, the loss L has an im­

portant effect in the increment of the latter factor of 2.3. This factor is the dominant 

term in degrading the sensitivity of the radiometer. Consequently, ohmic loss deteri­

orates the calibration accuracy of a radiometer due to the self emission term because 

both the physical temperature of the lossy element and the magnitude of the loss 

15 



contain some uncertainties. Although ohmic losses degrade the antenna gain, it does 

not affect the spatial resolution, as long as it is not direction dependent. 

Non-ohmic losses are related to the redistribution of energy and could affect the 

beamdwidth, main beam efficiency, and the temperature sensitivity. For example, 

the scattering loss reduces the energy received by the antenna and degrades the 

radiometer sensitivity in the same factor. This is the case of the reflections caused 

by impedance mismatch, which deteriorates the sensitivity of the radiometer. 

In the case of the box horn array antenna the losses in the feed network and 

the relatively low impedance mismatch are examples of ohmic and scattering losses, 

respectively. The uncertainty in the radiometer sensitivity due to ohmic losses can 

be reduced by controlling the physical temperature of the antenna. In the case of 

the lens antenna, scattering losses are responsible for the low value of main beam 

efficiency in this antenna. The poor mean beam efficiency of this antenna contributes 

to degradation in the sensitivity of the radiometer. 

2.1.4 Effect of Radome Reflectivity on Antenna Performance 

A radome is used to cover the box horn array antenna in order to avoid the exposure 

of the waveguide slots while operating in the field. Moisture and other particulates 

can enter the system and destroy circuit boards and also cause changes to the path 

length in the power combining network causing a phase error in the power combined 

output of the antenna. A 5 mil thick Lexan is used to protect the 8-by-16 box 

horn array antenna. The presence of the radome causes an error in the measured 

brightness temperature caused by the reflectivity of lexan. An approximate expression 

was derived to calculate this error when viewing a microwave absorber at ambient 

16 



temperature. This analysis is similar to that used for estimating the error in measured 

brightness temperature due to reflection from calibration targets [31]. We have to take 

into account the equivalent noise temperature of the first LNA which is affected by 

all the mismatches between the antenna and the LNA. We consider two mismatch 

planes between the Lexan and the first LNA as shown in figure 2.4. Planes 1 and 

2 are for the Lexan and the antenna, respectively. p^x and peh2 are the mismatch 

power due to the system noise temperature as shown in (2.9) and (2.10). M1 and 

M2 are the mismatch factors. The reflection coefficient of the antenna, Tant is 0.25 

calculated from the return loss (~12 dB). The reflection coefficient of Lexan is 

ZL+jZptan c
 rrli Zp _ „ 

„ „ 2*!io9midthrnl ~ ^L 
p _ Z0+jZLtan . 

ZL+jZ0tan m I Zp „ 
r, , ry . 2TT / 1 0 9 WJ d t h m t ' ^ ^ 

Zo +] ZL tan ml-

where widthmi is 5 mil, f varies from 22 to 26 GHz, er is equal to 2.93, ZL in Us 

is the impedance of free space is 

Z L - « - - ^ 8 . 8 5 X 1 0 - " ( } 

and Zn in Qs is 

Zo = , M° (2.6) 
T ^ W e ( l - j 0 . 0 1 0 6 ) 

The mismatch factors for plane 1 and 2 is 

M, = [l- \TLexan\2} —U^fL (2.7) 
[J- I J- Lexan'- anil J 
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Figure 2.4: Mismatch planes between the radiometer and the radome 

M 2 = [i - \rant\
2} 

h _ ir i2i 
2l I I rad\ J (2-

[1 — | i r adr a n t | ] 

The powers added to the incident power due to the mismatch factors in Watts are 

pehi = KMhiTsysB (2.9) 

pehi = KMh2TsysB (2.10) 

where Tsys, the system noise temperature is 800 K and K, the Boltzmann's con­

stant is 1.38 x 10"23 and B, the bandwidth is 120 MHz. The power incident on the 

radome when viewing a microwave absorber (at 300 K) is 

Ph = K(300)B (2.11) 

The power, in Watts, including the effect of the mismatches is 
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Figure 2.5: Reflection coefficient of 5 mil thick Lexan as a function of frequency 

Peftl = {MhiPh + Peh2)Mh2 + Peh2 (2.12) 

The error in the measured temperature due to mismatches is 

AT = 
Pehl ~ Ph 

KB 
(2.13) 

which is calculated as 6.67 //K at 23 GHz. Rohacell HF31 is used in addition to 

reduce the thermal effects of the sun. This material has a reflection coefficient of 4 

x 10"3 and results in an error of 5 /iK. The total error caused by the combination 

of the radome material is only 11 pK. A tipcurve was performed to test the effect of 

the radome at the four CMR-H frequencies. A measurement was performed with the 

radome and without the radome. The figures 2.6, 2.7, 2.8 and 2.9 show the comparison 

of the tipcurves measured with and without radome at 22.12, 22.67, 23.25 and 24.50 

GHz, respectively. The differences in the brightness temperatures measured with and 
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Figure 2.6: Comparison of tipcurve measured at 22.12 GHz with (red circles) and 
without (black squares) radome 

without a radome is less than or equal to 0.3 K at all frequencies. 

2.2 CMR-H3 : Design Modifications 

The CMR-H3 multi-chip-module was upgraded to improve the performance of the 

RF-IF sections. The design modifications implemented in CMR-H3 are 

1. A Single Pole Double throw (SPDT) switch MA4SW210B-1 is used in the CMR-

H3 MCM instead of MA4SW310B-1 Single Pole Three Throw (SP3T) switch used in 

CMR-H1 and CMR-H2 MCMs. This allows for switching between the antenna and 

the reference 50 ohm every half Dicke cycle (50 ms). The noise diode switched off in 

this case acts as the 50 ohm load. The noise diode switched on is also measured every 

25 s for internal calibration to minimize the effect of any small scale gain fluctuations 

in the system. The SPDT switch works exactly in identical manner to the SP3T 

switch and is controlled by the same driver as the SP3T switch. 
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Figure 2.9: Comparison of tipcurve measured at 24.50 GHz with (red circles) and 
without (black squares) radome 

2. The CHA-2069 low noise amplifier was used in CMR-H3 multi-chip-module 

instead of CHA-2090 used in CMR-H2 and CMR-H1 as shown in figure 2.10. The 

advantages of the CHA-2069 is that it is does not need a gate voltage. The gate is 

grounded. The drain voltage is software controlled. In LNA's that require a gate 

voltage, extreme care must be take that gate is biased before providing the drain 

voltage. Accidently, turning on the drain before the gate can damage the LNA. The 

drain voltage is software controlled and buffered to increase the current providing 

capacity. 

3. An isolator, RADI-22-28-MSS-0.2WR-NM-b, manufactured by Raditek, Inc. is 

used before the LNA. Figure 2.11 shows a photo of the isolator and figure 2.12 shows 

the measured insertion loss and the return loss of a single isolator. The 50 ohm used 

at the port 3 of the isolator is called a Meander load that is used to dissipate power. 

The isolator is designed to allow a maximum power of 0.2 W. The isolator prevents 
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source impedance changes from affecting the LNA gain, and prevents reflections from 

damaging the noise diode. The reflections prevented by the isolator are due mainly to 

the poor VSWR between the input and output ports of the low noise amplifier (LNA) 

and the unequal output impedance at the two ports of the SPDT switch. CMR-H1 

and CMR-H2 MCMs do not have an isolator. The temperature control of CMR-H1 

and CMR-H2 is a very critical part of the operation because changes in temperature 

can alter the source impedance of the LNA resulting in the reflections to vary and 

causing error in the measurement. 

4. The multi-chip-module was modified to include the RF section as well as the 

cascade of the four IF amplifiers in one brass housing as shown in figure 2.13. All 

the gain sensitive components are packaged in the same module so that they can be 

maintained at the same temperature. 
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IF Amplifiers 
1.23 x 1.35 mm 

Mixer 
1.6x0.55 mm 

#=£L 

Pin Diode Switch isolator LNA "IRF-BPF 
1.68 x 123 mm S x 6 mm 2.17 x 1.27 mm 8.8 x 1.9 mm 

K- Connectoir 

Figure 2.10: Photo of the CMRH3 multi-chip-module 
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Figure 2.11: Photo of the isolator used in CMR-H3 
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Figure 2.12: S-parameter measurements of the isolator used in CMR-H3 
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2.3 Sensitivity of CMR-H3 Radiometer 

A radiometer can be operated as a total power radiometer, a Dicke radiometer or a 

noise injection radiometer. A total power radiometer provides the best theoretical 

radiometric resolution among the three radiometer topologies; the theoretical resolu­

tion of Dicke-switching and noise injection radiometers is degraded by approximately 

a factor of two. In practice, a total power radiometer requires frequent calibrations 

to suppress the offset and gain variations of the receiver. The Dicke topology, on the 

other hand, cancels the receiver noise variations and greatly reduces gain fluctuations; 

therefore the calibration interval can be considerably longer. Although the fluctua­

tions of the system gain are reduced using the Dicke switching topology, they are 

not completely eliminated. Since many RF components exhibit significant gain/loss 

variations with temperature, effective temperature stabilization was one of CMR-H's 

design goals to minimize A.G/G. 

Radiometer sensitivity is typically expressed as a "noise-equivalent AT" (NEDT). 

For a total power radiometer, the NEDT is given by 

A T = ( T 4 + T N ) y ^ + ( ^ ) 2 (2.14) 

where TM is the receiver's equivalent noise temperature and AG/G is the func­

tional gain fluctuation, which can be caused by gain and loss variations in active and 

passive devices, respectively. The effects of these fluctuations can be mitigated by 

performing calibrations at a faster rate. On the other hand, the sensitivity of a Dicke 

radiometer can be expressed as 

28 



0.8| f= 22.12 GHz 

A 7 ( — =9xl0"4) 
G 

AT(— = 3.5xlO"4) 
G 

A T ( ^ = 4 x l 0 - 5 ) 
G 

AT (measured) 

Integration Time (r)(sec) 

Figure 2.14: Sensitivity of CMR-H at 22.12 GHz 

AT, DICKE 
'2{TA + TNf + 2{TREF + TNf ] (AG\2^ 2 

Tr +{-G-J ( ^ - T ^ ) (2.15) 

where TA is assumed to be 30 K, B is 120 MHz MHz (the 3 dB bandwidth of 

the IF filters except for 5.25 GHz, the 3 dB bandwidth is 200 MHz), and Tref is the 

internal physical temperature, which is typically set near 27°C (300 K). 

Figures 2.14, 2.15, 2.16 and 2.17 show the noise equivalent AT of the CMR-H3 at 

22.12, 22.67, 23.25 and 24.50 GHz, respectively. The measured NEDT compares with 

the calculated value for a AG/G equal to ~ 4 x 10~4. The NEDT was calculated 
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Figure 2.15: Sensitivity of CMR-H at 22.67 GHz 
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Figure 2.16: Sensitivity of CMR-H at 23.25 GHz 
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Figure 2.17: Sensitivity of CMR-H at 24.50 GHz 

32 



using a long time series of brightness temperature measured in a zenith pointing 

configuration. The mean values of the brightness temperature are 35, 33.5, 29 and 

23 K at 22.12, 22.67, 23.25 and 24.50 GHz. 
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Chapter 3 

3-D Water Vapor Retrieval Using 

Tomographic Inversion 

This Chapter describes the 3-D retrieval of water vapor density using brightness tem­

peratures measured by a scanning network of compact microwave radiometers. To 

begin with, we describe the 1-D water vapor retrieval technique which is extended 

to a 3-D retrieval technique. The 3-D water vapor retrieval makes use of the radia­

tive transfer theory, algebraic tomographic reconstruction and the Bayesian optimal 

estimation coupled with Kalman filtering. Finally, the use of spatial interpolation 

(kriging) to retrieve the water vapor in unsampled location is demonstrated. Spatial 

interpolation uses the spatial correlation statistics of water vapor obtained by the 

analysis of the numerical weather prediction model output. 
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3.1 Inversion of Single-Radiometer Brightness Tem­

peratures 

The CMR-H successfully performed several zenith pointing measurements during 

March and August, 2006 as well as October, 2007. Vaisala RS-92 radiosondes were 

launched, using the Digicora III sonde system, at the same location as the CMR-H for 

measurement comparison. The relative humidity (RH) accuracy of RS-92 radiosondes 

is approximately 5% in the lower troposphere and 10% in the middle and upper tro­

posphere [32]. The 1-D water vapor retrieval method is discussed before we describe 

the 3-D technique. 

Retrieval of the water vapor profile from the measured brightness temperatures is 

performed as follows. A forward model provides a mapping between a measurement 

space, in this case the brightness temperatures measured by the radiometer, into a 

state space, here the tropospheric water vapor density. For this process, the forward 

model is generated from the radiative transfer equation, which can be expressed as 

TB{!)= f W(f,z)g(z),dz (3.1) 
J a 

In the case of atmospheric brightness temperature measurements from the ground, 

the integral limits are a = 0 and b = H, corresponding to the surface and top of the 

atmosphere, respectively. The weighting function W(f, z) expresses the fractional 

contribution of the atmospheric emission at altitude z to the brightness temperature 

at the frequency / . The function g(z) is the distribution function of an atmospheric 

parameter. In this case, g(z) = pv(z), the water vapor density as a function of 

altitude. 
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Modeling the atmosphere as a set of layers with uniform thickness Az, and ex­

pressing 3.1 in discrete form, microwave emission from the altitudes between z and 

z + Az contributes W(f, z)g(z)Az to the brightness temperature TB at the frequency 

/ . As a consequence, the total measured brightness temperature at this radiometer 

frequency will be given by 3.1. A weighting function for a specific atmospheric pa­

rameter represents the change in the measured brightness temperature due to a unit 

change in that parameter as a function of altitude. The weighting functions are spe­

cific to the radiometer channel frequency / as shown in 3.1. The weighting function 

for the water vapor density pv(z) at height z at a given frequency f is defined as [33]: 

W(f,z)= lim . . .g
f/ N (3.2) 

From 3.2, the weighting function for the water vapor is derived as [34] 

WPM,z) = P^\[T(z)-TB(f,z)]e-Ti0^ (3.3) 

where na(z) is the water vapor absorption coefficient at altitude z, pv(z) is the 

water vapor density at altitude z, TB is the brightness temperature corrected to 

account for the effect of non-zero antenna beamwidth, and T(z) is the air temperature 

at altitude z. The brightness temperature TB(9,(p) measured by a radiometer at a 

specified frequency elevation angle 6 and azimuth angle 0 is a weighted average of 

incoming background temperatures TB{T],0 over all directions 77, £ is given as [35] 

TB(Q A) = J T lo F ^ ' & V, QTb(r), S)sin(ri) drjdj 

Jo*So P(8,<f>; V,Osin{r])dr]d( 

P{6, 4>\ 77, £) is the power pattern of the radiometer antenna. TB(9, (f>), the bright-
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Weighting Function K/km/{g/m3) 

Figure 3.1: Weighting function at the four CMR-H frequencies 
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ness temperature measured by the radiometer, exceeds the brightness temperature 

TB that would be measured by an infinitesimally narrow-beam antenna aimed at 

the boresight direction of the radiometer antenna. The difference TB{9,4>) — Tg is a 

function of the antenna beamwidth, as well as the amount and distribution of atmo­

spheric water vapor. Assuming the radiometer antenna pattern to be Gaussian, this 

difference 5TB is 

92 

5TB{e) = -7~{Tmr{9) - TCMB)e(-T(fl))[2 + (2 - T{9))tan-2{9)}r{9) (3.5) 
lolnz 

where 9:/2 is the half-power (3 dB) beamwidth in radians, TCMB is the cosmic 

microwave background radiation (a constant 2.73 K and Tmr is the mean radiating 

temperature, expressed as 

, N LH
 K(Z)T(Z)(1- frz> K(z')dz') , N 

Tmr(0) = Jo K ' y Jo u (3-6) 

and T(6) is the slant path opacity at elevation angle 9 as 

T{9) = [ K{Z)(1Z 
Jo 

(3.7) 

After removing the contribution due to non-zero beamwidth, the corrected bright­

ness temperature TB is 

TB = TB - 6TB (3.8) 

For a zenith-pointing measurement, the discrete form of the weighting function 

W is an m x n matrix, where m is the number of measured frequency channels and n 
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is the number of altitudes at which the water vapor density is to be retrieved. Since 

the inversion of the measurements to retrieve geophysical quantities requires finding 

the inverse of W, the solution is under-constrained if the number of measurements 

available (m) is smaller than the number of spatial samples (n) of the quantity to be 

retrieved, which is nearly always the case for microwave radiometry. This problem 

can be overcome to a certain extent by restricting the class of admissible solutions 

to a set of physically realizable solutions. In this regard, the Bayesian Optimal Esti­

mation technique [23, 36] was chosen to retrieve a water vapor density profile using 

the brightness temperatures measured at the four frequencies of the CMR-H. Bayes' 

theorem provides a formalism to invert the forward model and calculate an aposterior 

probability density function (pdf) by updating the prior pdf with a measurement pdf. 

The water vapor density is retrieved as 

Pv = Pv,a + SPv,aW
T(WSp^aW

T + STB)-1(TB - WPv,a) (3.9) 

where pv is the water vapor density profile, pVA is the a-priori profile, in this 

case the 0 UTC radiosonde observation (RAOB) performed at the DenverStapleton 

weather station, SPv a is the error covariance matrix of the a-priori water vapor profile, 

STB is the error covariance matrix for the measured brightness temperatures, and W 

is the weighting function matrix. The retrieval is performed by selecting a water 

vapor profile that minimizes a cost function in the form of [23] 

J{Pv) = [T'B - WPv\
TS-}[TB - WPv] + [pv - pv,a}

TS^[pv - pv,a] (3.10) 
1 B 

where the first term in the summation considers the effect of the measurement 
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error and the second term is related to the effect of the error in the a-priori profile. 

To minimize the cost function numerically the Gauss-Newton method was used to 

solve for the water vapor density iteratively as 

pVi+l = Pv,a + S^WfWS^W? + 5 T B ) - 1 [ T B - WiPvi + Wi(pVi - p„i0)] (3.11) 

where pVi+1 and pVi are the water vapor profiles before and after iteration i, and 

Wi is the weighting function matrix for iteration i. 

The errors in the a-priori water vapor density and measured brightness tempera­

tures are modeled as multi-dimensional zero-mean normal distributions with covari-

ance matrices SPv and STB , respectively. The covariance of the observation vector TB 

(with dimension m) is an m x m matrix. The covariance of the a priori water vapor 

density pVA (with dimension n) is an n x n matrix. The main diagonal of each co-

variance matrix contains a set of variances of each variable; the off-diagonal elements 

contain cross-covariances between each pair of variables. In Bayesian optimal estima­

tion, the a priori error covariance matrix provides information about the accuracy of 

the expected solution of the retrieved state vector, in this case water vapor density. 

The error covariance matrix of the a priori water vapor density SPv a was constructed 

based on a first-order Markov process, as in 

SPv(i,j) = <Tle-*-M (3.12) 

where the aa are the variances of the a priori water vapor densities assumed as 1 

gm/m3 , h is the length scale, empirically estimated as 6 km, and Sz is the altitude 

spacing. The main diagonal elements of the error covariance matrix of the measured 
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brightness temperatures, SVB, describe the uncertainty in the measurements, assumed 

to be aTB=0.5K2. This value was obtained by calculating the standard deviation of 

a long time-series (~ 3000 s) of sky brightness temperatures measured by CMR-H. 

Figure 3.2 shows good agreement between profiles measured by the RS-92 radiosonde 

and that retrieved from the brightness temperatures measured by both the CMR-H 

and the WVP-1500. 

In the next section, the ID retrieval method explained in this subsection is ex­

tended to a 3-D tomographic inversion technique for retrieval of the 3-D water vapor 

field from brightness temperatures measured by a three station network of CMR-Hs. 

3.2 Algebraic Tomographic Reconstruction to Re­

trieve the 3-D Water Vapor Field 

Retrieval of the 3-D water vapor field from brightness temperature measurements 

using a network of ground-based radiometers is analytically similar to the fanbeam 

projection technique commonly used in medical imaging [37]. However, the require­

ments for performing fanbeam projection with sufficient accuracy are to measure a 

large number (^1000) of projections and to measure projections that are uniformly 

distributed over 180° or 360°. It is not practical to satisfy both of these requirements 

using a ground-based network of radiometers. However, problems of this type may be 

more amenable to the use of algebraic reconstruction tomographic (ART) techniques. 

The ART approach to tomographic imaging involves setting up algebraic equations 

to solve for the unknown targets in terms of the measured projection data. This 

section describes the formulation of the forward model for the measured brightness 
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Water Vapor Density (g/m ) 

Figure 3.2: Comparison of water vapor density profiles measured by radiosonde with 
those retrieved from microwave brightness temperatures measured by CMR-H and 
Radiometrics WVP-1500 radiometers. 
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temperatures, the inversion of the brightness temperatures to obtain the water va­

por absorption coefficients, algebraic reconstruction tomography (ART) of the water 

vapor absorption coefficients and retrieval of the water vapor using its absorption 

line shape. Finally, kriging is used to estimate the water vapor at unsampled loca­

tions. Kriging, in turn, uses the spatial correlation distances of water vapor density 

discussed in 3.2.3. 

3.2.1 Forward Model 

The forward radiative transfer model uses known water vapor densities, either mea­

sured or from WRF model outputs to calculate the expected radiometer brightness 

temperatures [36, 38] as 

TB(z) = TCMBe-Ti0'z) + f kabs{z)T(z)er^'^ dz (3.13) 

Jo 

where TB is the brightness temperature in K, z is the height of the tropopause in 

km, kabs is the absorption coefficient at a particular altitude in Np/km, r is the optical 

depth as defined in 3.1 and TQMB is the cosmic microwave background radiation (a 

constant 2.73 K, since galactic radiation is negligible for our purposes above ~3 GHz). 

If the scanned domain is divided into M grid cells, the forward model in a discrete 

form can be expressed as 

M 

TBi=TCMBeE^kab-^rii+^2kabSiTje-T^^ (3.14) 

where TBi is the integrated brightness temperature measured by a radiometer 

pointing in the direction 0j, the ith elevation angle; kab3j is the absorption coefficient 
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in the j t h grid cell; Tj is the air temperature in the j t h grid cell; Ar^- is the length of 

ray intersecting with the j t h grid cell for the ith elevation angle; and the opacity T%] 

is given as 

j ' - i 

Tij = / J kabsjL±rim (3.15) 

m=l 

We linearize this forward model by replacing the exponential term in 3.14 with the 

first two terms of its Taylor series and temporarily ignoring the effect of the cosmic 

background radiation to obtain 

M j-1 

TBi = ^2 kabso TJAr^ (1 ~ X ! kabsi ^Tu) (3-16) 
j=i 1=1 

Having formulated the forward model, a reference profile of the pressure, temper­

ature and water vapor density for a typical atmosphere for the latitude, longitude 

and season is used to calculate the brightness temperatures expected to be measured 

by microwave radiometers for a standard reference atmosphere, called Tsrefi, for a 

set of measured elevation angles. Figure 3.3(a) shows the scanning angles for two 

CMR-H's placed 10 km apart and 3.3(b) shows the overlapping pixels between the 

two radiometers. For example, the mid-latitude summer reference atmospheric pro­

file is used for the OSSE described in Chapter 4. The absorption coefficient in each 

grid cell was calculated at the CMR-H frequencies using state-of-the-art absorption 

models [39, 40]. Defining variations in the absorption coefficients in each grid cell 

from their reference values as 

AK = Kabs - Kabsref (3.17) 
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Figure 3.3: (a) Illustration of scanning angles in a 2-D plane and (b) The size of 
overlapping pixels. 

and defining variations in the calculated brightness temperatures at each elevation 

angle #j from their reference values as 

ATB = TB — Tsref (3.18) 

In addition, the differencing operation in obtaining ATg cancels any effect of the 

non-zero antenna beamwidth and sidelobes. These two vectors are then related by a 

Jacobian matrix G as 

ATo = G • AK (3.19) 

Therefore, the elements of the Jacobian matrix G are g^, the partial derivatives 

of the change in the brightness temperature at the ith elevation angle with respect to 

the change in absorption coefficient in the j t h grid cell, as 

9ij = 
d(ATBi) 

d(Akj) 
(3.20) 
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The variations in the retrieved absorption coefficients, AK, as a function of mea­

sured variations in brightness temperatures, ATg, are determined as 

AK = G^ATB (3.21) 

In the next section, we will describe the method used to calculate the inverse 

of the Jacobian matrix to compute the absorption coefficients from the brightness 

temperature measurements. 

3.2.2 Inversion: Optimal Estimation and Kalman Filtering 

Solving by computing the inverse G is an ill-posed problem, so no unique solution for 

AK exists. Regularization techniques are needed to solve such ill-posed problems. 

Singular Value Decomposition (SVD) was the first method tried to solve the inverse 

problem. Using SVD, we can write the inverse equation as 

ATB = U • A • V • AK (3.22) 

where U is the eigenvector of brightness temperature vector with dimension P, 

V is the eigenvector of the absorption coefficient vector with dimension P and A is 

the diagonal eigenvalues matrix and p is the number of non-null eigenvalues. SVD 

analysis decomposes a M x N matrix when U is an M x M matrix, V is an N x N 

matrix and A is a diagonal matrix with p=min(M,N) non-null eigenvalues which are 

the diagonal elements of the matrix. Least squares inversion simplifies to 

^K = Y^ll^L (3.23) 
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SVD analysis results in a limited number of eigenvalues for the set of scanning 

angle measurements performed by the radiometer network. The number of non­

zero eigenvalues of G was calculated to find a set of elevation angles with minimum 

redundancy. The number of eigenvalues is equal to the number of independent ray 

intersections with unique grid cells. Figure 3.4 shows the number of eigenvalues as a 

function of the number of elevation angles measured by a scanning radiometer. In a 

physical sense, the number of rays intersecting a bin in the grid directly influences the 

number of non-null eigenvalues obtained from the singular value decomposition of the 

Jacobian matrix. There can be two undesirable situations with the rays intersecting 

a bin i.e. it can either have poor ray coverage or can be intersected by a number of 

rays that give rise to linearly dependent equations which are not useful to retrieve 

the model space variable of that particular bin. A meaningful retrieval corresponds 

to a truncated reconstruction grid size with coarse spatial resolution on the order of 

2-4 km. 

The Bayesian optimal estimation is a constrained inversion technique that uses 

an a-priori profile to obtain a fine resolution retrieval of the 3-D water vapor field. 

Using this technique, AK is retrieved as 

AK = AKapriori + S^Kapr ,oT.G {GSAKaprioriG + SATB)~ [ATB - GAKapriori\ (3.24) 

where SAKa r,or7 is the error covariance matrix of the a priori absorption coeffi­

cients and S/\TB. is the error covariance matrix of the measured brightness tempera­

tures. Given ATBi, with error statistics, 5ATB . and a priori geophysical state vector, 

AKapriori, with covariance matrix, SAKapriori, and a forward model to calculate the 
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Figure 3.4: The number of eigenvalues of the Jacobian matrix vs. the number of 
elevation angles. 
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measured ATBj in terms of the state vector, the change in the absorption coeffi­

cients, AK,is retrieved by minimizing the cost function (modifying 3.10 for the 3-D 

retrieval[23] 

J{AK) = [TB-GAK 

(3.25) 

The Kalman filter technique is used to estimate the water vapor density in each 

grid cell by performing retrievals in time sequence and ensuring that the retrieved 

water vapor densities vary smoothly as a function of time. For this method, the 

previous measurement provides prior information about the water vapor density at 

the current time. The sequential evolution of the a priori measurement is modeled 

by using a Kalman filter model evolution parameter Mt, given as 

AKapriori{t) = Mt(AKapriori(t - 1)) (3.26) 

_ 5MtAKaprwri{t - 1) 

0 L\ A aprioriX'1 J 

Mt operates sequentially in t. At time t — 1 an estimate of AKapriori(t — 1) has 

been made, with an error covariance S&xa TiOTi{t-\)- The stochastic prediction equation 

3.26 is used to construct a prior estimate AKapri0ri(t) and its covariance S&K iOTi(t) 

at time t. This is combined with the optimal estimation equations ?? to provide an 

updated estimate of the water vapor density. The Jacobian G has elements as shown 

in 3.20. The retrieved absorption coefficients in each WRF model grid cell (0.5 km 

x 0.5 km typical horizontal resolution) at the four operating frequencies of CMR-H 
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are then used to compute the water vapor density in the grid cell by performing a 

non-linear curve fit to the Van-Vleck Weisskopf ( W W ) absorption line shape [35], 

given as 

W / ) =(0.3633 x l 0 3 ) / 2 p ^ ( ^ ) 3 / 2 7 

1 1 , -644 1 

I ^ W 3 ' ^ " '(22.235 -P)+i> (M8» 

t p » r m f > + ™ l x i r ' i 
where the linewidth parameter 7 in GHz is 

7 = 2 - 8 5 ( l ^ ) ( ^ ) ° - 6 2 6 [ 1 + 0 . 0 1 8 ^ ] (3.29) 

Pj is the pressure,7} is the temperature and pv_j is the water vapor density in 

the j t h grid cell. A non-linear polynomial curve fit was implemented to calculate the 

water vapor density pv_j in each grid cell. The WRF model outputs for pressure and 

temperature in each grid cell were used in the W W equation to obtain the curve 

fits. The water vapor densities in unsampled locations were estimated using spatial 

interpolation techniques. In the next section, we will explain the technique of kriging 

used to spatially interpolate the water vpaor densities in the unsampled pixels. 

3.2.3 Kriging 

Kriging [41, 42] provides a solution to the problem of estimation at unsampled pixels 

based on a continuous model of stochastic spatial variation. The water vapor densities 

in these pixels are calculated using 
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N 

P(x0) = Y,*iP(xi) (3-30) 
3 = 1 

where p(xo) is the water vapor density at x0 and p{x{) are the water vapor densities 

at locations i= l to N and the weights A* are given as 

N 

Xt is calculated as 

N 

^ A ir(x l, Xj) + VXx'o) = r(x-j, x0) (3.32) 
i = i 

where r(xj,x,,) is variogram between Xj and x̂ -, ip(xo) is the Lagrange multiplier 

and r(x'j,Xj) is the variogram between Xj and xo. The Lagrange multiplier was esti­

mated such that it minimizes the mean square error of the variance of the estimated 

value. 

In summary, the retrieval process consists of using the brightness temperatures 

measured by the three radiometers to retrieve the water vapor densities in each ob­

served grid cell. These water vapor densities are then used along with correlation 

distances of water vapor for each altitude to calculate water vapor densities at un-

sampled locations to yield the 3-D water vapor field. The next section describes 

the measurement configuration and the demonstration of the 3-D retrieval technique 

via an OSSE using outputs from a fine-resolution weather research and forecasting 

(WRF) numerical weather prediction model. 

In the next chapter, we demonstrate the 3-D retrieval technique by performing an 

OSSE. We use the output of the numerical weather prediction output to calculate the 

51 



brightness temperatures that are expected to be measured by the radiometers. The 3-

D water vapor field is then retrieved by using the algebraic tomographic reconstruction 

explained in the section above. 
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Chapter 4 

Observation System Simulation 

Experiment (OSSE) 

An Observation System Simulation Experiment (OSSE) was performed in order to 

evaluate the capabilities of a network of scanning microwave radiometers to retrieve 

the 3-D distribution of water vapor in the troposphere. In addition, the results of this 

OSSE were used to determine the optimal azimuthal scanning strategy for retrieval of 

the 3-D structure of water vapor with typical spatial and temporal resolutions required 

to forecast a convective event. To accomplish this, the 3-D water vapor output 

from a fine-resolution WRF numerical weather prediction model was compared with 

retrievals from synthetic brightness temperatures, i.e. those that would have been 

measured under the same weather conditions by a remote sensor network of three 

CMR-Hs. 
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4.1 Weather Research and Forecasting Model 

The Weather Research and Forecasting (WRF) model is a numerical weather predic­

tion (NWP) and atmospheric simulation system designed for both research and oper­

ational applications. WRF is supported as a common tool for the university/research 

and operational communities to promote closer ties between them and to address the 

needs of both. The WRF project has developed a next-generation mesoscale forecast 

model and assimilation system to advance both the understanding and the prediction 

of mesoscale precipitation systems. The WRF system, includes the WRF model it­

self, preprocessors for producing initial and lateral boundary conditions for idealized, 

real-data, and one-way nested forecasts, postprocessors for analysis and visualization, 

and a three-dimensional variational data assimilation (3DVAR) program. The devel­

opment of WRF has been a multi-agency effort to build a next-generation mesoscale 

forecast model and data assimilation system to advance the understanding and pre­

diction of mesoscale weather and accelerate the transfer of research advances into 

operations. The WRF effort has been a collaborative one among the National Center 

for Atmospheric Research's (NCAR) Mesoscale and Microscale Meteorology (MMM) 

Division, the National Oceanic and Atmospheric Administration's (NOAA) National 

Centers for Environmental Prediction (NCEP) and Earth System Research Labora­

tory (ESRL), the Department of Defense's Air Force Weather Agency (AFWA) and 

Naval Research Laboratory (NRL), the Center for Analysis and Prediction of Storms 

(CAPS) at the University of Oklahoma, and the Federal Aviation Administration 

(FAA), with the participation of university scientists. The WRF model is suitable for 

a broad range of applications on scales ranging from meters to thousands of kilome­

ters. Such applications include research and operational numerical weather prediction 

54 



i w i r t p w ^ ^ ^ ^ ^ P ^ ^ ^ I 

"&~? ~*& 7F& 

I 4 -J J/% O 

•>~-~vrt 

J « • il v, I,-

=^ txr / J) 1} o 

«•* =4 (id i . 
! « M H 

v & ^ d < ^ .̂  
* * • * <M <s • 

i! ' 

/•' - *'I 

*i) 
. o 

c 

' * <- «1 >J £ 

<• j) <i «• 4 J ' . t f 

• =1 A (l p 

» =» 0 (. 
= Si v » 1! U J) £ :' Jl d o 

V - [ ) « - « • " 9 1) * S * * 

0 rf' ̂  d' ; 6 ir J & if fj ^ 
iio --•-• i f * ^ i. a i) ,)o 

'• II 'J >J, i> » i 'i 4 :•' & 

Sr il »'« * ^ « h ' f :'V( 
I ) A 8 - * I ) - " » ^ •' - '•:.' 

* » « ' 3 11 <K. JJ i; *• 
•»fc i ^ i i l J! i 8 . ; <f & 

i ) l ". i) ISjSiS 4 » J =" J 
fee * -> « * JJ ;• $ JJ •<, 
5} ft s ii ^ n J) & S i / 

•i JJ « 

» !i i 

11 .. '-1: h 4 
h: '̂l J j i j t ..1. L rf. ^^^t 

Figure 4.1: WRF model output of temperature 
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(NWP), data assimilation and parameterized-physics research. 

The OSSE was performed using the WRF model output for a cold front and deep 

convection in Northwest Indiana (40.7° N, 86° W) from 2:00 UTC to 3:00 UTC. For 

this OSSE, the a priori water vapor field was the WRF model output at 2:00 UTC. 

Assuming the weather conditions of the WRF model output at 3:00 UTC, the forward 

radiative transfer model described in chapter 3 was used to calculate synthetic bright­

ness temperatures at the CMR-H frequencies as a function of azimuth and elevation 

angles [36, 38]. Figures 4.1 and 4.2 show model fields of temperature and water vapor 

mixing ratio at 2:30 UTC. The WRF model output contains 83 variables to describe 

the various aspects of the atmosphere. The output is generated in a network common 
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Figure 4.2: WRF model output of water vapor mixing ratio 
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data format (netcdf). The variables of interest are the perturbation potential(PH) in 

•m,2/.s2, base state geopotential (PHB) in m2/s2, perturbation potential temperature 

(T) in K, perturbation pressure (P) in Pa, base state pressure (PB) in Pa, water vapor 

mixing ratio (QVAPOR) in kg/kg. We use (4.1)-(4.4) to calculate the 3-D fields of 

pressure, temperature and water vapor densities and the altitude in each grid. The 

air temperature in K is 

Tmr = T{m)k (4-1} 

where T is the perturbation potential temperature in K, P is the perturbation 

pressure in KPa and k is 0.286. The pressure is 

Poi r = 0.01(P + PB) (4.2) 

where PB and P are in Pa and PaiT is in mB. The altitude above ground level is 

z = PHB + PH 

9 

where g is the standard value of acceleration due to gravity between sea level and 

height z. Finally, the water vapor density is 

QVAPORxP 
(4.4) ^ (QVAPOR + 0.622)(461.5T x 10~5) 

where P is in mB, QVAPOR is in kg/kg, T in K and p is in g/m3 . 
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4.2 Spatial Scales of Variation of Water Vapor Den­

sities 

Knowledge of the spatial scales of water vapor variability at a variety of altitudes 

is important to infer the required spatial resolution of water vapor measurements 

to determine where and when atmospheric conditions are likely to lead to convec­

tion based on rapidly evolving moisture gradients. The mesoscale and sub-mesoscale 

variability of water vapor plays an important role in the understanding of cloud forma­

tion and nonlinear processes such as radiative transfer. Measurements using NASA's 

Millimeter-wave Imaging Radiometer during the TOGA COARE Experiment were 

used to obtain the mesoscale variations of water vapor. An autocorrelation analysis 

showed that mid-to-upper tropospheric water vapor content varies on sub-meso 7 

scales (less than 2-5 km) [25]. 

The spatial scales of water vapor variability in the troposphere were calculated 

using outputs of a fine-resolution Weather Research and Forecasting (WRF) model 

with 500-m resolution. The spatial correlation statistics of geophysical variables are 

typically analyzed using spatial autocorrelation functions [41, 42]. A geostatistic used 

to describe the spatial correlation in the data is the semi-variogram, defined as 

T = 2 ^ - ^2[pv(xi - yi) - pv(xj, yj)]
2 (4.5) 

where m^ is the number of pairs of points in the dataset, in this case the WRF 

model output, at a distance d from each other. 

Semi-variograms for water vapor densities were calculated from the WRF model 

output using 4.5. As shown in Figure 4.3, the semi-variogram increases as the distance 

58 



0.7 

0.6 

! | 0.5 

I 0.4 

I 0.3 

i °-2 
CO 

0.1 

A>ooo4o0o°Vo<>0««90t 
„»»° 

5 10 15 

Distance (km) 

(a) 

0.2 

0.15 
„o#o 

ooooooo 
o»o» 

1 0«v 

0.U o 
0 

o 
o 

0.05 

0a
0»»Jo 

20 0 5 10 15 20 

Distance (km) 

(b) 

Figure 4.3: Semi-variograms of water vapor density in WRF output at (a) 3 km and 
(b) 5 km above ground level at 3:00 UTC 

d increases from zero. The slope of the semi-variogram is steep and changes until, at 

a particular distance, it transitions to a minimum, relatively constant value for the 

remainder of the semi-variogram. The correlation distance is defined as the distance 

at which this transition occurs. A few functions have been used to find a best fit to the 

semi-variogram curve [42]. An exponential model 4.6 was fit to the semi-variograms 

for the WRF model water vapor density outputs at a variety of altitudes to estimate 

the correlation distances. 

T(d)=c0 + c(l-e-d'a) (4.6) 

where CQ is the variance at zero distance, c is the sill variance when the distance 

is maximum and a is the correlation length. The semi-variogram plots for 3 km and 

5.1 km above ground level (AGL) at 3:00 UTC are shown in figure 4.3. Figure 4.4 

shows the correlation distances as a function of time at the two different altitudes. 

The correlation distances and the variogram values for the WRF model output were 
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Figure 4.4: Time series of water vapor density correlation distance inferred from the 
semi-variograms in Figure 4 at (a) 3 km and (b) 5 km above ground level (AGL). 

used to calculate the parameters for spatial interpolation as explained in 3.2.3. 

Figure 4.4 shows the correlation distances as a function of time at the same two al­

titudes. The correlation distances and the semi-variogram values for the WRF model 

output were used to calculate the parameters for spatial interpolation, as described 

in 3.2.3. 3.2.2 describes tomographic reconstruction of the 3-D water vapor field from 

brightness temperature measurements performed by multiple radiometers in a remote 

sensor network. 

4.3 OSSE: Three Radiometer Network 

4.3.1 Measurement Configuration 

To retrieve the 3-D water vapor field with fine spatial and temporal resolution, we 

propose a coordinated remote sensor network with a Compact Microwave Radiometer 

for Humidity Profiling (CMR-H) at each network node. Each CMR-H, mounted atop 

a precise elevation-over-azimuth positioner, is capable of scanning at a rate of 7°/sec 

in elevation and 25°/sec in azimuth. A network of three CMR-H's in an equilat-
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oral triangular configuration with approximately 10 km spacing measures brightness 

temperatures from which the 3-D water vapor field can be retrieved with a horizon­

tal resolution on sub-meso 7 scales of 1-2 km, a vertical resolution of 0.2-0.5 km 

and a temporal resolution of 10-15 min, assuming each radiometer scans the entire 

hemisphere above and centered on its location. 

The elevation-angle scanning pattern was chosen based on an eigenvalue analysis 

that excludes any angles resulting in redundant grid cell intersections that provide 

no additional information on the water vapor density. The result is that each ra­

diometer node will scan at 30° spacing in both azimuth (10 angles over 360°) and 

elevation, from zenith to 30° above the horizon (6 elevation angles). In the case of 

the triangular network, each node performs multiple scans of the domain in less than 

600 s, the shortest decorrelation time of the atmospheric downwelling emission on 

the spatial scales of these TB measurements. This decorrelation time is 1/e times 

the maximum autocorrelation of a long (~3000 s) time series of brightness tempera­

tures measured during REFRACTT'06 for an unstable atmosphere in the presence of 

rapidly evolving moisture gradients. It provides a maximum duration during which 

any given radiometer node must complete a scan of its hemispherical coverage vol­

ume. If all radiometer nodes in the network complete their volumetric scans within 

this time period, measurements from all radiometer nodes can be considered to be 

simultaneous for the purpose of water vapor retrieval. 

Figure 4.5 shows the optimal topology of a network with three CMR-Hs at the 

vertices of an equilateral triangle with 10-km nearest neighbor spacing. The red 

segments represent the azimuth angles viewed by each radiometer using the proposed 

azimuthal scanning pattern, which was determined using the OSSE described in the 

next subsection. Retrievals at each azimuth angle are combined to obtain the retrieved 
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3-D water vapor field. 

4.3.2 OSSE Results 

Figure 4.6(a) shows the WRF model output of the water vapor density at 3.4 km 

AGL at 3:00 UTC. Taking this WRF model output as "truth", the percentage error 

of the retrieved water vapor density at 3:00 UTC is shown in Figure 4.6(b). The 

OSSE results show that the 3-D water vapor density field can be retrieved with an 

accuracy of better than 15-20% at all altitudes. A histogram of the retrieval errors is 

shown in Figure 4.8, demonstrating that the errors in retrieval of water vapor density 

are roughly uniformly distributed from 5-20%. The OSSE retrieval accuracy can be 

considered to "worst case" in the sense that the a priori field is one or two hours 

prior to the retrieval; whereas, in a real measurement, one can update the a priori 

estimates every 10 minutes due to availability of brightness temperature measure­

ments. The a priori used for this retrieval was the WRF model output at 2:00 UTC. 

Water vapor densities at the unsampled locations were estimated by using the kriging 

spatial interpolation technique. The kriging algorithm was based on the spatial char­

acteristics of water vapor densities, including semi-variogram and correlation lengths, 

calculated using the high-resolution WRF model explained in 3.2.3. Figures 4.7(a) 

and (b) show the model output of the water vapor densities and those retrieved by 

the 3-D retrieval technique at 3.4 km, respectively. 

4.4 Retrieval Sensitivity 

The sensitivity of retrieval to the time of a priori, location of the a priori and num­

ber of radiometers in the network was tested by running the OSSE for a variety of 

62 



10 km 
Radiometer Locations 

Figure 4.5: Equilateral triangular topology for a three-node scanning radiometer 
network with a 10-km nearest-neighbor distance. 
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Figure 4.6: (a) WRF model output of the water vapor density at 3.4 km above ground 
level (AGL) over northwest Indiana at 3:00 UTC. (b) Percentage error of the water 
vapor density retrieved from synthetic brightness temperature measurements also at 
3.4 km AGL with WRF model output at 2:00 UTC used as the a priori. 
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Figure 4.7: (a) WRF model output of the water vapor density at 3.4 km above ground 
level (AGL) over northwest Indiana at 3:00 UTC. (b) Water vapor density in g/m3 

retrieved from synthetic brightness temperature measurements also at 3.4 km AGL 
with WRF model output at 2:00 UTC used as the a priori. 
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Retrieval Error (%) 

Figure 4.8: Histogram of water vapor density retrieval errors in Figure 4.6 for 3.4 km 
AGL. 

scenarios. 

4.4.1 Retrieval Sensitivity to the Time of the A-priori Profile 

The effect of the time of a priori on the retrieval accuracy was investigated by running 

the OSSE using the 3-D water vapor model output at 2:30 UTC as the a priori for 

the optimal estimation inversion. Figure 4.9 shows the percentage retrieval errors for 

the 3-D water vapor field retrieved at 3:00 UTC using an 3-D WRF model output 

at 2:30 UTC, as the a-priori profile. The maximum percentage errors for retrieved 

water vapor densities at 3.4 km is ~15%. The retrieval error using the a-priori profile 

from 2:30 UTC was lower than that with a-priori profile at 2:00 UTC. 
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Figure 4.9: (a) WRF model output of the water vapor density at 3.4 km above ground 
level (AGL) over northwest Indiana at 3:00 UTC. (b) Percentage error of the water 
vapor density retrieved from synthetic brightness temperature measurements also at 
3.4 km AGL with WRF model output at 2:30 UTC used as the a priori. 

4.4.2 Retrieval Sensitivity to the Location of A-priori Profile 

For the retrieval in Figure 4.6 , the a priori water vapor density was the output of 

the fine-resolution WRF model one hour prior to the retrieval. In order to test the 

sensitivity of the retrieval algorithm to the quality of the a priori, a profile at a single 

location was instead used to provide a horizontally homogeneous a priori water vapor 

density. This case is analogous to using a radiosonde profile at a single location to 

provide a homogeneous a priori water vapor at each level of the 3-D retrieval. The 

OSSE was performed using two a-priori profiles from (1) one vertex of the triangle 

formed by the radiometer network, and (2) the median point of the same triangle. 

Figures 4.10 and 4.11 show the percentage retrieval errors for the 3-D water vapor 

field retrieved at 3:00 UTC using a vertical profile at one vertex of the triangle at 2:00 

UTC and a vertical profile at the median of the triangle at 2:00 UTC, respectively, as 
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Figure 4.10: (a)WRF model output of the water vapor density at 3.4 km above ground 
level (AGL) over northwest Indiana at 3:00 UTC. (b) Percentage error of the water 
vapor density retrieved from synthetic brightness temperature measurements also at 
3.4 km AGL with WRF model output at 2:00 UTC at one corner of the triangle used 
as the a priori. 

the a-priori profile. As expected, the quality of the retrieval depends on that of the 

a priori. The maximum errors for these retrievals were about 35% for the triangle 

vertex profile and about 22% for the triangle median point profile. It should be noted 

that in both cases in the majority of pixels, the errors are still below 15-20%. As is 

intuitively evident, the retrieval error with using the a-priori profile from the middle 

of the triangle was lower than that with the a-priori profile at one of the vertices. 

4.4.3 Retrieval Sensitivity to the Number of Radiometers in 

the Network 

In order to test the sensitivity of the retrieval algorithm to the number of radiometers 

in the network, an OSSE was performed for a radiometer network with six radiome­

ters. In this hexagonal configuration, we use an optimally-packed topology for a 
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Figure 4.11: (a) WRF model output of the water vapor density at 3.4 km above 
ground level (AGL) over northwest Indiana at 3:00 UTC. (b) Percentage error of the 
water vapor density retrieved from synthetic brightness temperature measurements 
also at 3.4 km AGL with WRF model output at 2:00 UTC at the median point of 
the triangle used as the a priori. 

CMR-H radiometer network with six radiometers as shown in figure 4.12, assuming 

10 km between each pair of nearest-neighbor nodes. The proposed volumetric scan 

for the CMR-H radiometer network is to scan every 36° in azimuth (4 angles) and a 

set of 10 elevation angles from zenith to 30° above the horizon. 

Figures 4.13 and 4.14 show the true water vapor density model output on the left 

and percentage retrieval errors of water vapor density images on the right at 2.2 km 

and 3.4 km, respectively. The maximum percentage errors for a hexagonal topology is 

12% and less than percentage errors that we observe for a three radiometer network. 

A histogram of the retrieval errors is shown in Figure 4.15, demonstrating that the 

errors in retrieval of water vapor density for a hexagonal network are mostly from 0-

10%. This demonstrates the improvement in the retrieval accuracy when we increase 

the number of sensors from three to six. 
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Figure 4.12: Optimal hexagonal topology for a scanning six radiometer network with 
a 10 km between adjacent nodes 
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Figure 4.13: (a) WRF model output of the water vapor density at 2.2 km above 
ground level (AGL) over northwest Indiana at 3:00 UTC. (b) Percentage error of the 
water vapor density retrieved from synthetic brightness temperature measurements 
also at 2.2 km AGL with WRF model output at 2:00 UTC used as the a priori. 
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Figure 4.14: (a) WRF model output of the water vapor density at 3.4 km above 
ground level (AGL) over northwest Indiana at 3:00 UTC. (b) Percentage error of the 
water vapor density retrieved from synthetic brightness temperature measurements 
also at 3.4 km AGL with WRF model output at 2:00 UTC used as the a priori. 
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Figure 4.15: Histogram of water vapor density retrieval errors in Figure 4.14 for 3.4 
km AGL. 
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Chapter 5 

2-D and 3-D Field Measurements 

Three compact microwave radiometers were successfully fabricated and deployed in 

two field campaigns. Before the fabrication of the third radiometer, a 2-D water va­

por measurement was also performed using the two compact microwave radiometers. 

Brightness temperatures measured by the three radiometers were combined to pro­

duce a 3-D water vapor field with spatial resolution of 500 m and temporal resolution 

of 10 minutes. In this chapter, we will discuss each of these field campaigns and will 

present 3-D water vapor fields retrieved from the measurements in Oklahoma. 

5.1 2-D Water Vapor Measurement 

Two field experiments were performed as a first demonstration of the capability of 

algebraic reconstruction tomography to retrieve the 2-D and 3-D water vapor fields 

from radiometer network observations with multiple radiometers measuring overlap­

ping atmospheric volumes. In the first field experiment using multiple CMR-Hs to 

perform scanning measurements, two CMR-H radiometers were deployed at 6-km 
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Figure 5.1: Comparison of RAOB and CMR-H retrieved water vapor density profile 
on October 9, 2007. 

spacing near Fort Collins, CO, on October 9, 2007. A radiosonde was launched at 

6:00 UTC from the CMR-H1 location. Figure 5.1 shows a comparison of the wa­

ter vapor profile measured by the radiosonde and that retrieved from the brightness 

temperatures measured by the CMR-H1 radiometer. At 8:00 UTC, CMR-H1 and 

CMR-H2 performed 2-D scanning measurements in the vertical plane containing the 

two radiometers. The water profile retrieved by the RAOB launched two hours earlier 

was used as the a-priori water vapor profile to retrieve the 2-D water vapor image 

using the overlapping scans of the two CMR-Hs. A time series of 2-D water vapor 

images was retrieved in the region between the two radiometers, one example of which 

is shown in Figure 5.3, with a pixel size of 500 x 500 m. Figure 5.2 is the trajectory 

of the radiosonde. 
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Figure 5.2: Trajectory of the RAOB launched on Oct 9, 2007 

Pixel size = 500 x 500 m g/m3 

0 km 

CMRH-1 

I 
• 3 . 5 

-3 

•2.5 

\ 2 

1.5 

• 0 . 5 

Horizontal distance (km) 
6 km 

CMRH-2 

Figure 5.3: 2-D water vapor image retrieved in the region between two CMR-H 
radiometers at 6-km spacing. 
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The 2-D measurements confirmed that the water vapor densities with fine resolu­

tion (500 m) on a continuous basis using a scanning network of radiometers. 

5.2 3-D Water Vapor Measurement 

5.2.1 3-D Measurements in Oklahoma 

The second field experiment consisted of measurements using three ground-based 

microwave radiometers deployed in a roughly equilateral triangle at the Atmospheric 

Radiation Measurement (ARM) Southern Great Plains (SGP) site in Billings, OK, 

USA from August 25-31, 2008. The locations of the three radiometers are shown in 

Figure 5.4, in which the CMR-H2 site is located at the ARM-SGP Central Facility. 

Table 5.1 provides the latitudes and longitudes of the three radiometer locations at 

the ARM-SGP site. A scanning strategy was chosen as described in 4.3.1 in which 

each radiometer scans three angles in azimuth (roughly 30° apart) and 10 angles 

in elevation from zenith to 30° above the horizon. The azimuthal angles for the 

three-radiometer network are shown as yellow dotted line segments in Figure 5.4. 

The measured brightness temperatures from each of the three radiometers in the 

demonstration network were used to retrieve the 3-D water vapor field using algebraic 

tomographic reconstruction, as described in chapter 3. 

Images of retrieved water vapor density at 17:30 UTC on August 31, 2008 at 2, 

3 and 4 km AGL are shown in Figs. 5.5, 5.6 and 5.7, respectively. The pixel size in 

each of these images is 500 x 500 m. The dynamic ranges or horizontal variability 

of water vapor in each of these images are 12%, 13% and 15%, respectively. The 

water vapor profile measured by the radiosonde launched at 11:27 UTC was used as 
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Table 5.1: Radiometer deployment locations in Oklahoma 
Radiometer 

CMR-H1 
CMR-H2 
CMR-H3 

Latitude 
36.6513° 
36.6054° 
36.5782° 

Longitude 
97.5670° 
97.4857° 
97.5836° 

Altitude 
305.1 m 
325.2 m 
334.2 m 

the horizontally homogeneous a priori for the first retrieval at 16:00 UTC, similar 

to the cases described in 4.4.2. The a priori for retrieval of water vapor densities at 

subsequent times uses Kalman filtering and is updated sequentially from the previous 

retrieval. These retrieved images clearly demonstrate the capability of a remote sensor 

network of three CMR-H radiometers to measure the vertical and horizontal variations 

of water vapor density. Figure 5.8 is a time series of water vapor images at 2 km AGL 

retrieved every ten minutes from 16:30 UTC to 17:30 UTC. The black ellipse encloses 

a water vapor structure that moves in the north east direction across the sampled 

triangular domain. The green ellipses encloses the retrieved location of the water 

vapor structure and the blue ellipses shows the location of the structure calculated 

by using the wind speed (2.4 m/s) and direction (5° North East) at 2 km AGL from 

the RAOB profile at 17:30 UTC. 

5.2.2 3-D Measurements in Rome, Italy 

The three radiometer network was deployed at the Mitigation of Electromagnetic 

Transmission Errors induced by Atmospheric Water Vapor Effects (METAWAVE) 

experiment in Rome, Italy from Sep. 18 to Oct 3, 2008. The objective of this exper­

iment is to use the 3-D water vapor retrieved by the radiometer network to correct 

for the errors in the transmission fields of the Advanced Synthetic Aperture Radar 

(ASAR) aboard the ENVISAT. The retrieved 3-D water vapor will have fine spatial 
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Figure 5.4: Map of the demonstration network of three CMR-H radiometers deployed 
at the ARM-SGP site near Billings, OK, USA. The three azimuth angles scanned by 
each radiometer are shown as yellow dashed line segments. CMR-H2 was deployed 
at the ARM-SGP Central Facility. 
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Figure 5.5: Image of water vapor density near the ARM-SGP Central Facility in g/m3 
retrieved from brightness temperature measurements at 2 km AGL at 17:30 UTC on 
August 31, 2008. 
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Figure 5.6: Image of water vapor density near the ARM-SGP Central Facility in g/m3 

retrieved from brightness temperature measurements at 3 km AGL at 17:30 UTC on 
August 31, 2008. 

79 



CMR-H1 
8.5 km 

Okm 
CMR-H3 

4.2 

4.1 

7.5 km 

3.9 

3.8 

3.7 

Figure 5.7: Image of water vapor density near the ARM-SGP Central Facility in g/m3 

retrieved from brightness temperature measurements at 4 km AGL at 17:30 UTC on 
August 31, 2008 
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Figure 5.8: Time Series of water vapor densities retrieved at 2 km AGL from 16:30 
UTC to 17:30 UTC on August 31, 2008 
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(~ 500 m) and temporal (~ 10 minutes) resolution. The radiometers were deployed 

at three locations in Rome, Italy. Figure 5.9 shows the radiometer locations and the 

azimuth angles scanned by each radiometer. At each azimuth angle the radiometers 

performed measurements at ten elevation angles. ENVISAT overpasses occurred on 

Sep 20, 2008 at 20:53 UTC and Oct 3, 2008 at 9:27 UTC. During the first overpass on 

Sep 20, 2008, the radiometer network performed 3-D measurements from 11:30 UTC 

to 15:00 UTC and 17:00 UTC to 21:30 UTC. Similarly, during the second overpass 

on Oct 3, 2008, the radiometer network made measurements from 8:30 to 10:40 UTC 

and again, from 11:40 to 12:30 UTC. Figure 5.10 shows the radiometer mount on the 

roof of the Dept. of Electronics Engineering at the University of La-Sapienza. The 

3-D retrievals from the measurements performed by the radiometer network from Sep. 

23, 2008 until Oct 2, 2008 will be compared with the infrared brightness tempera­

tures measured by the Medium-spectral Resolution, Imaging Spectrometer (MERIS) 

aboard the ENVISAT as well as measurements by Advanced Microwave Scanning Ra­

diometer (AMSR-E) and Moderate Resolution Imaging Spectroradiometer (MODIS) 

aboard the AQUA satellite. The measurement analysis to retrieve the 3-D water 

vapor field is beyond the scope of this Ph.D. dissertation. 

The thermal stability of the CMR-H2 and CMR-H3 is demonstrated by plotting 

a long time series (~ 20,000 s) of the temperature on the RF -MCM measured by the 

Resistance temperature detector attached to the MCM. The temperature stability 

for both CMR-H2 and CMR-H3 is better than 0.2°. The temperature stability of 

CMR-H1 was discussed in Flavio's dissertation [30]. 
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Figure 5.9: Map of the demonstration network of three CMR-H radiometers deployed 
at the Rome, Italy. The three azimuth angles scanned by each radiometer are shown 
as red, blue and green dashed line segments. 
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Figure 5.10: Photo of CMR-H2 mounted on the roof of the Dept. of Electronics 
Engineering at the University of La-Sapienza in Rome, Italy 
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Figure 5.11: Thermal stability of CMR-H2 over 20,000 s 
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Figure 5.12: Thermal stability of CMR-H3 over 20,000 s 
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Chapter 6 

Summary and Suggestions for 

Future Work 

6.1 Summary 

A new technique to measure the 3-D tropospheric water vapor field was developed. 

This new technique makes use of measurements from a network of scanning CMR-H's. 

Radiometer measurements of the same volume from multiple perspectives (a variety 

of azimuth and elevation angles), i.e. different sensor nodes, will be combined using 

tomographic inversion to retrieve the 3-D water vapor field as a function of time. 

An OSSE was performed to demonstrate the retrieval of the 3-D water vapor field 

and compared with WRF model output with a grid resolution of 0.5 km, yielding a 

retrieval accuracy of the water vapor density in each individual pixel of better than 

15-20%. The sensitivity of this retrieval technique to the quality of the a priori was 

tested by using a horizontally homogeneous a-priori profile from model output at a 

vertex and from model output at the median point of the triangular network. 
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One of the challenging tasks to deploy a radiometer network was to develop a com­

pact, low cost, low mass and rugged radiometer. This motivated the development of 

the Compact Microwave Radiometer for Humidity Profiling (CMR-H). The CMR-H 

measures sky brightness temperatures simultaneously at four frequencies, i.e. 22.12, 

22.67, 23.25 and 24.50 GHz. Three Compact Microwave Radiometers for Humidity 

Profiling (CMR-H) were successfully designed, fabricated and tested at the Microwave 

Systems Laboratory. Each CMR-H is small (24 cm x 18 cm x 16 cm), light-weight 

(6 kg), robust and consumes little power (maximum of 50 W). The low cost of these 

microwave radiometers enabled the deployment of scanning microwave radiometers to 

form a remote sensor network. In such a network, each CMR-H performs a complete 

volumetric scan, and multiple sensors measure the same atmospheric volume from 

different perspectives. The brightness temperatures from multiple scanning compact 

microwave radiometers were combined to retrieve the 3-D water vapor field. The 

three radiometers were tested and deployed in a variety of ambient conditions with 

temperatures varying from 0° C to 45° C. The temperature control system was mod­

ified and upgraded multiple times to be able to operate the instrument at a variety 

of conditions. The third radiometer consists of an upgraded multi-chip-module that 

includes an isolator, includes the IF amplifiers in the same module unlike the first 

two radiometer modules as described in chapter 2. This design upgrade improves the 

thermal control the gain sensitive section by including all the active RF components 

in one single module. 

The new retrieval technique combines algebraic tomographic reconstruction, Bayesian 

optical estimation and Kalrnan filtering to retrieve the 3-D water vapor field as a func­

tion of time. In order to demonstrate the new 3-D retrieval technique and to obtain 

high spatial and temporal resolution water vapor fields, a ground-based demonstra-
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tion network of three radiometers was deployed at the ARM-SGP site in Oklahoma. 

This network demonstrated the first retrieval of the 3-D water vapor field in the tro­

posphere at fine spatial and temporal resolutions. Currently, the measurements were 

collected only for a short period of time during the field experiment from August 

25-31, 2008. More measurements are needed to demonstrate and validate the remote 

sensing technique. Field measurements were also performed in Rome, Italy to pro­

vide the 3-D water vapor field required for the correction of transmission errors in 

the Advanced Synthetic Aperture Radar aboard the ENVISAT satellite. 

6.2 Suggestions for Future Work 

The suggestions for future work can be divided into three main categories 

• M e a s u r e m e n t s 

1. A variety of meteorological conditions need to be measured using the three 

radiometer network over the duration of the entire summer in order to be able to 

sample a variety of atmospheric conditions. Validation of these measurements 

needs comparison with a fine resolution water vapor output from a Raman Li-

dar or a high density L-l GPS receiver network. The Raman Lidar is an active, 

ground-based laser remote sensing instrument that measures vertical profiles 

of water-vapor mixing ratio and several cloud- and aerosol-related quantities. 

Lidar (light detection and ranging) is the optical analog of radar, using pulses 

of laser radiation to probe the atmosphere [12, 21]. The accuracy of GPS water 

vapor retrievals ultimately depends on two factors: the accuracy of the mea­

surements, mainly the temperature, needed to estimate the total refractivity 
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of the neutral atmosphere from the GPS dual frequency carrier phase observ-

ables, and the accuracy of the assumptions and/or mathematical models used 

to perform these functions. 

2. The tomographic technique can be tested using different kind of radiometer 

arrangement topology such as a linear arrangement instead of triangle network 

of three radiometers. A continuous time series can be measured using a 2-D 

network of radiometers. This allows monitoring of the diurnal variation of water 

vapor densities in the volume sampled by the two radiometers. 

• Hardware 

1. It would be extremely beneficial to include a network of radiometers that 

measures at the frequency channels near the oxygen resonance in the 50 - 60 

GHz range. This will allow the measurement of the 3-D temperature fields along 

with the 3-D humidity fields. 

2. Another useful instrument upgrade would be to include the cloud liquid 

water channel at 31 GHz to measure the liquid water content. 

• Improvements to Retrieval 

1. The retrieval sensitivity test to pressure and temperature can be performed 

by compute weighting functions for temperature and pressure at these frequency 

channels. 

2. To improve the quality of the 3-D reconstruction, I suggest using the time 

dependent stochastic inversion approach by formulating it as a space-time inter­

polation problem. Currently, we use the spatial correlation statistics of model 

output of water vapor densities' to perform kriging in the unsampled pixels. 
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In the stochastic inversion approach, we calculate the spatial error covariance 

functions using the spatial statistics of water vapor densities and use it for opti­

mal estimation of the moisture in the unsampled pixels. In other words, we use 

optimal estimation in space as well as time to compute the water vapor fields. 

This technique has been implemented in acoustic tomography to reconstruct 

the temperature and wind velocity fields within the tomographic volume of the 

horizontal atmospheric layer [43, 44]. 

• Assimilation into N W P models 

1. The assimilation of the 3-D water fields into the NWP models is expected 

to significantly improve the model output. To quantify this improvement, we 

need to run these models with and without the use of 3-D water fields simi­

lar to the analysis performed by Zapotocny et al. [45] to study the effect of 

radiosonde temperatures, Geostationary Operational Environmental Satellite 

(GOES) sounder data and GOES infrared cloud-drift winds on the accuracy of 

the model. Currently, the operational NWP models have a 20 km grid resolu­

tion. Assimilating the fine resolution 3-D water vapor fields will need a NWP 

model with a grid resolution of 500 m which will need an extensive upgrade in 

the computational resources than is currently available. 
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Appendix A 

Field Operat ion of CMR-H 

The equipment needed for the complete deployment of CMR-H in the field are: 

1. CMR-H power supply 

2. CMR-H 

3. Positioner 

4. Positioner power supply 

5. Hub 

6. Laptop 

7. Serial cables 

8. USB to serial converters 

9. DC Power cables 

10. Power Supply AC Cables 

The general order of activity during field deployment is 

(1) Equipment Mounting 

(2) Equipment Start up 

a. Electrical Connections 
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b. COM Port Address Acquisition 

c. External Temperature Controller 

d. Virtual Network Computing (VNC) Start up 

e. Radiometer RF Temperature 

f. Radiometer Server Connection 

g. Set Radiometer Voltages 

h. Positioner Server Start up 

i. Calibration target control start up 

A.0.1 Hardware connections 

The power connections need to be verified before turning on the radiometer power 

supply. The DC Power cables connecting the power supply to the radiometer are 

sensitive direction of connection. One needs to make sure that connection on the 

power supply side is connected to the power supply DC power connector and the 

DC connector radiometer side is connected to the radiometer. Also, the temperature 

control cable should be connected to both the radiometer and the CMRH-1 power 

supply. The temperature controller serial cable is connected from the power supply 

to the laptop using the USB-to-serial cable. Next, the positioner power supply cable 

is connected to the positioner, and the positioner serial communication cable to the 

laptop using another USB-to-serial cable. An Ethernet cable from the radiometer 

to a hub. The Ethernet cable from the laptop should also be connected to the hub. 

Long Ethernet distances have been tested and verified to operate using a Linksys 

Workgroup Switch (model EZXS55W). 

A laptop is used to control the external temperature controller, positioner con-
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trailer and calibration temperature logger. On the laptop, run the external temper­

ature controller software (TC24-25-RS232.exe for CMR-H1 and CMR-H2, TC36-25-

RS232.exe for CMRH3) . The controller output should not turned on at this point. 

A.0.2 Temperature control 

We need to wait for the external temperature to stabilize naturally, then enter a set 

point very close to the temperature to which the instrument has stabilized. Once we 

have this set point, let the temperature controller maintain control of the temperature 

by turning the output on in Figure A.l. (NOTE: Ambient conditions of wind, sudden 

air temperature changes and solar radiation may require you to change the set point 

to prevent overloading of the Peltier elements. Overloaded Peltier elements result in 

a temperature that cannot be maintained at steady state. Measurement consistency 

is reduced without a steady temperature.) 

A.0.3 Communication with radiometer embedded computer 

Now we run the VNC viewer and type the IP address of the CMR-H embedded PC. 

(Using the keyboard and display connected to the radiometer we can determine the 

IP address by going to the command prompt, type ipconfig all). If the computer 

inside the radiometer is booted up, VNC will show the radiometer computer desktop 

immediately. Once the radiometer computer is online, we can open the RF temper­

ature controller software and enter the address assigned to the controller into the 

appropriate box on the software display. Again, we need to wait for the temperature 

to stabilize on its own to fix a set point. Once you think the temperature is stable, fix 

a set point and turn the output 'on'. (NOTE: A set point between 20 and 30 degrees 
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C is desirable, but not required. Of more importance is to assign a set point that 

when a stable temperature has settled, results in an output control value that gives 

the Peltier controller plenty of headroom to heat or cool.) 

When we turn the radiometer server 'ON' a window will appear as shown in 

Figure A.2, the window on the right appears after you click ok on 4 message boxes 

confirming the voltage levels. CAUTION: The following order is very important to 

prevent damage to the radiometer RF circuitry. To view the calibrated values we have 

to click on the radio button labeled "converted" to give measured analog voltages in 

engineering units. If we click on the DIO and DA voltages button the biasing window 

on the left appears. First, we set drain voltage for the LNA followed by the gate 

voltage. For CMR-H3, the software controlled bias voltages are the drain voltage for 

the LNA and the Voltage controlled oscillator tuning voltage. 

A.0.4 Positioner Control 

Next, we have to run the positioner control software and the Calibration target control 

software to have them ready before we start performing measurements. The QPT-

50IC positioner is controlled by the PTR-2090 Remote Emulator. When we run the 

PTR-2090, a window appears as shown in Figure A.3. Make sure that the correct 

COM port is selected (the port value can be a value up to 8). If yes, click start and 

the serial communication is established with the positioner. Once the communication 

is established, the Jog/Limits, Offsets , Tours, Move To etc. get highlighted so that 

we can use them. Tours have been preset for the positioner software. Tour 1 is for 

tip curve and Tour 2 is for scanning routine. 
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Figure A.4: Calibration load logger window 

A.0.5 Calibration target control 

Cal target software is located on the desktop and is named "Cal Load Logger". A 

window appears as shown in figure A.4. Any COM port number can be used with 

this software. Always make sure the "Save data to disk" checkbox is checked. If this 

box is not checked, data from the cal target will not be saved. However, data will be 

displayed. Hit START when the positioner is moving toward the absorber. When the 

postioner moves back to the starting position of the tip curve calibration, hit STOP. 
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