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ABSTRACT

RYDBERG SPECTROSCOPY OF Fr-LIKE THORIUM AND URANIUNMDNS

The binding energies of high Rydberg levels of TH were measured using the
resonant excitation Stark ionization spectroscdpizgIS) technique. When analyzed
using the long range polarization model the meakarergies determine the dipole and
quadrupole polarizability of the Thion: ay = 7.61(6) a.u. andig = 45(4) a.u. The
RESIS technique and apparatus constructed forstidy are discussed in this work.
Modifications to the original design of the detecéme presented. The modifications to
the detector increased the energy resolution of kdbams in the detector. It was
determined that a significant source of backgropresent in the observations of th&"U
Rydberg fine structure is due to the presence tf-munizing Rydberg states attached to
metastable excited ion cores. These auto-ionigiates severely limit the fine structure
observations, preventing the successful observaifoany U* Rydberg fine structure.
Also discussed are future directions that could ksean increase in the signal to noise in
the TH* fine structure observations and to a successfudsorement of the dipole

polarizability of U".
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Chapter 1. Introduction

1.1 Motivation

Improved understanding of the chemistry of actirelements is important to many
areas of high priority, such as the cleanup anggrbandling of radioactive waste,
nuclear power [1], and national defense. Reseamdhe actinide elements provides the
basic knowledge and understanding that can betosdelelop new technologies and
processes in dealing with these radioactive masdidg The chemistry of the actinide
elements remains the subject of an ongoing reseaitctive of the Department of
Energy [1]. The chemistry involves forming compdsiwith other elements (e.g.
carbon, oxygen, and fluorine) that are quite watlerstood [2]. The Rn-like Thand
U®* ions are the most common charge states that atouany of the chemical
compounds of these two actinide elements [2]. thkeretical models that are used for
a-priori computation of the properties of the actinide coomuts begin with the
description of the properties of the free actin@e The most significant dynamic
properties of the free actinide ion are the di@sld quadrupole polarizability. However,
there are no first hand measurements of these ipiegpand optical spectroscopy of the
excited levels of these charge states is nonexiggnAlthough theoretical models do
exist to calculate these properties it is diffidolkknow how reliable the theoretical
models are. The models are complicated because fystems are highly relativistic and

even the isolated ions are difficult to describeottetically with confidence.



It is the objective of this work to make the fidgterminations of the dipole and
quadrupole polarizability of these highly chargetiiRe TH*and U ions by studying
the Rydberg fine structure patterns of thé nd U ions. Hopefully the
experimentally determined values of these dynamopegrties can be applied as
benchmarks to test the existing theoretical mode¢ribing the free actinide ion.

This chapter will present an introduction to thedfetical model and the
experimental technique used to observe the higydberg states of highly charged
actinide ions. Chapter 2 is a detailed descriptibtne experimental apparatus. Chapter
3 discusses data regarding the critical aspedtsecdipparatus performance. Chapter 4
presents the Rydberg spectroscopy of Téading to determination of the dipole and
quadrupole polarizability of TH. Chapter 5 describes the experimental obsengtibn
the UP* Rydberg fine structure and corresponding diffieslin extracting the dipole

polarizability for * from the observations.

1.2 Theoretical model

The long range interaction between a Rydberg @era&nd the positively charged
core ion result in a breakdown of the degeneradhi@hydrogenic energy levels. The
resulting fine structure energies can be desciiyedhat is called the “long range
polarization model”. In order to carry out theiglation of the long range polarization
model and examine how the long range interactioeakothel. degeneracy of the
Rydberg states, two simplifying assumptions abbetRydberg electron are made.
These assumptions are:

(1) The Rydberg electron is distinguishable frofro#lier electrons of the positive ion

core



and

(2) The Rydberg electron does not penetrate theesplthe ion core.

The centrifugal barrier prevents the Rydberg etecfrom penetrating the space of
the positive ion core. The inner turning pointlod radial coordinate of the Rydberg
electron can be obtained from examination of tldgatgortion of the Schrodinger
equation for a hydrogenic system. The radial partf the Schrédinger equation for an

electron orbiting a small charg&in atomic units, is

d*R,. (r) Q_L(L+1) _
o +[2E(n,L)+T = }PM(r)—O. (1.1)

where Pn’L(r) = Rn’L(r)l] . The potential that the electron experiences is

- + . . . : . :
V(r) --Q, L(;_ 5 1). The inner turning point of the radial motiontbé electron is
r r

determined when

E(n,L)= "222 - ‘rQ + L(;_r-:l) , (1.2)

The classical inner turning point of the electrobir., is found directly from Eq. (1.2)

by solving for r:

B L P (U VI W o P (.
r_—[Q 9 1 - }%D{Q Q[l o + }}ao (1.3)

whenL? <<n? The classical inner turning point of the orlittte Rydberg electron

whenlL? << n?is then

r.= L(Iz‘(;l)ao. (1.4)

The ions studied in this work have electrons itestavithL > 7. The inner turning point

for the motion of the Rydberg states of Thtudied, wher€ = 4, isr.> 7.0s,. For the



Rydberg states of U, whereQ = 6 in Eq. (1.4), the inner turning pointris> 4.7a,. The
atomic radius for Thorium is 3a¢[4], the atomic radius of T will be smaller. The
atomic radius for Uranium is 236[5], the atomic radius will be smaller foU Thus,

the assumption that the Rydberg electron doeseattpate the ion core is valid, even for
the lowest states studied in this work.

The long range polarization model which descrilesrésulting fine structure pattern
for non-penetrating high Rydberg states for ions with S-state cores has bsed for
many years [6]. This model has been given a fireotetical background by Drachman
[7]. Recently, this model has been used to dest¢hb observed Rydberg fine structure
pattern of highly charged ions [8].

The long range polarization model for highly chargens can be derived following
the formalisms developed by Drachman [7] to descHie Rydberg states. Starting with
the non-relativistic Hamiltonian for the full systeignoring spin, the Hamiltonian for the
full system is given by

_ N_l|r)i|2_z A |F)N|2_Q 1 _(N-2)

= HeetHpgtV

Core
where Z is the total nuclear charge, N is the totahber of electrons (including the
Rydberg electron); is the radial coordinate of th ¢ore electrony is the radial
coordinate of the Rydberg electron, and Q = Z — Nis-the net charge of the ion core.
In this model the Rydberg electron, thE &lectron, is considered to be distinguishable
from the other electrons surrounding the ion cdrbke first two terms describe the

energy of the ion core and the hydrogenic Rydblrgien. The last grouped term, is



the small perturbation of the Rydberg electron gnelue to the interactions with the ion

core in addition to the fully screened Coulombiiattion contained irH g .

If Vis neglected above, then the Hamiltonian reduz@ssum of two terms. Thus

the zeroth order wavefunction for the system is

LIJO = l'IJ((,‘)ore O l'IJlgyd’ (16)
and the zeroth order energy is
0 Q’
E[ I= ECore(A’JC)_W’ (17)

where/ is a quantum number describing core stateJargithe total angular momentum
of the core. The zeroth order energy and the égethat follow are expressed in atomic
units.

The small perturbatiol in Eq. (1.5) can be expressed in a more convefoemt as

T 000 s AR R

i=1 lin 'n K=1 i1

using the multipole expansion. In the above exjpansf V: 2 is the angular coordinates
of the {" core electrong2y is the angular coordinates of the Rydberg electadC! is
a spherical tensor of ramk[9]. The monopole term is absent in the expansionin
Eqg. (1.5) because of assumption 2) above.

The effects oV on the energy of the Rydberg electron in a giveh) state can be
examined in more detail by applying Rayleigh-Scimddr perturbation theory. Using
perturbation theory the energy for the full sysiteam then be expressed as the sum of the

terms in the perturbation expansion:



E: E[o] +E[1] +E[2] +...

(woV]w°)
(WMo .
WOz O E(LPO)_ E(LP’O)

E [1]

E[2]

The terms in the perturbation expansion higher fadrare ignored in this work because
their effects were found to be negligible.

The first order energE™™, is zero for ions with S-state ground states beedioe
integral over the core electrons’ angular coordisatanishes. The evaluationef is
complicated by the inclusion of the energy denomeinaThe energy denominator can be
expressed as a sum of the energy of the ion catéh@Rydberg electron, allowing the

second order energy contribution to be re-written a

VY

SA D (1.10)
Wozyo AECore + AERyd

2

where AE., . = E(4A,J;) -~ E(9,J, )andAE, , = E(n',L") - E(n,L). In Eg. (1.10)

Core

E(g, Jo) is the ground state energy of the positively ghdrion core and(/_,J!) is the

c’'¥c
energy of an excited state of the positive ion cafke evaluation dE? can then be

carried out by applying one further simplifying as®ption thatAE,, , << AE For the

Core
ions studied in this work, Thand U*, the energy difference between the ground state of
the core and the nearest excited state is estinatael ~20 eV [10]. The energy

difference between the different Rydberg statedistlis typically on the order of ~0.1

eV. Inthe limit thatAE, , << AE_,, the energy denominator can be expanded in a

Core

power series in what is known as the “adiabaticaespn” as



1 ~ 1 _ AERyd +“.. (111)

AE,. tAEq, AE., (AEcore)2

E®! can be written now using the expansion above as

e VI e GRS
== wg‘wo AEc. +wro¢wo (AE,,.)? Brya ... (1.12)

~ & [2]
=Eng +Efag T

2

The first term in the expression above gives esertergy contributions from the
adiabatic dipole and quadrupole polarizabilitylo# ton core and the second term in the
expression above gives rise to the first in a seferon-adiabatic corrections to the

dipole and quadrupole polarizability of the ioneoiThe evaluation oE'2 and EZ]

becomes straight forward at this point. In thigkvonly terms proportional to the
adiabatic dipole and quadrupole polarizability #melfirst non-adiabatic correction to the
dipole polarizability were found to significantlpistribute to the energy deviations from
hydrogenic of the Rydberg fine structure level$ie Terivation of these terms is carried

out explicitly here and all higher order terms aeglected, amounting to evaluating Eq.

(1.12) withx = 1 and 2 forEZZ and onlyx = 1 for EL}, in the multipole expansion fof

given by Eq. (1.6). The resulting approximate esgrons for the energy contributions to

E? are:
[ 2 [2] 2
‘<q_,o‘|5. C r(zQN)‘q_,ro> ‘<WO‘Q' C r(?N)‘qyo>
El2 ~ N - N 1.13
h LI—';I—'O AECore LI—';I—'O AECore ( )
- c(Qg,) [
(wis- < 2oy

E2 = Ryd AE. .. 1.14
NAd q;w (AECOre)Z Ryd ( )



The dipole and quadrupole operators are defingdisnvork as:
(1.15)

The energy contributions 8 from Eq. (1.13) and (1.14) can be evaluated using
methods described in Edmonds [9]. The followingcdssion will be limited to the
special case wheh = 0, appropriate for describing the*fland U* ions studied in this

work. The first term in EqQ. (1.13) can be expandsithg Eq. (7.1.6) in Edmonds [9] as

<g,JC:0Hf) <n LHCM(?N) n’,L'>

r.N
Ae,Jen, L 1 1 L' AECore
(1.16)

2
2

2

L L O Ao JE =1)

[2] —
EAd k=1 —

The subscript has been applied to the quantum numbers desctibitige free ion core

state and subscripts are omitted to the quantunbarsrdescribing the Rydberg electron.

The sum over alL' vanishes except for wheld = L +1 and the 6-J symbol in Eq. (1.16)

can be readily evaluated and leaving

, L" 1 L
o=y O feals

2 ol ' ‘2
A3 | o KH,LHrN o). @)

Ac,Jg>

Because of the completeness of the Rydberg radiaéfunctions, for a fixed.' the sum

over all possible’ is reduced to a simple expectation value:

ZK“ L HrN_ZH”"'-'>‘2 =(r), .- (1.19)

Defining the dipole polarizability of the ion coireterms of the dipole operator as



— 2
3. =0[D|A, 3, =1
aﬁ%ZKg Dl >‘, (1.20)
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and carrying out the sum ovéf, Eq. (1.16) can be rewritten as

-a -
I (1.21)

The remaining term in Eq. (1.13) can be simplifisthg similar methods. Simplifying

Eq. (1.14) requires the additional identity:
Zn:\<n,L|r-2| !, L) (E(m) - E(m) :%(4— L(L+D+L(L+D)r)  [11] (1.22)

The resulting energy contributions are given as

E[2] ——ﬂ r_4 —a_Q r_e
Ad T nL nL

2 2 (1.23)
Efas =364(r7°)
where the quadrupole polarizability of the ion ¢arg, and first non-adiabatic
contribution to the dipole polarizability of theni@ore, 5, are defined as
. :EZKQ,JC =0/Q|A,, 3. =2) 5 éng,Jc =004..9. =1 (1.24)
S A AE . 3 A (AEc:ore)2

The radial expectation values of the Rydberg ebecin Eq. (1.23) are taken to be the
hydrogenic radial expectation values correctedHerfinite mass of the an ion core with
chargeQ; the subscripN has been dropped for clarity.

Returning to the expansion in Eqg. (1.9), the enéogyhe full system, up to terms

proportional to<r‘6>nL in'V, is approximately:

E(A..,J..nL)=E(,J,)- ) = (1) =S (r®) 4 (1.25)



where

() = (13 mj 2n®(L - 0.5§C(|__+L(§;)JEE)+1)(L +15)’ (L>0jna @29

M

6 4 _ g2 _ _
o\ 35n* —5n?[6L(L +1)-5]+3(L 1)L (L +1)(L +2)
(), = ; ,
o (1+m ) 8n"(L-15)(L-1)(L - 05)L(L + 05)(L +2)(L +15)(L +2)(L + 25)
(L>1) [12]. 1.27)
In Egs. (1.25), (1.26), and (1.2T)is the mass of the electron avds the mass of the
positive ion core. In principle, higher order taroan be computed in the long range
polarization model following a similar procedurei the additional terms are
proportional to higher inverse powersrQf The small deviations in the energy of the

Rydberg electron due to the long range interactiorisy. (1.24) can be summarized into

an expectation value of an effective potentiahaf torm

ay + (aQ _6ﬂd)

V. =
ot o4 2r®

4. (1.28)

The ion core is assumed to be in the ground stathé Rydberg levels of the studied
in this work and as a resuf.,.(g,J, =0) is defined to be zero. Droppilfific,Jc) from
Eq. (1.25) results in an approximate expressiohferenergy of a Rydberg election in a
state with a givenn( L). Figure 1.1 below is an example of the expeetaergy
deviations from hydrogenic between the 37 Rydberg fine structure transitions in*Th

assumingay = 7.75 a.u. andg = 5= 0.

10



0 o0 ® U000 0000000000000 000
°
°
-2000 - °
N
T
=
8 -4000 - °
c
o
]
=
a
2 -6000 -
<
[}
c
W )
-8000 -
'10000 T T T T T T T
5 10 15 20 25 30 35

L

Figure 1.1: Estimated fine structure energies bf*TRydberg states witm = 37
demonstrating the effects of the long range intevacof the positive ion core with the
Rydberg electron on the energy of the Rydberg staldhne parameterg = 7.75 a.u. and
0o = By = 0 control the scale of these energies with resjgethe hydrogenic energy of
then = 37 level. The y-axis of the plot is the energyidBon from the hydrogenin =
37 energy (approximately -0.16 eV) of 3fhin MHz. The x-axis is thé value of the
level. It is expected that at very high valuesLothe resulting deviation from the
hydrogenic energy is very small as the radial mattements with increasing become
smaller. At very lowL the deviation from hydrogenic becomes very lange the terms
proportional to higher inverse powersrajreater than 4 become increasingly important.

The derivation of Eq. (1.25) neglects two additisraall contributions to the energy
of a Rydberg level. The first is relativistic cdhttions arising from the 43

contributions to the kinetic energy of the electrdrhese contributions are given by

254
ER(n )= 4 [3- N | (1.29)
n® |4 L+1

The second is contributions arising from the agion ofVet in second order. This
energy describes the mixing of different Rydbengeseand the resulting contribution is

referred to as the second order energy and is eémsE'? throughout this work. The
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value ofE®? is computed in this work using the analytical fatendeveloped by Drake
and Swainson [13]. The analytical formula, if otthe leading terms proportional to
(ay)? are included, is given below in Eq. (1.27), whisheproduced for reference from

Ref. [13].

2] o642 CL=3)!! ? (2L—5)! 1 on* _ 6n2
E?(Q,nL)=-2Q ad((ZL +3)!!j {(ZL +5)!FK[L(L+1)]3 [L(L+1)]2

x{45+ 789, (L) +520f, (L) +80f,(L)]}

+{3+4df (L) +6f,(L)]

i)

f(L) =(L-2)L(L+2)(L+2)

f(L) =L(L+2)

f,(L) = (L-2)(L —2)L(L +2)(L +2)(L +3)
(1.30)

1.3 Overview of the RESIS technique

The Resonant Kcitation Sark lonization_ectroscopy technique has been used to
observe the higlh-fine structure patterns of many Rydberg atomsiansl including
multiply charged ions such as®|8] and Sf* [14]. The technique begins by first
creating a monochromatic beam of ions. Thesewohglay the role of the core ions in
the Rydberg system. These ions should have aityeldc ~ 0.001 to allow sufficient
Doppler tuning of the C@laser. The ion beam then intersects with a Rygltaget.

The Rydberg target is formed by a thermal plumBRlmfatoms excited to a higheff

state from the ground state using three CW las&pproximately 1% of the ions in the

12



fast ion beam capture a highly excited electromftbe Rydberg target forming a beam
of Rydberg states in a small range of energies thdwyrapproximately 0.1 eV.

The Rydberg ion beam then passes through a refjiotease electric field to “pre-
ionize” any extremely weakly bound Rydberg stat€se Rydberg ion beam then passes
into a laser interaction region where af&ser resonantly excites a specific transition
between a Rydberg state with a giveto a much higher Rydberg that whose population
was previously pre-ionized. The frequency of tl® (aser as viewed from the rest
frame of the ion can be Doppler-tuned approximatélp cmi* by varying the
intersection angle of the laser with the fast Ryghen beam. The CQaser is used
because the large number of selectable lasingdrezjes that can be chosen to closely
correspond with any number of hydrogenic transifrequencies, as depicted in Fig. 1.2.
From Fig. 1.2 it can be seen that there exist ft€juencies that correspond closely with
only one hydrogenic transition, making the idenéfion of the transition straight
forward. CQ frequencies that could potentially correspond witbre than one
hydrogenic transition frequency are not used togmeconfusion in identifying the

spectral features.
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Figure 1.2: The four transition branches accessitae CQ laser used. The amplitudes
of the lines correspond with the output power o thser. Along the top are lines
corresponding to the frequency of transitions betwien = 37 and 38 to much higher
n’ Rydberg levels of the Thion. As then of the upper state increases the density of
transitions that correspond with a given Q@ser frequency increases. £k@ser lines
corresponding with multiple transitions are notdisgavoid confusion.

The Rydberg ion beam then enters into a Stark aioz region. The electric field in
this region is adjusted to ionize the states therewesonantly excited using the £0
laser. When these ions are Stark ionized theyresqpee a change in their kinetic energy
that is proportional to the potential at the pahionization. The change in the kinetic
energy of the ions formed by Stark ionization "gyeiags” the ions formed in the Stark
ionizer region. The beams are then deflectedantbannel electron multiplier (CEM)

where the current synchronous with the choppinth®iCQ laser is monitored with a

lock-in amplifier. The vertical deflection sepasathe ions in the beam by charge and
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energy. The energy tagging results in a separafitime ions formed in the Stark ionizer
from the background ions of similar charge thatfarmed by other processes.

The RESIS technique is ideally a background frebrigjue. Possible background is
eliminated by pre-ionization of the weakly bounddBgrg states formed in charge
transfer that could ionize in the Stark ionizerrewahen nothing is excited by the €O
laser. Energy tagging separates the Stark ioriRagllberg ions from any ions of the same
charge resulting from other processes.

Experimental studies of the charge capture intobRygl states by multiply charged
ions indicate that the average binding energy efcdptured electrons is given

approximately by

E, =QE,, (1.31)
whereE,; is the binding energy of the final state aftertaeg@ Q is the ion charge, arter
is the target binding energy [15]. The range oélffistate binding energies is
approximately

AE, = 15eVV, (1.32)

independent of), wherev is the ion velocity in atomic units (1 a.uog) [15]. For a

given flux of ions that capture a Rydberg electitua signal size from a single, L) level
is proportional tof (n) - wheren is the lower state of the Rydberg transition being

studied as well as the numberiofalues in the state and(n) is the fraction of capture
from the Rydberg target that results in populatiothen state. As the charge of the ion,

Q. increases the spacing between adjacéenels at a fixed enerdy, decreases like i/

implying that f (n) O % When the charge of the ion increaséscreases
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proportionally to Q, thusf (n% O }62 . WhenQ = 6 then the resolved signals will be

36 times smaller than the analogous signal€ferl. Since the RESIS technique is
ideally background free the reduction by a factor26 in the resolved signal size should

not be a limiting factor in observing the resoliee structure of the ®J and TH" ions.

1.4 History and Direction

To put the goals of the research presented inatbik into perspective, a brief
overview of the historical developments of the RE&chnique leading to the this study
is useful. The work using the RESIS technique heyaund 1983 with Stephen
Palfrey’s investigation of Rydberg levels in He [1én his work he was able to
successfully excite transitions between the G-H, &hd I-K levels im = 10 He using
microwave spectroscopy and the RESIS techniquéislexperiment he started with a
beam of H& ions that were created using a commercially alpllduo-plasmatron ion
source [16]. The Rydberg states were formed blysamal neutralization of the He
beam with a gas charge exchange cell. This typ&ydberg state creation is useful for
creating a large population of Rydberg states. &i@m, only a small fraction of Rydberg
states are formed in any particular desired stale resonant excitation with a glaser
and detection of very higmRydberg levels used in this work are exactly trae as the
methods developed in Palfrey’s work.

Work was continued on the development of a metbqu@aduce Rydberg states in a
more tightly controlled range of states. The piiaun of Rydberg states by resonant
charge exchange between a fast ion beam and aeepbime of Rb atoms was

developed by E. A. Hessels and F. J. Deck [17]Ddnk’s work a three laser excitation
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scheme to excite a thermal plume of Rb atoms flwarbS ground state to the 8F or 10F
excited state was developed. The Rb based Rydieyet has the advantage that the
product Rydberg states are formed at roughly theedainding energy as the target level.
A 10F Rb Rydberg target will produce a majorityRofdberg states in the~ 10 level of

a singly charged ion. The Rb based Rydberg tavgstfound to produce a much higher
Rydberg state flux than the gas charge exchangfl@¢increasing the range of possible
studies.

In early 2000 Daniel Fisher mapped out the effe€the resonant charge exchange
from a Rb Rydberg target on multiply charged ioarhe with different target states,
using the RESIS technique to selectively deteatiddal product states [15]. Fisher’s
work also saw further development in the Rb exictascheme using a tunable
Ti:Sapphire laser to excite the final transitioonfr the 4D excited state in Rb to an
arbitrarynF level. Fisher’'s work documented the distributtdriRydberg states formed
by capture in the Rydberg target by ions of ch&@gd velocitw. The results showed
fair agreement with calculations made with Cladsicajectory Monte Carlo methods
(CTMC). This work made it clear that the RESIShtaque would allow for the
exploration of the fine structures of multiply cgad ions [15]. However, the low beam
intensities produced by the CryEBIS ion sourcdatk R. Macdonald laboratory for
Atomic Physics made these studies difficult analresd fine structure transitions were
unobservable in Fisher's study.

In preparation for this work to investigate thegedies of highly charged actinide
ions, an intermediate step of studying the finecitre energies of K Rydberg states

was conducted [8]. The ion source used in thidystuas a 5 GHz electromagnet ECR.
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The ECR ion source produced more intense beams°6fdas than the CryEBIS. These
beams were intense enough to allow for the observaft the transitions between
different Rydberg levels, as shown in Fig. 1.3.widwer, this ECR was incapable of
sputtering solid materials due to the lack of atgpicathode. The study of the’Kr
Rydberg levels showed that the RESIS techniqudargrange polarization model
could be applied to successfully observe and dasthie resulting fine structure energies
of ions with Q< 6. This work paved the way for the purchase pémanent magnet 14
GHz ECR ion source with a sputter cathode. ThiRE&n produce beams of highly
ionized actinides with significant intensities.

In the KF* study there was a large background present. dthetieved that this large
background was the result of incomplete separatighe primary K#* ions that did not
capture an electron in the Rydberg target fromkitié signal ions, ions formed by Stark
ionization of Rydberg K. For a typical scan, illustrated in Fig. 1.3, @M DC value
was 13.2 mV and the highsignal amplitude was ~3.3 mV. This gives a higignal
to background ratio of ~4. The Kistudy suggested that preventing the primary beam
from entering the detector would reduce the baakgicand increase the signal to noise.
Also, there was a large stray electric field ondhger of 100 mV/cm [8] present for the

Kr®* study that complicated the lineshapes.
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Figure 1.3: Typical scan of the 55 — 109 Rydbeng Structure of Kr VI. The transitions
are identified from Ref. [8].

The problems in the Kf study suggest that an improvement to the appacatuis be
made by including a charge analyzing magnet just #fie Rydberg target. Since the
primary source of the background was believed tdugethe overlap of the large residual
Kr®* primary ion beam with the Kt signal ions formed by Stark ionization in the
detector; separation of the Kiprimary ion beam from the Krion beam would
completely eliminate any potential overlap of ther@ary ion beam with the signal ions
formed in the Stark ionizer. In addition, the ungibn of this additional bending magnet
would reduce the amount of charged beam propagttinggh the apparatus, possibly

leading to a reduction of the stray electric fieRleducing the stray electric field would

lead to a reduction in the line width of the resaltransitions between specific high
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angular momentum states and a reduction of the koatipns arising in the analysis of
the resulting Rydberg fine structure pattern dustark shifting of the levels from their
zero field positions.

Nearly 20 years of research and development oRE®IS technique and
experimental apparatus culminate in this work wltleegproperties of the common
charge states of Th and U that occur in heavy eléetemistry are investigated. One of
the objectives of the research presented in thik was to construct a new apparatus that
included the new ECR and a few additional improvetsi¢o the overall design of the
apparatus to reduce background. Chiefly amongetimgrovements was the
introduction of an additional 15° charge selectimagnet after the Rydberg target. The
final objective of this work was to test the newagatus by investigating the fine

structures of TH and U* actinide ions.
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Chapter 2: Experimental Apparatus

2.1 Introduction and Overview of the apparatus

Description of the apparatus used in this reseiarblhoken up in this chapter into
four sections corresponding roughly with four brdawictions of the apparatus.
Photographs of the apparatus used in this expetiatershown in Fig. 2.1 along side a
schematic of the apparatus boxes highlighting tmeponent sections as they will be
grouped for discussion in the sections that follohne first section of the apparatus deals
with the creation and the selection of the ion bedime components encompassed in this
first hardware block are the ECR ion source, the gqwadrupole doublet electrostatic
lenses and the 20° bending magnet used for chacgmass selection. The second
section of the apparatus deals with the creatiaibgg states via charge capture from
the Rydberg target, the isolation of the beam o§ithat have captured an electron from
the target into a Rydberg state using a 15° bendiagnet, and the manipulation of the
populations of the Rydberg states using two eileredes, the pre-ionizing and re-mixing
lenses, that were constructed for this researdte third section consists of the €O
Laser Interaction Region (LIR) used for resonamitexion of the Rydberg states into
very high Rydberg states. Finally, the fourth secof the apparatus deals with the

detection of the highly excited Rydberg statessekective Stark ionization.
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Figure 2.1: Schematic of the RESIS apparatus. s€bgons of the apparatus, as grouped and discusfieeltext, are surrounded by
dashed boxes. Along the top of the figure is gmdian of the apparatus showing graphical depictidrike components contained
within the vacuum hardware shown in the photogrdggisw. The graphical diagram shows the pathlofothetical atom X with
charge q as it progresses throughout the appardtescompensator has been neglected in the figuarity. The interior of the

LIR assembly is shown in the photograph below ghlight the compensator and rotatable mirror usedaty the intersection angle
the CQ laser makes with the ion beam.



2.2 lon beam generation and selection

The ions studied in this work were produced usiig &Hz permanent magnet ECR
ion source manufactured by Xie lon Equipment imstbht the J. R. Macdonald
Laboratory (JRML) at Kansas State University. Tdosirce easily produces multiply
charged beams of any solid material that can estied into the ECR and attached to the
sputter cathode. The ion source was maintainedparhted by the staff at the J. R.
Macdonald Lab and in general very little was reggdiof the author to transport the
desired ion beam though the RESIS apparatus.

The ion beams used in this research were gendsgteputtering solid samples of Th
or U metal. In order to create a beam of posiiwdlarged ions first a small amount of
gas, called a seed gas, is introduced into thenalahramber. The Xe seed gas is
continuously fed into the plasma chamber duringaigen in order to sustain the plasma.
Then microwaves with a frequency of 14 GHz areditgd into the plasma chamber. The
frequency of the microwaves is chosen to matcltyletron frequency of the electrons
in the magnetic field provided by a strong permameagnet. The power of the injected
microwaves was typically between 6 and 14 W forgtuelies presented in this work.

The microwaves heat the electrons that are confmétk plasma chamber and these

electrons ionize the gas inside the plasma charfdrenjng positive ions.
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Figure 2.2: ECR Plasma chamber. The plasma crégtéte ECR is contained between
the end plate with the small hole and the backhefECR which has been removed to
take this photograph.

The positive Xe ions strike a target, called agpuarget. The sputter target for this
research consisted of a piece of either Th or Lhhazetd was shaped to fit within the

ECR plasma chamber, attaching by a small screietcathode feed-through and was

held at a negative potential relative to the plasiaputter target of Pb metal is shown

in the photograph in Figure 2.3.

Figure 2.3: ECR sputter target. The Pb sputtegetarshown mounted to the sputter
cathode using a small screw was used to test the IB generation capabilities during
the initial phases of this research. The rectargshape on the top of the sputter cathode
mount is the microwave waveguide used to inject nfierowaves into the plasma
chamber. The penny on the right hand side of tieqgraph is shown for scale. The
large copper back plate forms the back side ofBEG&R and mounts over the o-ring
shown in Fig 2.2.
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The sputter cathode is held at a negative potemiadive to the ECR housing. For
this work, the sputter electrode was typically hatighotential between -500 to -2000 V
depending upon the particular conditions insideBG& on a given day. When the ions
strike the cathode positive ions are ejected frioensputter target and enter the plasma.
The entire ECR assembly is held at a high posptential. The portion of the ECR
held at high voltage is highlighted in Figure 27#he high voltage is supplied by a
regulated Glassman model ER30P10.0-11 power suig. positive potential draws
the positive ions that are formed by the ECR’smlasut of the plasma chamber and
down the rest of the beam line. Just on the diiter of the extraction aperture is a set of
vertical and horizontal deflection plates that@ased to steer the ion beams as they exit

the ECR.

Figure 2.4: ECR ion source completely assembleme Wortlon of the photograph
surrounded by the red box is held at a positivemqal, relative to the rest of the beam
line that is grounded. This causes the positins ihat are formed in the ECR plasma to
be extracted from the plasma chamber. Combineldl thié exit aperture shown in Fig.
2.2 and the ion optics employed throughout the oéshe beam linek, an ion beam is
formed and transported to the RESIS apparatus wherexperiments took place.

25



Following the ECR ion source is a series of ionagpthat focuses and deflects the
ion beams for transport through the rest of theaggtps. Just after the ECR ion source,
shown in Fig. 2.4, a set of quadrupole doubletdsngere installed. These lenses, shown
in Fig. 2.5, consist of a series of eight electsothat are arranged around the ion beam.
In total there are two sets of these lenses inatiger for the entire RESIS apparatus, one
set just prior to entry into the 20° magnet anah theset just following the 20° magnet.
The second set of quadrupole doublet lenses hetsad ;iagnet coils positioned around
the lens assembly to provide additional verticdled¢ion of the ion beam if necessary.
The potentials on the first set of quadrupole Isngere typically 700 V and 1160 V for
the 150 keV 8" beam. For the 100 keV thbeam the first quadrupole lens had
potentials of 1200 V axis and 1300 V applied. $heond quadrupole lens had potentials
of 1150 V and 1200 V applied for thé lbeam and 1270 V and 1260 V for the"Th

beam.
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Figure 2.5: Quadrupole doublet lenses, extracteah the housings. The diameter of the
opening between the adjacent electrodes is 2. Hbbduter diameter of 5.75”, and a total
length of 6”. Each lens set was installed in &@h-flat tube with high voltage electrical

feed-throughs. The top image is a perspective ieat shows the assembly and
electrode arrangement and the bottom image is iah\agw of the lens assembly.
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After the ECR a 20° bending magnet separates theeaams generated by the ECR
by charge and mass. The 20° magnet operates junoction with a small 2 mm aperture,
located 94 cm from the center of the magnet andmealjust prior to the Rydberg target
and after the second quadrupole doublet lens|dw anly one beam of a given mass and
charge at a time to propagate throughout the raheaiof the RESIS apparatus.. Prior to
this magnet all the beams generated by the ECRrdkEss of charge and mass, are all
traveling along the same direction.

The principle of operation of the 20° bending magséairly straightforward. The
magnitude of the force an ion experiences in aaraat magnetic field perpendicular to
the direction of motion of the ion is given simftly,

F =qvB,
wherev is the velocity of the ion with chargeandB is the magnetic field applied. The
velocity of the ion is dependent upon the mas$efion,M;, the charge of the ion, and

the potential of the ECR/, by

The deflection angle required to pass the ion bémough the 2 mm aperture can then be

found to be related to the mass of the ion, chaageé,magnetic field by

Aezi i

V2, |,
whereL is the length over which the magnetic field issam@ and can be approximated
by the arc length of the magnet and is constarimRhe above equation the dependence
of the deflection angle on the charge and made#.c Thus, for beams of differing

charge and mass different small deflection angidwcur. By varying the magnetic
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field a spectrum of the beams is then generatéd nfagnetic field in the 20° magnet is
measured by a Hall probe that was mounted betwesecdils. The ratio dfl, andg as a

function of B can be used to identify the ion beams. A samplssnand charge analyzed
spectrum is shown in Figs. 2.6 and 2.7 below fohaputter target in a Xe atmosphere.
The two figures are shown to illustrate how the E€@Rditions, namely the power of the

injected microwaves, can vary the relative inteesiof the various charged beams.
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Figure 2.6: Spectrum of ion beams produced by tG& Bs a function of the magnetic
field in the 20° magnet. The beams are labeleibbyand also provided is the beam
current and the hall probe reading of the magriedid in the 20° magnet. The power of
the microwaves injected into the ECR was 6 W taawbtistribution of charge states
shown here. Some of the beams are unlabeled dotycl Figure is reproduced from
Book 12 page 71.
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Figure 2.7: Spectrum of the beams produced by @R Bs a function of the field in the
20° magnet. This spectrum is similar to the or@wshin Fig. 2.6. However, the power
of the microwaves has been increased to 22 W. dfiglower microwaves result in
hotter plasma temperatures creating more highlyzésh atoms, leading to the charge
distribution shown here. With the higher power moweaves the charge distribution is
now peaked toward the Xeand Xé" beams in this figure compared with Fig. 2.5 where
the charge distribution was peaked towards thepéak. This figure is reproduced from
Book 12, page 77.

Characteristics such as the mass resolution, pumetgcity, velocity divergence, and
angular divergence of the ion beams created b @i could impact the results of the

measurements presented in this work. The mashitiesp AM /M , of the beams can be
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estimated from the above figures from the full Wwitialf maximum of the TH peaks
since Th has only one isotope [18]. Estimatedhis fashion the mass resolution of the
apparatus is:

AM < 35
M

The velocity of the ion beam is of critical impartz in determining the Doppler
tuned laser frequency. Without careful calibratbdthe high voltage power supply used
to extract the positive ions from of the ECR, iingossible to know the final velocity of
the ions to the accuracy desired for the measureaie¢he fine structure energies. The
voltage output of the Glassman high voltage powepl/ as a function of the setting on
the high voltage dial was measured using a 1/10@0v0Gage divider and a Keithley
model 197 microvolt DMM with a >1 G input impedance. The resistor across which
the voltage is measured after the voltage divider 20 K resistor. The effects of the
input impedance of the Keithley DMM on the voltageasurement are negligible. The

calibration of the potential to the high voltagaldietting is shown below in Fig. 2.8.
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Glassman HV Dial
Figure 2.8: Calibration curve for the Glassman Higilitage supply used to supply the
acceleration potential for the ion beams used is #xperiment. This graphic is
reproduced from page 50 in Book 4.
The voltage divider, in combination with three Aggit model 34401A digital voltmeters
each with a >10 Q input impedance, was calibrated by Julie KeeldHer
measurements of the Nine structure pattern. The calibration of thétage divider was
carried out by observing the stage angle at whiehQQ laser was Doppler tuned to be
resonant with the eight Atransitions. The Doppler tuning of the £@ser is described
in Section 2.4. The properties of the" Asn were determined very precisely in a previous
microwave study [19]. Using the properties detewdipreviously the energies of the
transitions were calculated. The beam velocity pegbendicular intersection angle were
then adjusted to match the calculated transitioesgees with the observed stage angle of
the transitions [20]. The calibration of the vgkadivider determined that the potential

measured using the divider plus the Agilent DVM Wasger than the actual potential, as

determined by the beam velocity, by 0.31(8)%. Kbk#&hley meter measurements were
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consistent with the measurements reported by thie#gneters, thus the calibration
factor determined by Julie Keele was applied tocddération curve shown in Fig. 2.8 as
well. Thus, the terminal potential as a functidnhe HV dial settingDial, is given by:
Veer = 29923) [Dial
For day to day voltage measurements a hand-hefovalgage probe with a division
factor of 1/1000 was also calibrated. The 1/10@0 koltage probe was manufactured
by Fluke and is a hand-held model that plugs diyecto a Fluke Model 83 digital multi-
meter using a banana-plug. Table 2.1 lists thbredéd voltage measurements and the
hand held probe measurements. The first colunmthe lab book page where the dial
setting in the second column can be found and d@ne held probe measurement listed in
the last column. The third column lists the patdrdalculated from the fit to the
calibration plot in Fig. 2.8. The fourth columstk the potential calculated when the
calibrated fit of the potential is corrected by th8% underestimation of the Glassman
high voltage divider that was observed by Keeld.[Zllhe hand held high voltage probe
fortuitously agrees with fourth column in Table .2.The calibration of the power supply

potential ofV ., = 29923) [Dial matches within 0.04% of the hand held probe

measurements on the apparatus used for this exgraramhthe ~25kV potentials used for
the observations presented in this work. It wasdfore useful for convenient voltage

checks.
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Table 2.1: Measurements of the Fluke hand-held gltage probe at various dial

settings. At higher voltages the meter used tosoreathe hand held high voltage probe
switches scales again only giving two digits pas decimal. There is a clear
discrepancy between the third and fifth columnshe Tourth and fifth columns agree

much more closely, except at very low voltages.

Lab HV Dial 1/1000 HV Hand-
Book Setting held probe
and Page 2983*Dial (V) 2992*Dial (V) measurement (V)
12-093 1.340 3997 4009 4.015%10
11-005 5.00* 14915 14960 14.93%10
12-003 8.33 24848 24923 24.94%10
12-027  8.335 24863 24938 24.95%10
13-059 8.360 24938 25013 25.02%10
11-056 8.38 24998 25072 25.10%10

The velocity spread of the ion beam created byE@GR could be an important factor
in determining the lower limit of the width of thesolved transitions. An estimate on the
energy spread of an ECR ion source is given byaridras:

AE = 5qeV [22].
Using this scaling rule, for the Thexperiments carried out in this work, the energy

spread can be estimated to be ~20 eV. Thus tleeityebpread can be estimated to be:

v 10CkeV

Av < 20eV_ _ 002%

Another characteristic of the ion beam that isngportance is the angular divergence
of the ion beam. The 6 mm diameter aperture that the entrance to the detector sets a
limit on the divergence of the beam. Assuming thatbeam is focused to a point at the
2 mm entrance aperture to the apparatus and dwévdél the entire detector entrance
aperture located 170.2 cm away, the maximum divergef the beam is approximately
+1.8 mrad £0.10°) from center. These apertures also putdiontthe instability of the
beam pointing. The largest acceptance of the heaf10°, this implies that at most the

beam direction can change 59.10° from center. If the beam fills the entiredpre
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then the resulting image on the beam viewer woelditzular due to clipping of the
beam off of the edges of the aperture. The shhffeedeam imaged by a beam imaging
system at the end of the beam line always showatdhk beam is not diverging enough
to clip off the edges of the entrance aperturééndetector.

The width of a RESIS transition arising from thgalar divergence of the beam can
be estimated if the beam angular distribution amtidgenous width due to finite transit
time through the C@laser (described in Section 2.4) are the domisantces of width.
Assuming the beam distribution to be Gaussian tme@ution integral of two Gaussians
can be evaluated. Performing the integrationwtiagh of the resulting Gaussian is found

to be:

bTotaI = V bli +bl?-| ! (21)

where theb's in the above equation are related to the fudtlvhalf maximum of the
Gaussians by

b~ FWHM 2.2)
2.35

2.35%y is the full width half maximum arising from homagris sources, and 2. 35x

is the full width half maximum arising from inhom&geous sources. Equation (2.1) can
be used to give an indication of the angular digaog of the beam if the Stark width is
neglected. Typical angular full width half maximBRESIS transitions observed, when
the stray electric field was believed to be miniegizwas ~0.28°. A typical tuning rate
for the transitions observed in this experiment @88 MHz per stage degree. Thus the
0.28° FWHM can be converted from stage degreedremaency FWHM of 256 MHz.
The FWHM arising from the finite transit time otICQ laser is estimated to be 120

MHz typically in this experiment. Applying Eq. @.leads to the estimation that the
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beam FWHM is 226 MHz, or 0.25°. This seems raldngye considering the total
acceptance angle of the apparatus is at &@40° from center. This could imply that
there were other sources of width, presumably taekSvidth, that are contributing to the
homogeneous width of the transition. The estimatbe FWHM divergence of the
beam determined here can be viewed as an extrepee lipit. This upper limit is then
+0.125° from center.

Due to the nature of the ECR some of the sputtgradd Th metal is deposited on
the inside walls of the plasma chamber. This @arse recycling of the sputter material
when the plasma is present such that even whesptiteer target is removed, beams of
Th and U can still be present in the spectrum. ube close proximity in mass of the
two ions it is possible that there could b& present during the observation of thé'Th
spectra and TH present during the observation of th¥ Bpectra. In the case of the*Th
observations the ground state configuration 8fis®*H, [2] which would produce a very
complex Rydberg fine structure pattern. Whilerisolved Rydberg transitions irf U
would produce a very feature rich spectra, it calt contain a very prominent peak of
unresolved transitions between very hightates. This peak, referred to as the tigh-
peak throughout this work, would coincide closelytie intersection angle with the*th
highL peak. The same is most likely to be true fot @ontamination with &. The
ground state configuration of $his not known. However, the highpeak from TH*
would not be resolved from the dominarff High-L peak.

Another issue that arises in general with the RE&t8nique is the inability to
clearly distinguish between different isotopesh& same element in the beam, without

great effort. According to the NIST isotope datdd@horium metal exists solely as
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232Th [18]. According to the same database the neaimandance of U metal is 99.3%
238, 0.7%%*U, and a very small fraction 6#*U. For the U studies the Uranium metal
used was depleted of th&U isotope and therefore th&U was taken to be the only
isotope observed. Since both elements dominantyran one particular isotope the

effects of different isotopes on the observed Ryglliee structure spectra were ignored.

2.3 Rydberg state population creation

In order to selectively populate the higlRydberg states of interest a Rydberg target
is used. The type of Rydberg target used forvluegk has been used in many different
experiments [8,14,23] and well described in othésligations [15,24,25]. Only a basic
understanding of the Rydberg target was requirethi»experiments carried out in this
work. A brief description of the target and thelarlying principles of the target will be
discussed here.

The Rydberg target consists of a thermal beamhoéirum that is excited from the
ground state to a selected upper state. The théeaa of rubidium is first excited from
the 53/, ground state to the 5Pstate using a 780 nm New Focus Vortex diode laser.
The excitation from the 53 state to the 4, state is achieved using another New Focus
Vortex diode laser with a wavelength of 1529 nnine Tasers used in the first and second
steps of the excitation are locked to the transitrequencies by a pair of peak locking
boxes. The principle operation of the lock boxewidither the frequency of the laser
over a small frequency range while monitoring theant of fluorescence in a Rb vapor
cell with a photodiode. When the lasers are oanasce with their respective

transitions, a clear peak is seen in the trachebutput voltage of the photodiode on an
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oscilloscope. The peak lock box attempts to stadlgeapeak of the fluorescence by
adjusting the voltage supplied to the laser ditligs making small adjustments in the
frequency of the laser. The final step in the &timn, from the 4, state to theF,
state is performed using a tunable frequency Tp8ap laser. Figure 2.9 shows a
simple level diagram of the stepwise excitationesel from the Rb ground state to the

various final states that were used in this expenim
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Figure 2.9%°Rb excitation scheme used for the creation of thebRrg target used in this
work. Stepwise excitation from the ground statéhtv 40y, state is made using two CW
diode lasers at the frequencies shown in the figuree final excitation is made with a
tunable Ti:Sapphire laser. The frequency of th&dpphire laser is chosen to match the
resonant frequency between thes4Btate and one of the nF states shown. The spacing
between levels has been adjusted for clarity.

The Ti:Sapphire laser used in this experimentesstime laser detailed in Daniel
Fisher's dissertation [15]. When the Ti:Sapphager frequency is tuned the final
transition in the excitation scheme a blue floreseeis observed. This mirrorless maser
transition has been described previously [24] aasllieen observed for all target final

states used in this research. The blue emissioid @ monitored by a phototube and
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used to trim the frequency of the third laser, whicas otherwise free-running. In
practice it was simpler to trim the third lasemfuency by monitoring the CEM DC level
in the Rydberg detector, since the background Wwaserd if the target was off. The
transition frequencies to the final targét state from the 44) state used in this work
had been previously determined by Fisher [15]. famsition frequencies used for the
Rydberg target in this work are reproduced in T&bkfor reference. The Ti:Sapphire
laser light is transported to a small optical scefavhich is mounted to the side of the
target chamber on the beam line through a singléenoptical fiber.

Table 2.2: Rb final state transition frequenciesdus this work. The frequency of the

final transition was measured using a Burleigh MMI&-20 wave-meter when the blue
mirrorless maser transition was observed.

Final Target state Predicted Frequency {tm Measured Frequency (¢h
8F» 12614.37 12614.38
9F 12976.13 12976.15
10F, 13234.76 13234.78
11F 13426.05 13426.08
12F, 13571.49 13571.51

The unique advantage of having a Rydberg targét avielectable final state over
other experiments where the final state of theetiaigyfixed is that the distribution of
states which capture an electron from the targfirto Rydberg states can be tailored to
match the current ion beam of interest. The capturss section can be predicted using
a Classical Trajectory Monte Carlo code develope&bn Olson [26] to model the
capture process between rubidium and Rydberg idhs. same code is described in
detail in Daniel Fisher’s dissertation [15]. Usithg CTMC simulation the capture cross
section of the excited electron into a given Rydtstate with principle quantum number
n can be estimated as a function of the fifaktate of the target. These simulations

were used to estimate which final target state dipubduce the largest resolved RESIS
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signal. Figure 2.10 shows the distribution of tapture cross sections into a givefor
the 10F, 12F, and 14F targets for &Tibn travelling at a velocity approximately 0.1%
the speed of light. It was shown by Huatal.[25] that the capture cross section drops

off rapidly when

wherev is the velocity of the ion beam in atomic ungss the charge of the ion beam,
andnr is the target state. Although this behavior watsstirdied in detail in this work, it
was an important consideration taken into accolr@mdeciding upon which target

states to use.
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Figure 2.10: Capture cross section as a functianfof various target states for 100 keV
Th*. As the target state increases, the peak ofapeie distribution increases towards
highern as well, yet the total capture cross section dsaeslightly. The 10F target was
used in the observations presented in this work.
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The Rydberg target is contained in a six way stamisteel cross with 10” Con-Flat
ports on the ends and four ISO-100 flanges arraagaehd the middle. The ion beam
enters through a 2 mm aperture; the 2 mm apesuapproximately 0.50” from the beam
of rubidium to ensure that the ion beam intersestis the Rydberg target. The target
chamber can be thought of in three sections. ®Wwer section of the target is where the
rubidium is heated. This lower section consista wéssel for the containment of the
supply of rubidium and a band heater element t@nap the rubidium metal. The inner
band heater used is an Omega MB1A1A1A1l heateidhattall, a 1” inner diameter,
and a resistance of 14D Typically, the heater was run at a power of\&.30 yield a
Rydberg target that provided a capture ratio ofd@%reater. Below this section is
mounted a diffusion pump which provides the vacunhis lower portion of the target
chamber. The thermal beam of rubidium is collidateough two ~3 mm holes in the
top of the rubidium containment vessel and therocdsing of the lower target region.
This outer casing serves to isolate the contandneaeuum in the lower target chamber
where the rubidium is heated from the relativeBacler vacuum above. A schematic of
the lower target region is shown in Fig. 2.11. ®©léer shell of the target is heated by a
second heater that is an Omega MB2A1A1A1 band heatkis typically operated with

a potential of 19 V. This outer heater is usegdrgvent clogging of the upper hole in the

lower section. Typical pressure in the regionhef target chamber wax107°T.
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Figure 2.11: Schematic of the lower target regi@chematic is not to scale but shows
the basic construction of the Rydberg target arel ghparate regions in the target
chamber.

43



The section above, the middle section, is whereathéeam and excited rubidium
beam intersect forming Rydberg states. The optiaedware necessary for the excitation
of the thermal rubidium beam is mounted on a 2’ gptical table that is mounted to the
target chamber using 80-20 hardware. A photogodphe optical table layout for the
excitation of the rubidium is shown in Fig. 2.12lwihe paths of the three CW lasers

used in the excitation highlighted. The upperoags simply a stainless steel surface

cooled by liquid Nitrogen that collects the Rb vapothe target region.

To Rydberg Target chamber

Figure 2.12: Optical layout used to excite the riedr plume of Rb. The arrows
correspond to the different lasers as identifi&tie first two lasers are combined using a
beam splitter. The Ti:Sapphire laser is simplyns$gorted using an optical fiber. The
three lasers all intersect at the center of thegRime in the target chamber. The optical
table is attached to the support framework usingrivanual motion stages which provide
easy adjustment of the vertical and horizontal tpwsiof the point of intersection of the
three laser beams. This adjustment allows for maaiion of the target position to
maximize the RESIS signals. The lasers labeledndLL?2 in the figure correspond with
the transitions shown in Fig. 2.9.
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Following the Rydberg target is a charge analynragnet. This particular magnet
has a bending angle of 15° and a radius of cureatiu24” which operated in conjunction
with a 0.50” diameter aperture located 20.3 cm hédythe end of the end of the magnet
to separate the beam of Rydberg ions formed ifRifaberg target from the ions that did
not capture an electron. The principles of operatif this magnet are identical to that of
the 20° mass and charge analyzing magnet justth&dfCR ion source. The tuning of
the magnetic field required to steer the primargrbeéhrough the 0.50” aperture at the
exit flange of the magnet can be derived in theesaranner as that for the 20° analyzing
magnet. Once the magnetic fieR],required to transport the primary beam is knolen t
magnetic fieldB’, required for the transport of the Rydberg ionmbehrough the

remainder of the RESIS apparatus can be deternhindae simple relation
=98,
g-1

In much the same way as for the 20° magnet, agtialle was installed between the two
poles of the 15° magnet to measure the magnelit fie

Following the 15° charge analyzing magnet is aerab$y containing two Einzel lens
assemblies. Just prior to the pre-ionizer andxenttinzel lens assemblies is a set of
plates arranged to the left, right, top, and bottdrthe ion beam path. A balanced
voltage can be applied to these plates formingextre field just prior to the entrance
aperture into the first Einzel lens. These platse to finely steer the ion beam through
the lens assembly. A cutaway view of the pre-imgand re-mixing lens assembly is
shown in Figure 2.13.

The first Einzel lens in the assembly, the prezong lens, focuses the beam for

transport while also ionizing any ions in the Rydpleeam that have captured an electron
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in a highn state. Very higmm Rydberg states are ionized in the RESIS detextorder

to observe the RESIS signals. The pre-ionizatiotne$e very higimstates eliminates
the initial population in these states, signifi¢gméducing the background in the
observation of the RESIS signals. The field inghe-ionizing lens ionizes any Rydberg

states with

3
[
F

nz

whereF is the field in the pre-ionizing lens in atomidtgrand Q is the charge of the ion

core [15].
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Figure 2.13: CAD schematic cutaway of the Pre-imgzand Re-mixing lens assemblies.
The ion beam enters from the right hand side optge and exits on the left hand side of
the page. The electrodes are mounted on staislesk support posts and spaced using
0.50” ceramic spacers. The posts are insulateh tlee high voltage lens electrodes
using Mullite sleeves. The assembly is a modiiccabf a Colutron model 200-B lens
system. Electrodes colored in yellow are heldigh lwoltage and electrodes colored in
grey are grounded internally.
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Following the pre-ionizing lens assembly is a secBmzel lens that also serves to
focus the beam for transport. A SIMION simulatafithe axial electric fields present in
the pre-ionizing and re-mixing lens assemblieh@®s in the bottom of Fig. 2.14 for
typical potentials used in this work. The pre-ong and re-mixing lenses are intended
to repopulate the lowdr Rydberg states that might be resolved by lasdtagan in the
LIR. The repopulation mechanism is explained mftillowing chapter and is

accompanied with data testing the function of gresés.
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Figure 2.14: SIMION simulation of the fields presém the Pre-ionizing and Re-mixer
lens assembly when a potential of 10.5 kV is appte the Pre-ionizing lens electrode
and a potential of 4.0 kV is applied to the remixiens electrode. The effective lens
distance, the ratio of the maximum E-field to tluégmtial applied, of the two elements is
2.4 cm for the pre-ionizing lens and 1.1 cm for t&enixing lens. The x-axis is relative
to the SIMION potential array’s origin, shown irettop figure start.
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2.4 Laser Interaction Region

Following the Remixer lens is the Laser Interactmyion (LIR), a critical device in
the RESIS technique. In the LIR a Rydberg stath wandL is excited to a much
highern’ state withL’ =L £ 1 through the use of a G@ser. The CQlaser is
convenient to use in this application because etthsely spaced lasing lines that are in
a range of frequencies that are close to the Rgdib@nsition frequencies betweemand
n’, as illustrated in Fig. 1.2. The available pofvem the CQ laser is typically high
enough to saturate the transition. The probalmlitgn excitation of an atom passing
through a Gaussian beam can be modeled by emplogmegdependant perturbation
theory for a simple two level system. A derivatafrthe transition probability for an
atom excited by a TEW}p laser beam has been given by C. R. Quick and Bryant
[27]. In the small field limit the excitation dfi¢ transition probability for an excitation

from statenj, L> to p', L> is given by

P, ,= ﬂ(z—;jz{%}(% [T dn, L|Z|n', L'))2 exp{—%(w’ ~w,)’ Erz} : (2.3)

wherewy is the waist of the Gaussian laser beafr) is the distance from the center of
the laser beam at which the intensity drops leyaldistance from the waistE, is the

peak electric field at the beam waibtis the transit time through the G@ser beam

waist, (n, L|Z|n', L) is the matrix element representing the dipolesitaon between the

two states and is evaluated with the aid of Eq.76id Ref. [28],a is the center

frequency of the transition, ard is the driving frequency of the excitation fieid this
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case the Doppler tuned frequency of the,@Ser. The transit time through the £O
laser beam waist is given by

— WO
v$ind

Int

(2.4)

wherev is the velocity of the ion beam aii; is the intersection angle formed between
the CQ laser and the ion beam. An interesting featurhisfline shape is that its width
depends om and not orw, the laser beam radius at the point of intersectildre

typical power for the C@laser used in the studies carried out in this weak 10 W and

isin a TEMypmode. The electric field is related to the &ser powerP, by

4/ P
= _ 2.5
s = e (2.5)
In EQ. (2.5)nis the wave impedance given by
n= Mo ' (2.6)

&, [N
wheren is the index of refraction of the material in whithe Gaussian wave is
travelling. In MKS unitsy = 376.73Q. The waist of the CQaser isng = 0.9 mm

according to the laser documentation, implyingetdfof 770 V/cm at the typical power

of 10W. The diameter at the point of intersectigth the ion beamg, is given by

W(2) ZJW{H(%@ ] . 2.7)

The distance from the output lens of the,d&3er to the intersection point with the ion

beam in the LIR is 62.3” (0.1582 m). For the tghi€O, laser wavelengths used in this
work the diameter of the spot, given by Eq. (2§),.1 mm. The transition probability

given in Eq. (2.3) neglects the effects of poweraoiening and saturation on the
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transition. A typical value of 3710]Z| 73L1) in TH"", taking the RMS value over all

possiblem’s, is 0.4182 a.u. Taking the 10W typical powearthhe transition probability
in EQ. (2.3) is found to be 19.5, well above satara All the transitions in this work
were in the saturation regime according to Eq.)(2.3

A diagram of the LIR is shown in Figure 2.15. TR is constructed from a 6” con-
flat 4-way cube. Initially the C@laser beam enters the region nearly perpenditu e
direction of propagation of the ion beam througte®e window. The laser beam is then
reflected off of a gold mirror at an angle. Thenari is attached to a rotatable post. By
rotating the post the angle at which the refle@€d beam intersects the ion beam is
varied, a small bent piece pfmetal is attached to the opposite wall prevenfumther
interaction of the C@laser with the ion beam by deflecting the lasembeff towards
the top or bottom of the LIR. The rotation of fhast on which the mirror is mounted is
controlled by a Newark Model 496 rotation stagdie Totation stage is controlled by a
Newark PMC200-P control module. This control medetn be either locally controlled
using the interface on the front panel of the dewcconnected to a PC via GPIB

interface, allowing for remote control using a piag written in LabVIEW 8.2.
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Figure 2.15: Schematic of the Laser Interactioni®egLIR). This diagram shows the
construction and layout of the LIR as viewed frdme top down. Not shown is the
metal shielding present inside the LIR.

As stated previously, and depicted in Fig. 2.15y#nying the angle at which the GO
laser intersects the ion beam the fixed frequerafitise CQ laser can be smoothly tuned
over a range of frequencies exciting resonant iians from specific high angular
momentum Rydberg states into much higher Rydbeitgst The laser frequency, as

seen from the reference frame a Rydberg pnis given by

VL
i

Calculation of the Doppler-tuned laser frequendigseupon knowledge of the velocity

1+ Bcodd,, ). (2.8)

V=

of the ion beam relative to the speed of lightthe rest frequency of the laser, and
Oint. The velocity of the ion beam was determined dneful calibration of the
accelerating potential as described earlier in¢hagpter. The intersection angle of the

CO; laser with the ion beam is related to the angtensed by the computefigiage by an
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offset,d, the angle at which the G@aser is reflected exactly perpendicular to the io
beam by
Bl =90° — 2(Bsge—6.) (2.9)

The calibration of the angle measured on the mtattage at which the G@aser is
perpendicular to the ion beam is a critical in deiaing the Doppler tuned frequency of
the CQ laser. The Doppler tuned laser frequency in tetermines the fine structure
energy. As a result of the importance in deterngrihe fine structure energies of the
Rydberg fine structure spectra studied in this wbik important that the value 6f; is
known accurately. An error in the determinatio®g@bf 0.05° can lead to an error in the
determined fine structure energy of approximat&ywHz or more depending upon the
velocity of ion beam being studied. The calibmatad 6 is described in Chapter 3.

Since the velocity of the ion beam is known prdgiseie to careful calibration of the
accelerating potential arfthis known, a spectrum with respect to the energigihce
between the hydrogenic frequency of a particulatldRyg transition and the Doppler-
tuned CQ laser frequency can be generated by slowly varthegntersection angle. A
single resolved RESIS transition is shown in Fid6Zelow to illustrate this. For each

point the angle of intersection of the £€@ser with the ion beam was adjusted by 0.10°.
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Figure 2.16: TR (37, 8) — (73, 9) resolved transition. The bottomxis is the difference
between the C© laser's Doppler-tuned frequency and the hydrogemansition
frequency between the n = 37 and n’ = 73 Rydberel$ein TH* and the top x-axis is the
intersection angle made between the Doppler tur@dl&er and the ion beam.

The sources of width of the resolved RESIS trams#tj such as the one shown above
in Fig. 2.16, can combine the homogenous widtrsrayifrom individual atom and
inhomogeneous width arising from the differencesvben atoms. Sources of
inhomogeneous width include the width due to thguéar and velocity spread of the ion
beam. Since there are two different tuning maguasesl, if the velocity of the ion beam
is significantly different over the profile of then beam this would be manifested as an

increased angular divergence of the ion beam. ahigelar divergence of the beam was

estimated earlier in this chapter to be approxitg&@l25° at maximum; this is most likely
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an over-estimate of the divergence of the ion be@he width in frequency due to the
maximum angular spread in the beam can be detednbindifferentiation of Eq. (2.8),
AUpgyreas =V [BIDOBING,,). (2.10)
For typical beam velocities relative ¢af 0.001 and intersection angles of 70°, the width
of the transition due to the angular spread obigem is 113 MHz. The width of the
resolved RESIS transition due to the velocity spredcs) = 002% 3, of the beam can

be determined by

AV, g =V, Ach )|cos(6?im ) (2.11)

vspread —
P C

For the typical beam velocities and intersectiogles studied in this work the width of
the transition due to the velocity spread of thanbés 1.9 MHz. This source of width is
then completely negligible.

However, the homogenous sources of width suchhassgectral width of the GO
laser, the natural linewidth of the transitionnga width due to the finite interaction time
between the C@aser and the ion beam, and Stark broadeningtsftecthe transition
also contribute to the total width of the resoNRIESIS transition. Of these four possible
homogenous sources of width the transit width alatkSroadening of the transition are
dominant. The natural linewidth [29] of statesitghly explored in this work is
approximately 0.08 MHz. The width of the trangitidue to the finite interaction time

between the C&aser and the ion beam can be calculated from

AUs it = 0375{5\/—'8} sin(6,,) (2.12)
0
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wherecgis the velocity of the ion beam in MKS units amglis the waist of the laser.
For a typical@, of 70° and beam velocity of X80° m/s for the TA" ion beam, the
transit width is calculated to be 113 MHz.

The width due to Stark broadening of the transibgrexternal electric and magnetic
fields has typically been a limiting source of Widh past studies using the RESIS
technique. The stray magnetic field which couldduce a motional electric field in the
LIR was reduced to a negligible level by the induasof p-metal shielding inside the
LIR. The full width of the high- RESIS transition due to the linear Stark eff@&eistark
can be estimated as half the separation betwedwthextreme Stark eigenstates [15,28]
and is given by

AE(au.)= 3”(22;1) F, (2.13)

whereF is the magnitude of the field in atomic units & the charge of the ion core.
Efforts to reduce the stray electric field due ¢mtact potentials were made in by careful
consideration of the materials used in the constmof the LIR [15]. Despite the best
efforts to minimize them, stray electric fields geat within the LIR as large as 100
mV/cm were observed. Electric fields of this magde can result in a number of
complications of the RESIS optical spectra as alre$ Stark interactions between the
different Rydberg levels. Chiefly among these éssis the rise of significant Stark
induced broadening and shifts in the upper stadegses of a resolved RESIS transition
from the zero field position, which in turn comltes the analysis of the resulting fine
structure observations. This is discussed fuith&hapter 4.

By reducing the stray electric field in the LIRn&sS believed that any semi-resolved

RESIS transitions on the side of the higkransition would become nearly fully resolved
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due to the reduction in the unresolMediansition’s line width. Also a reduction in the
stray electric field present would reduce the Stadkiced shifts of the upper state
energies, eliminating a potential additional comgtiion in the analysis of the fine
structure observations. A device was construaeadduce the stray electric field present
in the LIR by allowing for the creation of an oppusfield with arbitrary x, y, and z

components. This device is detailed in Chapter 3.

2.5 RESIS detector

The Rydberg ion beam then passes into the RES&stdetregion after exiting the
LIR. The detector region consists of two 10” diaeneon-flat tubes that have a total
length of 28”. Contained within the stainless ktebes is a series of electrodes that
make up the Stark ionizer, deflection plates thatused to direct the ion beams onto the
Channel electron multiplier, and a beam imagingesys The detector region used in this
work is similar to the region described in detaiDaniel Fisher’s dissertation [15]. The
difference between the detector region describddbimel Fisher’s dissertation and the
detector region used in this work is the inclusibtwo additional modifications. These
modifications are described in detail in ChapteTBe basic operation of the detector
will be described in this section. A general ovenwschematic of the initial detector
assembly used for this work is shown in Figure 2.Ilie beam enters on the left hand
side of the image through a 6 mm aperture. Thdeam then passed through the Stark

ionizer, the operation of which is described below.
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The ions formed in the Stark ionizer and any remagimons are then deflected by a pair
of steering electrodes into the detection elect®tocated at the end of the detector as
indicated. The CEM was attached on the top pedtkd 2.9” above the horizontal, the
beam imaging system was located in the lower pod,a Faraday cup is used to monitor
the ion beam current was mounted on the middle port

The purpose of the detector is to detect Rydbertgsthat were resonantly excited by
the CQ laser in the LIR. To accomplish this, the ionsttare excited by the GQaser
are ionized by the Stark lonizer, energy taggedifferentiate these ions from ions of
similar charge formed by other processes, defleatetically to differentiate these ions
by charge from ions that had not been ionized énStark ionizer, and collected on a
CEM. A closer view of the of the Stark lonizeratede arrangement is shown in Fig.

2.18.

/— Detectar entrance

| [ ]
SR

Lens Electrode

Horizontgl Steering Plates

Horizontal Steering Plates

Figure 2.18: Detailed picture of the Stark lonieéctrodes. The electrodes labeled P1,
P2, P3, and P4 are all spaced by 2.5 cm [15]. €dions to the P1, P2, P3, and P4
electrodes exist to the outside of the vacuum clearabd are made using 5 kV SHV
connections. The P5 electrode is grounded intgtnalThere are also external
connections for the vertical and horizontal stegphates that are used to deflect the ion
beam and the lens electrode that may be used tis the beam.
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For this work the Rydberg ions that were highlyiesactby the CQlaser enter the
detector region and are ionized by an electridfpgbduced by applying a potential to
the P3 electrode in the Stark lonizer. The Stankzier was set up in what is known as
that “Long Gap Stripper” configuration. In thisrdayuration a potentiaV, s is applied
to the P3 electrode, a potential of\2/3sis applied to the P2 electrode, and\1&kis
applied to the P1 electrodes. The P4 electrotteeis grounded. The electrodes can also
be energized in an alternate “Short Gap” strippemgement to achieve higher ionizing
fields if necessary. This alternate arrangemedetailed in Fisher’s dissertation [15].
The separation between adjacent electrodes ig2,.fhplying that a potential of 1000 V
on the P3 electrode results in a 400 V/cm fielthmlong gap stripper.

The electric field in the Stark ionizer is tunedisuhat it Stark ionizes all Stark states
with a particular principle quantum numbyein the region between the P3 and P4
electrodes. For ions entering an electric fiembdtically the lowest energy Stark states

ionize at a field approximately given by

3

F(a.u.)=%q— (2.14)

n*’
whereF is the field in atomic units. The highest eneg&grk states ionize in a field

given approximately by

3

F(a.u.)=§%. (2.15)

It was shown by D. Fisher [15] that the field sugigd by Eq. (2.14) nearly
maximized the size of the RESIS excitation sigridie field in the Stark ionizer was
tuned by applying potentials to the P1, P2, aneélB&rodes to nearly match the field

recommended by Eq. (2.14) in the gap between trenB34 electrodes in order to be

60



certain that all of the Rydberg ions excited by @® laser were being ionized and
collected. The field prior to the P3 electroda imctor of three smaller, and it should not
ionize any of thenr-states.

A schematic of the potential applied in the Stankizer electrodes used in this work
and the resulting electric field is shown in Figl2to illustrate the operation of the Stark
ionizer and resulting energy change of the ionséat by Stark ionization. The ions
enter from the left side of the figure and pastheoright. At first the ions enter a region
of electric field that is a third of the field radged to ionize the levels of interest. This
field is below the lower limit for ionization of Riperg states with a particulargiven
by Eg. (2.13). Once the ions pass the P3 electraaéeld rapidly changes, becoming
three times stronger; strong enough to ionizehallRydberg states with a given In this
way all the ions of principle quantum numimgr excited by the C@laser, diabatically
ionize in the stripper and experience a changenietic energy given by
AKE = Aq [V,

rippers WhEreAq is the change in the charge of the ion as a reéult

ionization in the Stark ionizer.

As mentioned previously, the ions formed by StarkZation are then directed into a
CEM at the end of the beam line by a set of hotaloend vertical electrostatic deflection
plates. The horizontal plates apply a small défbean the horizontal plane to finely
steer the ion beams into the CEM or BVS. The damiimleflection is in the vertical
direction into the CEM. The vertical deflectiontb& ion beam is proportional to the
charge and inversely proportional to the kinetiergy of the ion beam. In this way the
ion beams are separated in the vertical planesofiéitector by charge and energy. The

ions formed by Stark ionization in the field betwdbe P3 and P4 electrodes are tagged
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by an increase, or decrease, in kinetic energysapdrated from other ions of the same
charge and mass. Since, due to pre-ionizationg Steould be no Rydberg states in the
beam able to be ionized at this field, unless exldity the C@laser, this technique

should be background free.

Detector
Entrance P1 P2 P3 P4 P5

6000 -
5000 A
4000 -
3000 -+

2000 -

Potential (V)

1000 A
0 -4
1000
500 -
0 e [
-500 -+
-1000 o
-1500 o
-2000
-2500 -+
-3000

Electric Field (V/cm)

0 2I lll (:3 EIS lIO lI2

Position in stripper (cm)
Figure 2.19: Schematic of the potential (middledl atectric field (bottom) in the Stark
lonizer that was used in this work to ionize the 73 levels in TH". The field between
the P3 and P4 electrodes is three times the fiette region of the stripper between the
entrance and the P3 electrode. When the ionstapped of a highly excited Rydberg
electron by the stronger field in this region thametic energy is increased by 6 keV, in
this case.
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Chapter 3. Apparatus Evaluation Data
Described in this chapter are four devices thaewenstructed to improve the
experimental apparatus and the calibration of #rpgndicular intersection angle of the
CO; laser. Since each of the sections presentedsithiapter are separate, an outline of
the chapter is provided below.
. Section 3.1 describes the theory of enhancing tienpially resolvable
lower L Rydberg populations by Stark regeneration in agow element. This
section also provides data evaluating the effeth®ire-mixer lens on the size of
the resolved RESIS transitions with respect tahilgh-L signal. A small
enhancement is observed.
. Section 3.2 describes the reduction of the stragtet field in the LIR
through the use of a device constructed duringthese of this work. This
section also presents data evaluating the effews® of this device in
compensating for the stray electric field. Studiethe excitation linewidth
yield estimates of the limiting sources of linewadt
. Section 3.3 provides details of the calibrationceture used to determine
the perpendicular intersection angle of the;GB8er with the ion beam.
. Section 3.4 describes the modifications to the REfsgitector that were
developed in an attempt to reduce the backgrouhathais the dominant source
of noise in the experiment. Data accumulatedfatsrihe source of the

background, a fundamental limitation in this expent.
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3.1 RESIS transition enhancement

After the 15° magnet are two einzel lenses. Theatibe of the second of these
lenses, which is located just before the Laseradcteon Region (LIR), is to repopulate
the shorter lived lowelr Rydberg states that could be resolved by the RERIgique
by exchanging population with the longer lived legh Rydberg states. The Rydberg
states studied in this work have an approximaggimife obtained from the transition rate
of the free decay of a state. This transition fate state with a give@, n, andL can be

estimated using the formula developed by Changfi@0Ohydrogen-like states:

108x10°Q*

AR (s o8

(3.1)

For a typicah = 37,L = 9 state that was resolved in thé"‘Téxperiment Eq. (3.1)
estimates a lifetime of 141s. The transit time between the Rydberg targetiaad IR
was approximately 3.As. This implies that only ~17% of the initial pdgtion in the
(37, 9) state is left to be excited by the d&ser. The very high (37, 36) state in TH
has a lifetime of 24.4s, implying that ~88% of the initial population lpresent at
the LIR. Since thé& = 9 state was very well resolved by the RESISngke in this
work it would be beneficial then to repopulateld it = 9 state with populations taken
from higher longer lived states to enhance theadigize.

The mechanism of repopulating the shorter livedeldwstates with some of the
population of the longer lived highkrstates to enhance the RESIS signal is referred to
as Stark regeneration. It is based on a combmati@diabatic and diabatic changes to
electric field. The limit determining if the chaggyin the electric field are either adiabatic

or diabatic with respect to a certain state arisgs the adiabatic theorem. The adiabatic
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theorem states that if a system begins in an eiginand if the electric or magnetic field
is varied slowly then the system will remain in #genstate that evolves continuously
from the initial state [31]. The critical time $eas:

h
CO0—, 3.2
crit AE ( )

At
whereAE is the energy separation between adjacent eigesstH the Rydberg ions
enter the electric field in the re-mixing lens dadiically, meaning that the time that is
required for the magnitude of the electric fieldbcome large enough to Stark mix a
particular @, L) level into the Stark manifold is much longer tidg;;, the state will
evolve adiabatically into a Stark eigenstate. Thiethe electric field changes polarity
faster tham\ti; the transition will be diabatic and the Stark gyenf the state will be
reversed. Finally if the electric field is redudedzero adiabatically the lowerlevels
will be regenerated.

The conditions that must be met then for Starkmegaion of a particular lowér

state to occur are given by:

Atmix >> h =Atcrit (33&)
AE
and
ho_
Atswitch << AE - Atcrit (33b)

wherelAtyix is the time required for the field to change frarnero field to a field
sufficient to mix thed, L) level into the Stark manifol@tswitch iS the time over which the

polarity of the electric field is changed, aftd is the zero field energy deviation from
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hydrogenic of a particulan(L) state. The field required to Stark mixml() Rydberg

state is given by Eq. (2.11),

)= 3n(n-1) F

AE(au L
2Q

(2.11)

In this application of Eqg. (2.11E is the energy deviation of a particular (n, Lesta
from the hydrogenic energy. In the case of the @5tate in TH: Aty = 0.07 ns and
Fmix = 3.6 V/cm.

The Stark regeneration technique can be understmod clearly with the aid of Fig.
3.1. Figure 3.1 is an example of the Stark eigagastas a function of electric field for
then = 5 states in hydrogen. The actual states ofstuidy,e.g.then = 37 levels in T,
are much more complicated but analogous. Let sisnas that the lifetime of the states
in Fig. 3.1 depends upon Eg. (3.1), ignoring the faat the P-state lifetime is shorter
than the S-state lifetime in Hydrogen. Let us @ssume that the states are equally
populated initially and allowed to decay so theydapon in the loweL statesl. =0, 1,
and 2, is negligible while there is a significapnpplation remaining in the = 3 and 4
levels. In zero electric fielah, L, andm are all valid quantum numbers and the
populations in the various states are isolatetieir individual states. We then turn the
electric field up in intensity to 200 V/cm slowlgllowing the states to evolve
adiabatically into Stark eigenstates and with elesrghown on the far right hand side of
the figure. In an electric field no longer becomes a valid quantum number, indtead
electric quantum numbenrs andn; are used [28]. The electric quantum numbers are
related ton andm by

n +n,+m+1l=n. (3.4)
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The quantityn; —n, can be used, in conjunction witlito describe theng —n,, m)
Stark eigenstate. The population initially in the 4, m = O state that evolves into the
(4, 0) Stark state is shown at (a) with a red sgjaad the population initially in tHe=
3, m= 0 state that evolves into the (2, 0) Stark seaghown at (b) with a blue circle.
Then the polarity of the electric field is changagidly, meaning that wave function
remains unchanged as the electric field changes Jibis causes the populations that
were in the (4, 0) and (3, 0) Stark states to b&cked into the (-4, 0) and (-3, 0) Stark
states, shown as the red square at (c) and bitle air(d) in Fig. 3.1 respectively. The
Stark eigenfunctions are distorted and therefoss@ss electric dipole moments. If the
electric field changes sign rapidly then the sigthe Stark energy changes sign. The
electric field is then reduced to zero slowly, @aling the populations which are now
shown at (c) and (d) in Fig. 3.1 to evolve adiatzly into then = 5,L = 0 and 1 states.
In this way the populations of the shorter livedido L = 0 and 1 states have been

regenerated by the longer lived higher 3 and 4 states.
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Figure 3.1: Graphical depiction of the= 4,L Stark levels in Hydrogen.

68

State State

(@) m(4, 0) (4, 0)

(3, 1) 4, 1)

(b 2, 2) 4, 2)

2,0) (3,0)

(1, 3) (4, 3)

@1 3, 1)

0,2 (3, 2)

= Eo, o; (2,0)

(-1, 3) (3, 3)

(-1, 1) (2,1)

| (-2, 2) (2,2)
(d) -2,0) (1, 0)
(-3, 1) (1,1)
© (-4, 0) (0, 0)

-200 -100 0 100 200 300
Field (V/cm)

400



4000 A

Electric Field (V/icm)

-4000 Re mixer lens

axial field

80 100 120 140 160
Distance from end of re-mixer (mm)

Figure 3.2: SIMION simulation of the longitudindéetric field through the center of the
re-mixer. The beam enters from the right hand sidihe page and passes to the left, as
indicated by the green arrow.

Models of the electric field present in the re-mgiens using SIMION were carried
out for the typical potential of +4000 V that wamphed to the re-mixer during the ¥h
observations. A plot of the axial electric fietdthe region of the re-mixer in SIMION is
shown in Fig. 3.2. The magnitude of the transvetsetric field as the ion passes
through the remixer when the ions are slightlytb# center axis must also be considered

when determining if the condition for Stark regextiem has been met in the re-mixer.

The transverse electric field as a function ofadise from the center of the remixer lens
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is shown in Fig. 3.3. The transverse field clebdgomes larger than the 3.6 V/cm
required to completely Stark mix the (37, 9) stat&h®* very rapidly as the distance
from the center of the re-mixer is increased slighFigure 3.4 is a plot of the minimum

electric field in the remixer as a function of radiistance.
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o (&)

1
(63}
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-0.04 -0.03 -0.02 -0.01 0.00 0.01 0.02 0.03 0.04

Transverse distance in Re-Mixer (mm)
Figure 3.3: SIMION simulation of the transversectie field in the re-mixer lens as a
function of the radial distance. The transverstel field becomes large enough to
Stark mix the (37, 9) state at a very small distafx®©.01 mm) from the center of the re-
mixer lens. The radius of the re-mixer lens isr@r8.
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Figure 3.4: Calculated minimum electric field irethemixer as a function of the radial
distance. The radius of the re-mixer lens is 603. m

The minimum electric field becomes greater than\8@n at a radial distance of
only 0.01 mm away from the center. The simulatiohthe electric field present in the
re-mixer suggest that the field vector in the rexgnirotates around from one direction to
the opposite while the entire time, for a majodfythe ion beam, the (37, 9) state in*Th
is Stark mixed. A small distance from the cenfa@he re-mixer lens the field vector
rotates about, changing polarity in the axial dieg in a length of 0.05 mm. In this
situationAtsiich = 0.17 ns. This indicates that the change iml fgglarity is neither slow
enough to be adiabatic nor fast enough to be d@ab#&he time required for the electric
field produced by the re-mixer lens to become greidtan the 3.6 V/cm required to Stark
mix the (37, 9) state in Phis Atmx = 15 ns. This indicates that the ions in the beater

the re-mixer lens adiabatically, pass through antat field that changes polarity at an

intermediate rate, and exit adiabatically. A san#énalysis of the pre-ionizing lens
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determines thahtsyich = 0.18 ns andtmix = 46 ns. This indicates similar behavior. If the
ions pass through both lenses in this manner, gmhancement of the lowkrsignals
might be expected.

Tests of the enhancement of the 9 level in TR were conducted by examining the
amplitude of a resolved RESIS transition compar#h that of the high- peak. A
sample scan with the re-mixing lens on is showhign 3.5(a) and with the lens off in
Fig. 3.5(b). Table 3.1 lists the results of conmpgthe ratio of the resolved RESIS
transition to the high- transition. An enhancement of the= 9 signal by 29(7)% is
observed.

A much simpler picture of the enhancement of alvesbRESIS transition starts with
the assumption that the populations are scramigexss all the different’s as the ions
pass through the pre-ionizing lens, radiativelyageduring the 11.43 cm between the
two lens elements, and the populations are themdaled again when passing through
the re-mixer lens. The enhancemdif, in the RESIS transition that is then predicted is

EF = glmsi/7(QnL) (3.5)
whereltyansit iS the transit time between the two lenses #@Qgn,L) is the radiative
lifetime of the state. Using this simple model aximum enhancement of the (37, 9)
transition in TH" of 27% is expected. Measurements found thatetmixer lens
enhanced the (37, 9) — (73, 10) transition by 2%9§7)The maximum enhancement
predicted in the simple model is surprisingly clés¢he ~29% enhancement observed,
despite the conclusions that the fields in the reemand pre-ionizing lenses do not

change sign rapidly enough to implement diabatitchiwng.
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Figure 3.5: TR (37, 9) — (73, 10) transition, (a) with the re-inix lens on and (b) with
the re-mixing lens off. The amplitude of the resal peak on the right hand side of the
graph was compared with that of the unresolvgutak on the left hand side. This was
taken to be a sort of normalization for when theniging lens was turned off due to the
additional focusing effects of the re-mixing lens the beam. The unresolvedpeak
was fit to a three parameter Gaussian, and is slgvihe black points. The red triangles
are the (37, 9) — (73, 10) transition multiplied 1y for clarity and this peak was fit to a
four parameter Gaussian since the offset in theergbd signal amplitude is a larger
fraction of the signal size in the resolved sigresde.
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Table 3.1: Measured ratios of the (37, 9) — (73, tfdhsition in THA" to the high-L
transition. The second column is the ratio oftifgh-L transitions to the resolved RESIS
transition while the remixer lens was held at A0 K he fourth column is the same ratio
observed with the remixer lens turned off.

Remixer lens on Remixer lens off
Run ID SHL)/SL=9) Run ID SHL)/SL=9)
13-015 1.781(100)% 12-145 1.326(251)%
13-016 1.606(93)% 12-146 1.358(270)%
13-017 1.797(111)% 12-148 1.563(327)%
13-085 1.590(50)% 13-018 1.473(125)%
13-090 1.510(40)% 13-019 1.199(111)%
13-115 1.140(50)% 13-086 1.050(90)%
13-118 1.330(50)% 13-087 1.100(80)%
13-131 1.250(60)% 13-088 1.060(50)%
13-134 1.153(55)% 13-089 1.060(50)%
13-135 1.298(46)% 13-116 0.980(50)%
13-AVG 1.520(100)% 13-119 1.030(50)%
13-133 1.076(48)%
Weighted 1.38(6)% Weighted 1.07(3)%
Average Average
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3.2 Reduction of the Electric field in the LIR

The presence of a stray electric field in the LéRults in complications to the
analysis of the resulting Rydberg fine structure ttuStark induced broadening of the
transitions and shifting of the upper state energie the KF* experiment there was an
electric field approximately 100 mV/cm presentwés believed that the large field
could be related to the large amount of residuahaty Ki°* beam propagating through
the LIR. Thus, the addition of the 15° magnet wiaelduce the stray electric field by
preventing the large residual primary beam froneeng the LIR. Also, in Dan Fisher’s
dissertation the stray electric field present i thR was dealt with by applying a small
bias potential to the mirror and post assemblydmshe LIR.

The inclusion of the 15° magnet did not elimindie $tray electric fields present in
the LIR. A stray field approximately 60 mV/cm wiasind to still be present. Applying
a potential to the mirror and post assembly didefiatinate this stray electric field.
Thus, to reduce the complications in the analysestd the stray electric field, a device
was constructed that came to be called the “congteris The compensator was
intended to apply a small electric field in an &y direction in order to cancel the
existing field within the LIR. The compensator swts of a series of eight electrodes
arranged in two rings of four inserted within th&kL Figure 3.6 shows the CAD
drawing of the electrode ring assembly and retgining used to keep the electrodes in

place inside the LIR.
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Figure 3.6: CAD drawings of the electrode ringstioé electric field compensation
device.

The small electrodes and the support ring usedaioninthe electrodes inside the LIR are
made out of aluminum. The small electrodes ard teethe outer ring by a pair of 4-40
nylon screws. The spacing between the electroaiéshee outer support ring is
determined by a 6-40 nylon nut slid over the mawnscrew. The electrical connections
between the electrodes forming the electric fielchpensation device and the electrical
feed-through are made using a length of 24 gaugmeled magnet wire attached to the
electrodes using a 6-32 screw. Figure 3.7 shogfsotograph of the completed electrode
assembly inside the LIR. The arrays are spacesf nside the LIR. This spacing was
chosen by the physical constraints inside the iR ta keep the reflective surfaces of

the electrodes as far away from the 0&3er beam as possible.
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Figure 3.7: Completed electrode ring assembly ef cbmpensator device. The axis
shown in the bottom left of the figure correspondth the axes of the compensator’s
control box. The z-axis is pointing out of the pagrhe nearest electrode arrangement in
the photograph is the referred to as the downstiaaay and the farthest arrangement on
the opposite side of the LIR is referred to asupstream array.

The compensator produces an electric field in ey applying a small voltage to
the array of electrodes. A voltage is appliechelectrodes in three principle axes,
arranged in a right-handed coordinate system asegkin Fig. 3.7. The positive z-axis
of the compensator is aligned anti-parallel todimection of propagation of the ion
beam. The y-axis is oriented towards the bottotm@RESIS apparatus and the x-axis

of the compensator is oriented towards left as gtfwvom the ion beam. The

arrangement of the axes of the compensator antt@edabels are shown in Fig. 3.8.
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Beam

X

Figure 3.8: Graphical depiction of the arrangenwdrthe axes of the compensator. The
electrodes are labeled using two letters. Thet fetter designates p$tream and
Downstream and the second letter designates th&goosiop, Bottom, Left, and_Rght
(e.g. UT for_Upstream ©p, DB for Downstream Bttom).

The control panel for the compensator consistirefet different knobs that adjust the
potentials applied to the electrodes. An eledtschematic of the control panel for the
compensator is shown in Fig. 3.9. The arrangemiethie electrodes as shown in Fig. 3.8
allows for a field to be oriented along the y araxes as shown by applying a balanced
potential to top and bottom electrodes or thedaft right electrodes. To produce an
electric field along the z-axis the balance betwienupstream and downstream sets of
the electrode rings is adjusted. The control dirglwown in Fig. 3.9 also allows for any

arbitrary combination of balanced potentials ondleetrodes to create a field with

arbitrary x, y, and z components.
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Figure 3.9: Compensator control electrical circulthe two letter codes on the far right
hand side of the diagram correspond to the eleetdas$ignations in Fig. 3.8. The color
coded x, y, and z on the far right hand side offitpere correspond with the potentials
applied to the electrodes for reference. The pglaf the potential is indicated by the
superscripted + or — on the upper right.
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A SIMION simulation of the compensator and LIR asbly was constructed to help
understand the characteristics of the completarasye The uniformity of the electric
field produced by the compensator electrodes casthbeacterized by applyingtd V
potential to the electrodes in the x, y, and zalioms as well as applying a 1 V potential
to the post and mirror assembly and examining thg and z components of the
resulting electric field.

Figure 3.10 is a series of plots of the x, y, ambmponents of the electric field
through the center of the LIR and compensator aslsewhen a balanced potential £f
V is applied to the x-axis electrodes of the conga¢or. From Fig. 3.10 it can be seen
that the field mostly lies in the X-plane of thengmensator and varies dramatically
throughout the LIR. Figure 3.11 is the same sarigdots except witik1l V is applied to
the y-axis electrodes of the compensator. The dshavior in Fig. 3.11 is observed; the
dominant field lies in the same plane as the emedyelectrodes and varies widely
throughout the length of the LIR.

Figure 3.12 is another series of plots of the xgnd z components of the electric field
when a potential afl V is applied to the z-axis electrodes of the cengator. In this
case a majority of the field lies along the z-aas expected; however, the variation
throughout the LIR is much less than the previases. Instead of the field changing
from ~0.17 V/cm at the edges to nearly zero at #meer the electric field from the
compensator is now much more uniform, only varyagg-40% from the maximum

occurring near the electrode edges to the centidredfIR.
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X, Y, and Z components of the electric field in tH® when £1 V is applied
to X-axis of the compensator
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Figure 3.10: Plot of the x (top), y (middle), andkbottom) components of the electric
field when a potential ol V is applied to the x-axis electrodes of the cengator. For
reference the center of the LIR is indicated witteé dashed line. The blue dashed lines
on either side of the center line indicate the sdgehe compensator electrodes. The x-
axis is the position in the LIR. The beam ent¢i@ mm and exits the LIR at 200 mm.
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X, Y, and Z components of the electric field in tH® when £1 V is applied

to Y-axis of the compensator
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Figure 3.11: Plot of the x (top), y (middle), andbottom) components of the electric
field when a potential ol V is applied to the y-axis electrodes of the cengator. For
reference the center of the LIR is indicated witteé dashed line. The blue dashed lines
on either side of the center line indicate the sdgfehe compensator electrodes. The x-
axis is the position in the LIR. The beam ent¢1® mm and exits the LIR at 200 mm.
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X, Y, and Z components of the electric field in tH® when £1 V is applied
to Z-axis of the compensator
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Figure 3.12: Plot of the x (top), y (middle), andbottom) components of the electric
field when a potential atl V is applied to the z-axis electrodes of the cengator. For
reference the center of the LIR is indicated witte@ dashed line. The blue dashed lines
on either side of the center line indicate the sdgfehe compensator electrodes. The x-
axis is the position in the LIR. The beam ent¢1® mm and exits the LIR at 200 mm.
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X, Y, and Z components of the electric field in tH® when +1 V is applied
to the mirror and post.
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Figure 3.13: Plot of the x (top), y (middle), andkbottom) components of the electric
field when a potential of 1 V is applied to the rmir assembly inside the LIR. For
reference the center of the LIR is indicated witte@ dashed line. The blue dashed lines
on either side of the center line indicate the sdgfehe compensator electrodes. The x-
axis is the position in the LIR. The beam ent¢1® mm and exits the LIR at 200 mm.
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Figure 3.13 is the final series of plots of the/xand z components of the electric
field components throughout the center of the LiRewa potential of 1 V is applied to
the mirror and post inside the LIR. In this casefield lies primarily in the XZ plane.
The maximum magnitude of the electric field magiéwenerated by the mirror is nearly
a factor of three smaller than the maximum fieldegated by the compensator electrodes
with the same potential applied.

What can also be seen from the figures is thatiéfek produced by the X- and Y-axis
of the compensator is very non-uniform. The fieldhese axes varies from a maximum
magnitude of ~0.18 V/cm near the electrodes to peano in the center. The field
produced by the Z-axis of the compensator is mucreraniform, only decreasing by a
factor of ~2 in the center from the maximum eledtietd located near the electrodes.
The field could be made more uniform by simply nmgvthe electrode arrays closer
together in the LIR. Improving the field uniformivould then come at the expense of
usable Doppler tuning range in the LIR.

The compensator was constructed during a studyeoP Rydberg fine structure
[23]. This was a convenient time to test the camspéor using an ion beam with known
resolved RESIS transitions. The study was cawigdy examining the Rydberg
spectrum of the = 20 — 83 transition in Pb This transition was chosen becausenttre
83 upper state was approximately 2.5 times morsitpamto the effects of Stark
broadening when compared with thie= 53 upper state that was used in the study®f th
Pb" fine structure.

When the compensator was initially installed irite LIR a spectrum was observed

with all of the compensator electrodes held at patential. The resulting spectrum is
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shown in Figure 3.14(a). The first obvious thingbtice about this spectrum is that
there are very complex line shapes occurring digddk mixing of the_’s in then’ = 83
upper state. An example of this mixing can be sed¢he far right peak that is labeled
(20, 9) — 83. The full width half maximum of tH&0( 9) — (83, 10) transition centered at
~1700 MHz is 434 MHz, suggesting a stray electetdfof ~40 mV/cm. The full width
half maximum of the higlh-transition is 641 MHz.

The compensator was then activated by applyinglgo#ntials to the electrodes
creating an opposing field with x-, y-, and z-ac@gnponents. The potentials applied to
the electrodes were adjusted by initially obsentimgsignal abE = 0 MHz. The signal
at this location was minimized as much as possiflece that was accomplished it was
observed that there was what appeared to be s@oletien between the unresolved-L
and the (20,11) — (83, 12) transition at 550 MHhe process of minimizing the signal at
550 MHz was then repeated and the potentials applithe X, y, and z directions finely
tuned. This procedure was considered completed wieeresolved transitions could not
be narrowed any further. At this point the fieldsabelieved to be minimized as much as
possible and a final spectrum was taken, showngn3=14(b), for comparison with the
previous spectrum. In Fig. 3.14(b) the resolvaddition on the far right is now
Gaussian in shape and has a full width half maxinfionly 170 MHz, or an angular
full width half maximum of 0.39°. The width of thmresolved- peak has been reduced

to 271 MHz with the reduction in electric field.

86



10

(@)
% o
" il
— - L
£ 61 F % (20,9) - 83
> d ‘;p‘
g’ 7 : fd ﬁ
& # s =
n 2 A = s =
j_J L I ]

L F Voo

0 500 1000 1500 2000
AE =v,' - E° (MHz)

10

b
(20, 11) - (83, 12) ()

z 2 : (20, 9) - (83, 10)
c - i
5 .o
g /
= 4 i
c
2
« b/
2
0 - .-:n:: - Eadnygpangddt F L TP TR ITTTT

0 500 1000 1500 2000
AE =v," - E° (MHz)
Figure 3.14: Comparison of the resolution of RE8#sitions in 20 — 83 Phwith the

compensator off (a) and then tuned to minimizefigdd (b). The plot in (a) is from scan
#10-073 and the plot in (b) is from scan #10-074.
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As discussed in the previous chapter, there amr stiurces of width besides Stark
width that contribute to the width of the resonasaeh as widths due to the angular
divergence of the ion beam, velocity spread oftd@m, and from the finite transit time
through the C@®laser. If the angular divergence of the beant ssrmaximum 0.25°, as
discussed in Chapter 2, then the contribution ¢ontldth from the angular spread of the
beam is less than 109 MHz. The width contribufrom the estimated 10 eV velocity
spread of the beam is 3 MHz and the contributiotihéowidth from the finite transit time
through the C@laser beam is 52 MHz. As discussed in Chaptdre2tdtal linewidth of
the transition is the quadrature sum of the lin¢fvimbntributions from the individual
sources of linewidth. In this case the resultmigltlinewidth is estimated to be 121 MHz
at most.

An estimate of the electric field can be obtaingdliagonalizing the Stark
Hamiltonian. A program was adapted from existiogtfan code that simulates the
composite line shape of the resolved RESIS tramstince the zero field linewidth of the
transition is known. Given a zero stray electiatd linewidth of the transition of 121
MHz, the 434 MHz fitted FWHM of the peak in Fig 8(&) results in an estimate the
electric field to be ~40 mV/cm. In Fig. 3.14(b) thé0 MHz linewidth results in an
estimate of ~10 mV/cm for the stray electric field.

Since the source of the stray electric field isunaderstood, transitions on either side
of & were studied. The two transitions that were stidin PB were the n = 20 to 83
and n = 20 to 84 transitions. The first transitvees shown in Fig 3.14 before and after
minimizing the stray electric field. The 20 — 84risition is shown in Fig. 3.15 (a) before

and (b) after adjusting the compensator to minintieestray electric field. Table 3.2
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lists the dial settings on the compensator cofttoal that were used to minimize the line

widths of a variety of transitions studied in tleaicse of this work.
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Figure 3.15: Comparison of the resolution of RE8#sitions in 20 — 84 Phwith the
compensator off (a) and then tuned to minimizefigdd (b). The plot in (a) is from scan
#8-116 and the plot in (b) is from scan #9-119
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Table 3.2: Compensator settings used to minimieditie widths of the n = 20 — 83 and
20 — 84 transitions in Pband the 37 — 73 and 38 — 79 transitions if*ThThe row
labeled as interaction position gives the distanaaillimeters from the center of the LIR
at which the C@beam intersects the ion beam. A positive valdecates the transition
took place upstream, closer to the ECR ion souwand, a negative value indicates the
transition took place downstream, farther fromHB@R ion source.

" _ Pb’ Pb Pb’
Transition and lon: 50-83 20 _83 20—_84
Scan ID # 10-073 8-114 8-117
Compensator Axis
X (V) 1.75 0.48 0.29
Y (V) -0.91 0.28 0.00
Z (V) -0.53 -0.58 0.38
Mirror and Post (V) 0.00 0.70 0.90
Interaction position (mm) 18 18 -37

Simulations of the electric field as a functionpaisition were carried out using the
values for the compensator voltages that are listd@ble 3.2. The x, y, and z-
components of the electric field at the locationhaf interaction of the Doppler tuned
CO; laser with the ion beam are listed in Table 3r2lie different transitions studied.
The last two rows in Table 3.3 can provide impadrtdues as to the source of the stray
electric field in the LIR. For clarity, the eleictfield vectors listed along the last two
rows of Table 3.3 are plotted in Fig. 3.16. liniguing that the electric field seems to
always point towards the rear of the LIR and hgyereximately the same size on all
three dates.

Table 3.3: Components of the electric field in Lthie. The last two rows are the
magnitude in the XZ-plane and the angle from th&tp@ Z-axis of the electric field.

" _ Pb' Pb’ Pb’
Transition and lon: 50—83 50— 83 50— 84
Scan ID # 10-073 8-114 8-117
Interaction position (mm) 18 18 -37
dVv/dx (mV/cm) 23 35 31
dVv/dy (mV/cm) 12 -3 0
dv/dz (mV/cm) 29 45 -61
|Ekz (mV/cm) 37 57 68
Direction 38° 38° 153°
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Figure 3.16: Plot of the electric field vectorsetatined from SIMION simulations of the
LIR and compensator assembly. The scan ideniidicatumbers are provided next to the
vectors for reference with Table 3.6. The x-aeigresent the position through the LIR,
the beam enters at 0, off to the left hand sidihefpage, and passes through from left to
right. The length of the arrows in the figure esponds with the magnitude of the
electric field listed in Table 3.6.

From the tests of the compensator with th&iPWwas shown that the compensator can
minimize the stray electric field present in thé&kLIExamination of the Rydberg
transitions on either side @f using Rydberg transitions in Pbuggest that the source of
the stray electric field is constant and directealards the rear of the LIR. The motional
field from the earth’s magnetic field is approxielgt0.3 Gauss near the apparatus. This

magnetic field would result in a motional elecfiigld approximately 40 mV/cm. Itis

unlikely that the motional electric field is theusoe of the stray electric field because an
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electric field of this magnitude would only be pasif there was zem-metal shielding
inside the LIR. Another possible source of striegteic field could be the result of a
contact potential between the gold mirror/aluminuost assembly in the LIR and the
surrounding LIR housing. This could produce aremdl electric field even though the
post is externally grounded. Efforts to eliminttes type of field by putting a bias
potential on the aluminum post might have failed ttwinadequate electrical contact

between the mirror and post assembly.

3.3 Calibration of the stage angle

As mentioned in Chapter 2, the angle recorded éytmputer from the rotation
stage is related to the intersection angle betwleeiCQ laser and the ion beam by an
offset anglef. This angle represents the angle on the rotatage at which the
reflected CQ laser beam propagates exactly perpendicular tmtheeam. Roughly, an
error in the determination @f, of 0.05° will lead to an error in the determinacef
structure energy of ~ 45 MHz or more, depending upervelocity of ion beam being
studied. Thus, it is critical that the valueéfbe known accurately in order to precisely
determine the fine structure energies and corraipgrproperties of the positive ion core
being studied.

In order to accurately determifiethe Rydberg fine structure of'Sivas observed
and analyzed using previous determinations of tbpepties of Si' [14]. These
properties were measured with great accuracy ubmgiicrowave RESIS technique and
are reproduced in Table 3.4 from Ref. [14] for refeee. The microwave RESIS

technique is different from the optical RESIS tdage in many different ways. A full
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description of the technique is provided in Ericeo®’s dissertation [11] and is beyond
the scope of this work. However, it is importamtbte that the microwave technique has
an advantage over the optical RESIS techniqueantkie observed energies of the fine
structure transitions are independenfofand depend only upon the microwave
frequency. As a result of this the microwave RE®IGnique is capable of determining
the Rydberg fine structure energies with at leastraer of magnitude greater precision
than the optical RESIS technique and corresponglimigher accuracy in the determined
properties of the positive ion core.

Table 3.4: Si properties determined using the microwave RES#Brtigue and the long
range polarization model.

Si* Property  Value [14]
g 11.666(4) a.u.
Og - 6Bq -53.6(6.2) a.u.

The S Rydberg fine structure transitions observed i #ork were transitions
betweem = 19 andh’ = 51 or 52 with beam velocities wic = 0.00078455. These two
transitions were chosen due to their relatively lgyper stat@, which are insensitive to
the effects of stray electric fields that coulddvesent in the apparatus. Simulations of
the effects of stray electric fields on the upgatesenergies involved were carried out by
diagonalization the resulting Stark Hamiltonian aetermining the resulting line shape
from the eigenvalues using a Fortran90 prograned&atarkWin that was developed by
the author. The calculations carried out showatlttihe upper states involved in this
calibration of thegsangle were insensitive to even moderate values &y slectric field
of 100 mV/cm. As a result of this, the energy cdmittions due to stray electric fields in

the upper state fine structure energies were niegleg this analysis.
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Examples of typical optical RESIS excitation spaetre shown in Fig. 3.7 for both
the ST transitions used in determinidg. Each spectrum was fit to a standard Gaussian
function using SigmaPlot 2001. The resulting ftteenters for each observation of the
Rydberg fine structure for Sare given in Table 3.5.

The Sf fine structure was observed seven times, eachréswving three transitions
between specific high-Rydberg states to average out the effects of dinatuations in
the ion beam trajectory in the final determinatid,. Fluctuations in the beam
trajectory and the CQaser frequency would slightly change the staggeaand add to
an uncertainty in the value 6f; determined in this method.
Table 3.5: Fitted centers of the resolved fie structure transitions observed using the

optical RESIS technique. The errors listed areutheertainty in the position determined
by a four parameter Gaussian fit to the observgads.

Transition , L) — (0, L")
Data File (19, 10) - (19,9) - (19,8) - (19,100- (19,9 - (19,8) -

(51,11) (51,10) (51, 9) (52,11)  (52,10) (52, 9)

12-089 - - - -10.351(4)° -9.542(5)°  -8.014(8)°
12-090 - - - -10.335(5)° -9.534(6)°  -8.007(9)°
12-095 - - - -10.357(7)° -9.543(9)°  -8.043(13)°

12-095B - - - -10.373(7)°-9.568(10)° -8.042(15)°
12-091  12.679(7)° 13.513(10)° 15.124(16)°  -- - -
12-093 12.568(8)° 13.374(8)° 14.966(13)°  -- - -
12-094  12.558(7)° 13.355(8)° 14.949(13)°  -- - -
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Figure 3.17: Observed S{a) 19 — 51 and (b) 19 — 52 fine structure tramsst used in
determining the perpendicular intersection anglthefCQ laser with the ion beam. The
x-axis represents the angle of the rotation stageralling the angle the mirror makes
with the ion beam as recorded by the computer.
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The accurate determination the dipole polarizabdftthe Sf* ion and contributions
to the Rydberg fine structure energies proportitmat ®> using the microwave RESIS
technique allows for accurate computation of the Structure energies using the long
range polarization as described in Chapter 1. Aattid contributions to the energies of
the resolved transitions arise from interactionthefenergy levels with other Rydberg
series and the relativistic energy of the Rydbéegteon that was ignored in the
derivation of the effective potential model. Thesatributions to the energy of the
resolved fine structure transitions are added iadalsoccorrections to the energy used to
calibrate the stage angle and are discussed iil ghetalation to the polarization analysis
of the TH* ion later in this work. Table 3.6 summarizesdhtulated fine structure
energies using the parameters determined in eariestigations of the SRydberg fine
structure [14], the higher order contributionste energy of the fine structure
transitions, and the final transition energy usedalibration of the intersection angles.

Table 3.6: Calculated fine structure energies 6ft@insitions observed to calibrade.
The second column lists the energy contributionsutated using the parameters in
Table 3.2 and the long range polarization modeblu@n 3 and 4 are the small energy
contributions arising from the relativistic enenigypored in the derivation of the effective
potential model and second order energies resuitomg the mixing of adjacent Rydberg
levels. Column 5 is the sum of columns 2, 3, and Ke final column lists the calculated
laser frequency required to excite the given ttaorsi

Transition AEP! AERE  AEFT AETR g

(n, L) —(n’, L") (MHz)  (MHz) (MHz) (MHz) (cm™)

(19, 10) — (51, 11) 918.20 21.26 0.21 939.67 104601

(19, 9) - (51, 10) 154959 25.18 0.68 1575.45 11PH3

(19, 8) — (51, 9) 2756.58 30.03 2.42 2789.03 1(BH72

(19, 10) — (52, 11) 920.11 21.34 0.21 941.66  10E316

(19, 9) — (52, 10) 1552.62 25.27 0.68 1578.57 1658(

(19, 8) — (52, 9) 2761.60 30.14 2.42 2994.16 10526
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A value offy was determined by insisting that the observedeangl the Sifine
structure transitions listed in Table 3.5 corresfamhwith the calculated fine structure
energies listed in Table 3.6. Thedetermined from each resolved transition in this
fashion is shown in Table 3.7. A valuetbfwas determined from a weighted average of
the values listed in Table 3.7. Taking the weidhdgerage yield8;= 1.076(2)°. The

reducedy? is 39, presumably due to beam pointing instabitityd thus the error bar was

expanded by 6.2. A value 6f=1.076(12)° was then chosen.

Table 3.7:0;determinations obtained by requiring that the res®IRESIS transitions in
the Si+ Rydberg spectrum correspond with the catedl fine structure energies. The
errors listed are the errors determined by theffihe resolved transitions to a Gaussian.

Transition , L) — (0, L")

Data File (19, 10) - (19,9) - (19,8)—- (19,10)0- (19,9 - (19,8) -

(51,11) (51, 10) (51, 9) (52,11)  (52,10) (52, 9)

12-089 - - - 1.049(4)° 1.062(5)0°  1.099(8)°
12-090 - - - 1.065(5)° 1.070(6)°  1.106(9)°
12-095 - - - 1.043(7)°  1.061(9)° 1.070(13)°
12-095B -

- - - 1.027(7)° 1.036(10)° 1.070(15)°
12-091  1.194(7)° 1.216(10)° 1.257(16)° - - -
12-093  1.083(8)° 1.077(8)°  1.099(13)° - - -
12-094  1.073(7)° 1.058(8)°  1.082(13)° - - -

3.4 Detector modifications and sources of backgtoun

As previously mentioned, in the Krstudy a background was present which was the
primary source of noise in the RESIS excitatiorcgpen. It was believed that the
background could have been due to the presencmigbble Rydberg levels that were
previously emptied by the pre-ionizing lens or frima incomplete resolution of the
Stark ionized and energy taggedKions from the residual primary ¥rions and other
Kr®* ions had been formed from other processes. Témsees of background led to the

idea to install a 15° charge analyzing magnet #fteiRydberg target, separating the
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residual KP* ions from the K¥" ions formed by charge exchange with the targegure
3.18 shows the profile of the U beams in the deteafter installation of the 15° magnet.
Notice that there is a large beam present wittséme charge and energy as tf5& U
beam. This was quite a surprise since thiedgam is well resolved from thé’lbeam
by the 15° magnet. When the detector is tunegbtionally detect the signal ions, a
background more than an order of magnitude latgar the signal is present, as Fig. 3.18
shows. Moadifications to the detector were madanmttempt to reduce the background.
Indicated in Fig. 3.18, by the blue dashed lingheésvertical deflection potential at
which the ions ionized in the Stark lonizer woukdlbcated when a potential of +5000 V
is applied to the stripper electrode. The sigaificsize of the €J regenerated primary
ion beam dwarfs the signal ion beam in the deteetsulting in a significantly reduced
signal to noise in the RESIS spectra. A figure efitrthat can be monitored easily is
ratio of DC to signal. Ideally, using the RESI8hrique, this ratio should be ~1. In Fig.

3.18 this ratio is ~25.
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Figure 3.18: Profile of 90 keV U and U* beams entering the CEM in the RESIS
detector. This figure is taken from scan #MH8-15the regenerated primary®Uion
beam is half of the magnitude as th& tharge transfer beam. The x-axis represents the
deflection voltage applied and the y-axis is theMCIBC voltage output when a potential
of -1300 V was applied to the CEM. The red trisgcorrespond with the signal
detected by the lock-in amplifier for referenceheTpeak of the maximum signal from
the 55 — 104 transition inWis not clearly resolved from the regeneratéd ptimary
beam, increasing the background.

The CEM DC measured as a function of the rate®fdhs,R, entering the CEM is
given by
CEMDC(V)= Ry e10°Q, (3.6)
whereg is the gain of the CEM when -1100 V is appliedie CEM anck is the electron
charge, when the electrometer set to a resistari@& ®hms. The rate of ions entering

the detector when the G@aser is on is

I:'2Laser0n = RBG + RS (37)

and when the CQaser is off is
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RLaserOf‘f = I:QBG ! (38)
whereRgg is the rate of ions entering the detector whiahtigbute to the background and
Rsis the rate of ions entering the detector whichticbute to the signal. A typical time
over which a single data point is collected is 2@siring that 20 second time the £€0
laser is blocked for a total of 10 s. The differein the number of ions entering the
CEM between when the GQaser is on and off\N, is a measure of the RESIS signal
and is given by:

AN =N 456100~ Niaserorr = (RLaserOn_ RLaserOff)D'OS: Rs 0s, (3.9)
whereN| aseroniS the number of ions entering the CEM when tiserdas onNaserofiS the
number of ions entering the CEM when the laseffiSRpaseron@NdR_aserorrare the
corresponding rates, aid is the rate of ions entering the CEM that contietto the
signal. The uncertainty in the number of ions wttenlaser is on or off is the square

root of the number of the number of ions enterimgdetector,

aLaserOn = aLaserOff = V RBG ElOS ’ (310)

sinceRgs >>Rs. The error in the differenasN, o, , is given by

Ty =+/Ro (205, (3.11)

The error inRs, g, can then be obtained from Eg. (3.9) and (3.1d)isugiven by

R, [20s
O.=—"—— 3.12
s 1Cs (3.12)

The error in the measured CEM DC can be expressed a
0y (V)=0, Hen’Q. (3.13)

In the limit thatRsg >> Rs Eqs. (3.6) and (3.12) imply
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oo \/CEMDC(V)@ e10°Q
c ,

(3.14)
which is then an expression for the noise as atiomof the CEM DC. One missing
value in Eq. (3.14) is the gain of the CEd/, A study of the noise, as estimated from the
scatter of the signal in the y-channel of the loctlmplifier, as a function of the CEM
DC was conducted to determine the valug wfith beams of &, B&*, and PB* and to
obtain an estimate for the shot noise [21].

The shot noise is a lower limit on the noise tlmatld be expected for a given amount
of CEM DC. The black points in Fig. 3.19 correspan the observed noise level as a
function of the CEM DC. All of the points shownhig. 3.19 have been adjusted to a
collection time of 20 seconds and for a CEM potdrdf -1100V. The shot noise limit
can be obtained by adjusting the parameterachieve predicted valuesmfin Eq.
(3.14), that are consistent with the lowest poamtghe graph. Other sources of noise will
increase the noise level. The red triangles cpoed with the calculated from Eq.

(3.14) withg fixed at 5000. In this way the shot noise limit20 seconds as a function of

the CEM DC with a CEM voltage of -1100 V was detereal to be:

Tpe =+ 1602x10°° V [CEMDC(V) . (3.15)
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Figure 3.19: Noise level as a function of the CEK.D

As mentioned previously, the energy tagged ionséat by Stark ionization in the
stripper and those formed by other processes cmilte fully resolved in the CEM, as
shown in Fig. 3.18. To observe the Rydberg finecstires of the Fr-like actinide ions it
was required that a modification to the detectardimng be devised and implemented that
would increase the energy resolution of the detecitde modification consisted of a
piece of custom vacuum hardware that tilts the lzddcke detector upwards at an angle
of 8°. This small elbow and revised detector aunfation is highlighted in red in the
center of Fig 3.20. The upward tilt of the deteabareased the vertical deflection of the
ion beam necessary to be incident upon the CEMttaBe9”. The doubling of the
vertical deflection corresponded to nearly a twiotHiacrease in the vertical separation
between all the beams at the entrance to the CEMreduced background in the

observed in the RESIS spectra.
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The increased energy resolution of the new tiltetgctor that was used in this work
is demonstrated in Figure 3.21 and clearly showsékolution of the ions formed by
Stark ionization in the stripper from those fornigdother processes. The signal ions
occur at 2430V and are well separated from thenegeed §* primary ions at 2300 V

and from the U ions at 2780V.

| 5+
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Pre-ionizing Lens potential: -9.0 kV Re-mixing LePstential: -3.0 kV
Figure 3.21: Profile of the 90 keV°Uand U* beams entering the CEM after installation
of the ~8° vertical tilt in the detector. This frguis reproduced from scan #MH11-003.
The CEM had a -1500 V potential applied for thiofje. The blue dashed line
corresponds with the location predicted for the-5202 U* signal ions formed by Stark
ionization when the stripper electrode is held potential of +5600V.

To avoid any complications that could arise dutheounknown beam at 2600V the
positive power supply that supplied the potentahie stripping electrodes was changed
to a negative power supply so that the signal issmto would appear on the opposite side
of the regenerated primary beam. The profile efibams in the detector after changing

the potentials is shown in Figure 3.22. Despite tlew configuration the ratio of the
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CEM DC to signal was non-ideal in both cases. h&tgeak signal in Fig. 3.21 this ratio

is ~7 and in Fig. 3.22 this ratio is ~6.
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Figure 3.22: Profile of the 150 keV?Uand U* beams entering the detector using the
new potential arrangement. This figure is repreduitom Scan #11-103
Although the upward tilt of the detector improvée £nergy resolution of the
detector the modification has not eliminated thekigaound. A second device was
constructed to charge analyze the beams just befaeging the detector. The device
consisted of a set of electrostatic deflectiongdatist prior to the entrance of the
detector. The detector region was then attachétetbeam line via a 3.375” con-flat
flexible coupling and a movable supporting mouatt #lows the detector to swing about

a fixed point just prior to the entrance of theedédr. The detector conveniently already

housed a 6 mm aperture at its entrance. By ukis@perture in conjunction with the
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electrostatic deflection plates and swinging thiecter off the straight line axis of the

rest of the beam line, the regenerated primary beaoid be deflected into the side of

the entrance aperture when the charge transfdyxdam was steered to enter the detector.
The deflector plates were installed in a 6” ContBlavay cross that was being used to
attach an additional turbo pump just prior to tkeedtor. A CAD schematic of the
complete horizontal deflection assembly showingaékows and front flange of the
detector containing the 6 mm entrance apertureaw/s in Fig. 3.23. The supporting
mount was designed and constructed by Charles keadch at JRML and the

electrostatic deflection assembly was designedcandtructed by the author at Colorado
State University.

The horizontal deflection of the ion beams is aghikusing a series of two different
electric fields to deflect the beam. Two differefectric fields are required to adjust both
the horizontal position and direction of the detibecbeam. The horizontal deflection
plates consist of two sets of stainless steel pllagdd at high voltage that are separated by
6 cm. The plates were constructed out of 0.06B&ktstainless steel mounted to 0.25”
thick stainless steel supports. The 0.065” thicitgs are electrically isolated from the
support plates by 0.187” diameter ceramic sphéi@swere purchased from Kimball
Physics’ eV parts line of high voltage compatibdenponents. The first series of plates,
labeled E1 in Fig. 3.22, are 3.54” long and theoadcseries, labeled E2, are 5.91” long.
The lengths of these plates were chosen to redheceléctric fields required to deflect
the ion beam and to fit within the existing vacubardware present on the apparatus. A

photograph of the completed assembly electroderddgas shown in Fig. 3.24.
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Figure 3.24: Horizontal deflector assembly. Thp photograph shows the complete
horizontal deflector assembly showing the high agdt plates and support structure
attached to the 6” Con-Flat flange. The bottomtpb@ph shows the assembly installed

in the 6-way cross that attaches the 3.375” flexitbupling and detector region to the
LIR.
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The variable angle horizontal bend in the beamjliseprior to the entrance to the
detector was tested with a 150 ke¥" beam. Using a simple square electric field
approximation, assuming an infinitely small beand agnoring space charge effects, a
model was created in SigmaPlot to numerically estinthe fields required to
successfully direct the beam through the entrapeetare of the detector. To test the
device first a profile was taken of the regeneraf&tprimary ion beam and Stark
ionized U* ion beam when the GQaser was tuned to the dominart 53 — 93
transition in U*. The profile is shown in Fig. 3.22 and is a refuction of scan #MH11-
103. Initially it was calculated that in orderdbtain a separation of 6 mm at the detector
entrance a minimum bent angle of 10° for the beaenias required. The detector was
angled slightly off axis and the profile of the besain the detector was repeated. Fig.
3.25, reproducing scan #MH11-104, is a repeat®ptiofile of the beams in the detector
with only a 4° bend angle present. Although pesfibf the beams in the detector with
larger bending angles of 6° and 8° were takendddianal gains were observed. Table
3.8 lists the calculated steering potentials aedaittual potentials that were applied to
the deflection plates to steer the 150 ke¥ beam into the detector at the varying bend
angles. The CEM channel plate had a bias of -138fplied in both profiles shown in
Fig. 3.22 and 3.25.

Table 3.8: Comparison of estimated and actual bota deflection steering potentials.
The estimated potentials do not match the actuainpials required to direct the 150 keV

U®* beam into the detector, highlighting that the denmodel is not accurate enough.
The actual steering potentials are from book MHadgs 104, 105, and 106.

Estimated Actual
Angle E1 (V) E2 (V) E2/E1 E1l (V) E2 (V) E2/E1
40 -1575 1800 -1.14 -740 1380 -1.86
6° -2364 2700 -1.14 -1280 2095 -1.64
8° -3150 3600 -1.14 -1720 2710 -1.58
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Figure 3.25: Regenerated 150 keV?*land Stark ionized ¥ beam profiles in the
detector with a 4° bend in the beam line just leefibre detector. The factor of 10
reduction in the primary beam magnitude, in congmariwith Fig. 3.22, in the detector
corresponds almost exactly to the expected redugiroportional to the ratio of the
lengths of the beam line if a constant procesespansible for the production of th&'U
regenerated primary beam. Unfortunately, ther@iseduction in the background at the
position of the RESIS signal.

The regenerated®UWprimary beam was significantly reduced, as casdsn by
comparing Fig. 3.25 and Fig. 3.22, but the backgdoat the position of the Stark ionized
U®* was not. The reduction of the regenerated prirb&fjpbeam by a factor of 10
roughly corresponds to the ratio of the distandevben the Rydberg target to the
detector entrance, 70”7, and the length betweeerleof the last electrode in the
horizontal deflector to the detector entrance, Bhe reduction of the regeneratel U
primary beam by the horizontal bend before thealetés consistent with a constant
production of the & beam throughout the length of the apparatus. Hbmigontal

deflection just prior to the detector is able tongetely deflect the primary beam even at

small angles. Also note that there is no signsd lhen the horizontal deflection is used
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if adequate care is taken in re-tuning the beaer aftrizontal adjustment of the detector.
Unfortunately, this modification did not affect ttegge DC levels in the location of the
maximum signal in the detector. As a result, tiesice was not employed for the
conclusions presented in this work.

Even with the modifications to the detector themmains a significant level of
background ions collected in the detector. Thesiies sources of the background that
are known are from:

1) The incomplete separation of the ions formed inStegk ionizer from those of

the same charge.

2)  The ionization of weakly bound Rydberg states e $ttark ionizer that were

not completely ionized by the pre-ionizing lens.

3) The collisional re-population and subsequent Starkzation of Rydberg

levels previously emptied by the pre-ionizing lens.

4)  Collisional ionization occurring within the Starnizer due to collisions of the

ion beam with the residual gas.

5)  Auto-ionization of Rydberg states attached to ntatds excited ion cores.
Each of these different sources of backgroundpvésent unique profiles in the detector
that can be used to differentiate the sources dfdraund. Shown in Fig. 3.26 are the
profiles corresponding with the five known souroé®ackground. The light blue circle
corresponds with the signal ions that are Starkexhand energy tagged in the Stark
ionizer while the orange circle corresponds withsiof the same charge formed but with
the energy of the primary beam. The orange baesponds to ions formed by

ionization throughout the varying potential in ®irk ionizer. If the dominant source of
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background arises from 1) above then the profdeature in the detector is expected to
resemble the profile shown in Fig. 3.26(a). If Heekground is dominantly from sources
2) or 3) then the profile would most likely lookrslar to the profile shown in Fig.

3.26(b). Finally, if the background is due to sm# 4) or 5) then the profile of the beams

in the detector would most likely resemble the peafhown in Fig. 3.26(c).
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Figure 3.26: Schematic diagrams of CEM DC profilesulting from different sources of
background. In all three panels the green arradicates increasing vertical deflection
potential required to deflect the beams into thé/Giatrance aperture shown as the open
circle. The left side of the panels is a CEM DO®fie and the right is a rendering of
what the beams might look like when viewed in tearh viewing system.
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The possibility of the dominant source of the addl background arising from
incomplete separation of the primary beam ions ftieenions formed by Stark ionization
can be evaluated by comparing the beam profilesepted in Fig. 3.22 and Fig. 3.25. A
factor of 10 reduction in the amount of regenerat&dprimary ions should have led to
reduction in background from source 1). This iatks that the dominant source of
background is not source 1).

If source 2), the incomplete pre-ionization of wigdbound Rydberg levels in the pre-
ionizing lens, was the dominant source of the bemlkagd then the profiles of the beams
in the detector would be expected to look simitapanel (b) in Fig. 3.26. In other
words, the shape of the background in the detsttould be similar to the shape of the
signal. The plateau shape of the background, evide=ig. 3.25, extending between the
U®* regenerated primary beam and the signal indi¢at#ghe dominant source of
background is not due to the Stark ionization oflfsrg levels from either source 2) or
3).

Evidence against source 3) and 4) was providedaby showing that the background
was independent of system pressure. Data supgdadhis conclusion resulted when the
repeller lens shorted, requiring that the appartatiee vented to atmosphere for an entire
day for repairs. Prior to this the detector pressuas typically 4.4xI8Torr. The day
after repairs were completed data acquisition wagamed on the 84 keV U VI 55 — 104
transition. During this time the detector was r@tssures around 3.2x1@orr, a factor
of 7 higher. The pressures in the LIR increasethfa typical value of 4.7x10Torr

before venting by a factor of ~10 to 4.5%10orr after venting.
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Table 3.9: Comparison of the DC to High-L ratio lwigxcellent and not so excellent
detector pressures.

LIR Pressure Detector SHL) CEM DC
Scan ID # (Torr) Pressure (Torr)  (mV) (mV) DC/SHL)
6-037 4.7x10 4.5%x10° 0.975(14) 30.9 41.9(6)
6-038 4.7x10 4.4x10° 1.004(12) 27.1 27.9(3)
6-039 4.7x10 4.4x10° 0.946(19) 25.6 27.1(5)
6-051 5.1x10 3.5x10° 0.646(14) 20.1 31.1(7)
6-052 3.9x10 3.1x10° 1.0039(25) 36.3 34.9(8)
6-053 4.7x10 3.1x10° 1.001(27) 37.8 37.8(1.0)
6-055 4.3x10 3.1x10° 0.994(37) 33.2 33.4(1.2)

In the lower detector and LIR pressure cases listd@ble 3.9 the average CEM

DC/S(HL) is:

DC _
(S(HL)jLowP ) 32(5) '

In the higher detector and LIR pressure casedllistdable 3.9 the average CEM

DC/SHL) is:

DC _
(—s(HL)]H@hP -4

The value of the DC to tH&HL) in the low pressure case is completely consistéht
the high pressure case, even though the pressaratzost an order of magnitude higher
in both the LIR and the detector. It seems implaaghat if collisional processes are an
important source of background these effects waoltdoe vastly increased when the
system pressures are worse by nearly an order giitode.

If the dominant source of background in th¥ Bxperiment is not due to sources 1)
through 4) the only known remaining process isati®-ionization of Rydberg levels
attached to metastable excited core states. Téteeficited states of¥are shown in

Fig. 3.27. The energies were calculated by D. Bestikg a Dirac-Fock method [10], but
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have never been determined experimentally. Tlsedxcited configuration is

6p°(°Ps2)5f and consists of many levels, all of which aretastable. The red lines depict
Rydberg levels that are bound by ~0.1 eV. In thé°By,)5f excited states all of the
levels, except for thé. = 1 state, are capable of auto-ionization by quiaale coupling
into the continuum energy of an adjacent excitateswith a differend.. Since the ECR
plasma is quite hot, it seems plausible that anthetransition to the first excited state is
possible. If auto-ionization is occurring throughthe length of the Stark ionizer then
the profile of the beams would be expected to rédenvhat is depicted in panel (c) of

Fig. 3.26, which most closely resembles the prefilbserved in the detector.
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The auto-ionization rates must be estimated toraete if the dominant contribution
to the background in the RESIS excitation spedrale plausibly attributed to the auto-
ionization of Rydberg levels. A closer view of tlegels with different] in the 6p5f
level in " is shown in Fig. 3.28. Also shown in the figure the various paths of auto-
ionization and estimates of the corresponding autaation lifetimes of Rydberg states
with n =56 and. = 15 in the core states with different valdgs The auto-ionization
rates can be estimated from Fermi’s golden rukrmis golden rule states that the

transition rate between two statésjs given by:
_2n 0|2 312
=" (WV|W))" [31]. (3.12)

The same result can also be derived from time digp@rperturbation theory. Since only

guadrupole transitions are possible between thesstath differentl,, leading to auto-

ionization, the quantiti{W[\/|lP'> in Eq. 3.12 is obtained from the long range

‘2

polarization model as

(3.13)

Using methods similar to those in Chapter 1, th&imalement in Eq. (3.13) can be

expressed using 3-J and 6-J symbols. The res@kpgession is

K‘P[VI‘P'>\2:[(2L+1)(2L'+1)](L 2 LT{K L Jc}z’

000)[2 J L

o ey

(3.3)

x(3)Q

wheree¢is the energy of the auto-ionized electron KnelJ. + L. The value of the

Q

guadrupole matrix elemer<t,]g

Jc>, in Eq. (3.14) is unknown and was assumed to be
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1 a.u. for simplicity. The radial matrix elementky. (3.14) was calculated with a

Fortran routine developed by Julie Keele [21]. $hen of the individual auto-ionization

rate from a state with giveR, n, andL to a continuum state with energy

J.—J.=1or2, andL’ =L, L+ 2 was then computed to determine an estimatééor t

total auto ionization rate.
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In order to evaluate the plausibility of the hypegls that auto-ionizing Rydberg
states are the dominant sources of backgroundnd of the auto-ionization rate as a
function ofn andL was established. The trend was determined byledilcg the rates
for states witm = 30, 39, and 56 arld= 5, 10, 15, and 20. Thes were chosen based
on the capture cross section for a 150 ké¥/héam intersecting a 10F Rydberg target.
The peak of the capture distribution was at39. The values of = 30 and 56
correspond with the location of the half maximumedther side of the capture
distribution. The values affor the TH* auto-ionization rate calculations were chosen in
the same manner. The valuelLtf were chosen beginning with= 5, where the long
range polarization model is applicable, and inarepantil the routine calculating the
radial matrix element became unreliable. The ayeegto-ionization rate for a
particular (, L) state was determined by averaging the auto-itinizaates between
differentJ.’s. The average auto-ionization rates that weterdened are shown in Table
3.10. The trend of the average rates suggestitbatuto-ionization rate can be
approximated by

A, (Q,n,L)=1122x10" [Q° A [L.° us™, (3.15)
the value 1.122x10ps™ was fixed to obtain estimated rates that corregpath those

listed in Table 3.10.
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Table 3.10: Average estimated auto-ionization riges)®* and TH".

U®* State U°* Average Auto- Th** State Th** Average Auto-
(n, L) ionization Rateifs’)  (n, L) ionization Rate|{s”)
(30, 5) 488,847 (24, 5) 86,355
(30, 10) 5,255 (24, 10) 403
(30, 15) 77 (24, 15) 1.61
(30, 20) 0.23 (24, 20) 0.0011
(39, 5) 239,206 27, 5) 61,491
(39, 10) 2671 (27, 10) 421
(39, 15) 66 (27, 15) 1.95
(39, 20) 0.6 (27, 20) 0.0017
(56, 5) 77,595 31, 5) 41,200
(56, 10) 800 (31, 10) 313

(56, 15) 34 (31, 15) 2
(56, 20) 0.7 (31, 20) 0.23

With an approximate understanding of how the aatozation rates depend upon
andL a model of the predicted amount of backgroundafgiven amount of charge
capture from the Rydberg target can be developeddimparison with observations. The
model requires knowledge of the distribution of glogpulation across andL’s for a
given beam and Rydberg target. The capture ceda distribution im was readily
obtained from Classical Trajectory Monte Carlo (CT)alculations using codes
developed by Ron Olson [26] and is analogous t@tpilation distribution im. The
distribution of the population into specifics was assumed to be uniform. Thus the

population into a givem( L) stateo(n, L), was taken to be

o(n,L)= : (3.16)

S
S s
N

wherea(n) is the capture cross-section into a giwgredicted by CTMC.
The model also requires knowledge of the probaifitit an auto-ionizable Rydberg
state to be detected with the signal ions, regultircontributions to the background in

the RESIS excitation spectra, and the probabilitgroauto-ionizable Rydberg state to
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contribute to the regenerated primary beam. Thbahility of a metastable ion

surviving to the detector, ionizing at a potenitiathe Stark ionizer to be detect&g, is

P (Q.n L) = e ANt (1_ e AQnL)To, ) (3.17)

whereA(n,L) is given by Eq. (3.15)[4etis the time required to transit the 175.3 cm
between the Rydberg target and the detectorTgpnd the time in which the ion can
ionize within the Stripper at a potential to beldeted into the CEM with the signal ions.
Tion is the estimated to be the time in which the rawels 0.6 cm. Figure 3.29 illustrates
Eq. (3.17) for the 150 keV ¥ beam as a function of the auto-ionization rater \iery

short lived auto-ionizable states the probabilitgurviving to the detector is very low. If
the states are too long lived then the probahdlitgetection decreases. States with auto-
ionization rates on the order of 200,000 ise. lifetimes of ~5us, have the highest

probability of being detected and contributinghe background.
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Figure 3.29: Probability of contributing to the kgmund as a function of the auto-

ionization rate.
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The probability of an auto-ionizable Rydberg stadatributing to the regenerated
primary at the detectoPgp, is given by the product of the probability of wwal through
the 15° charge selection magnet after the Rydlaeggt and the probability of auto-
ionizing during the transit through the remaindethe apparatus to the deflection plates.
The probabilityPrpis given by

Pep(Qn, L) = @ A0 fg _ g AQN LT ) (3.18)
whereTnagis the time required to transit the 27.9 cm betwide Rydberg target and the
middle of the 15° magnet afdes is the time required to transit the 147.3 cm dista
from the middle of the 15° magnet to the deflecptates in the detector. Figure 3.30 is
a plot of Eg. (3.18) as a function of the auto-zation rate. Again, if the states auto-
ionize either too rapidly or slowly they will nobitribute to the regenerated primary.
Auto-ionizable states with rates on the order d¥,800 § have the highest probability of

contributing to the regenerated primary.
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Figure 3.30: Probability curve of an auto-ioniziRydberg state contributing to the
regenerated primary beam as a function of the mumiaation rate.

Once the probabilities for each, () state in the entire capture distribution were

computed the total amount of population predictgcCBHMC that could be detectellles
is given by
Mo =2 > 0(n L) P (n L), (3.19)
n L
and the population that could contribute to the sizthe regenerated primary bedvixp,
is given by

Mee=>. > 0(n,L)Peo(n,L). (3.20)

The ratio of the number of ions that contributéh® background per charge transfer from

the Rydberg target can then be found by dividing(Bd.9) by the total capture cross

section from CTMC, and is shown in column 3 of BaBI11. This value can then be
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compared with the observed ratio of the backgrarmuht rate to the charge transfer
from the Rydberg target count rate, shown in coldnaf Table 3.11. The predictions
listed in Table 3.11 assume that the primary icanbés entirely in metastable states.
The predicted ratios of the background and regéeg@imary to the total charge
capture can be found from the ratio of Eq. (3.1%) Bq. (3.20) to the total capture cross-
section and are listed in columns 3 and 5 of T8é&. This predicted ratio can be
compared with the same ratios observed in the tetechich are listed in columns 4 and
6 of Table 3.11. Since the exact auto-ionizatette rs unknown, the rate constant in Eq.
(3.15) was adjusted up or down by a factor of J@€lding the results shown in Table
3.12. The prediction is very insensitive to theqise value of the matrix element since
there are always states available with the mosgtctile lifetime.

Table 3.11: Auto-ionization model comparison to eslations. Column 2 lists the
amount of background per charge transfer estimagady the model. Column 3 lists the
observed background count rate to the charge #gnséproduced from Table 5.8.
Column 4 lists the estimated ratio of the regemergirimary to charge transfer and

Column 5 lists the observed ratio of the regendratemary to charge transfer from scan
#11-103 for U* and #11-151 for TH.
Beam Target Est. Obs. Est. Obs. RP/CXRT
BG/CXRT BGI/CXRT RP/CXRT
150 keV U*  10F 2.4x10  12.4x10° 110x10° 120x10° (#11-103)
100 keV TH*  10F 1.9x1d  3.4x10* 111x10*® 0.83x10° (#11-151)

Table 3.12: Comparison of different predicted valtm BG/CXRT and RP/CXRT after
adjusting the Auto-ionization rate. The first twaws correspond with increasing the rate
by a factor of 100 and the last two are decreasiiegrate by a factor of 100. The
observed values are reproduced from Table 3.1ldeference.

Rate Beam Est. Obs. Est. Obs.
adjustment BG/CXRT BG/CXRT RP/CXRT RP/CXRT
x100 150 keV U* 1.6x10° 12.4x10" 83x10° 120x10°
100 keV TH*  0.9x10" 3.4x10* 63x10°  0.83x10°
+100 150 keV U* 1.8x10° 12.4x10"®  73x10° 120x10°

100 keV TH*  1.7x10° 3.4x10 86x10°  0.83x10°
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The model used in Table 3.11 represents the besssgs to what is occurring
throughout the length of the apparatus generatiadpaickground in the detector.
Comparing the predictions of the BG/CXRT and RP/GXR the observations in®
suggest that a very significant fraction of th¥ beam is in metastable states and that the
dominant source of background in th& Experiment is due to the auto-ionization of
metastable Rydberg states. The observed ratledRP/CXRT for TH' is much less
than the prediction listed in Table 3.11. Thisgegjs that a much smaller fraction of the
Th* beam is in metastable states. The observed BGIQAfo for TH™ is
coincidentally similar to the ratio observed fot'lbrobably because other sources of
background, e.g. collisional excitation into prexgty emptied levels or incomplete pre-
ionization, are significant. The question thaeis unanswered is why the metastable
fraction appears to be so different for the twoliRe-ions, J* and TH", in spite of the

expected similarity in their excited states.
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Chapter 4. Rydberg spectroscopy of Th IV

The Rn-like TA" ion is a closed shell ion that has & & ground state
configuration. The lowest excited state is 858tate with an excitation energy of
approximately 17 eV [10]; however, no optical spestopy exists for this ion. The Th
ion is the most common charge state occurring ioritim chemistry. The most
important dynamic properties of this ion are thgotk and quadrupole polarizabilities,
yet no direct measurements of these properties. ekfsese properties can be determined
by careful measurement of the binding energiesof iigh angular momentum states of

Th®* using the long range polarization model, derive@hapter 1.

4.1 TH*Rydberg Fine Structure observations

The fine structure pattern for the * lion is relatively simple because there is one
eigenvalue for each value bf For very high values df the energy deviation from the
hydrogenic energy of the state as a result ofahg fange interaction of the Rydberg
electron with the ion core are small and the en€diffgrence between adjacent Rydberg
fine structure levels is small. Thus, transitibesween these extremely higjhstates are
not resolved as transitions between individual @alof angular momenta leading to a
single large peak. As the angular momentum vialdecreases the energy deviations of

the Rydberg fine structure levels from the hydragémquency of the transition

126



increases and the energy separation between atiaess is increased, thus transitions
between specific values bfare resolved in the spectrum.

The TH* Rydberg excitation spectra were observed by d@dyie intersection
angle of the CQlaser with the ion beam in increments of 0.108ulteng in incremental
adjustments in the CQaser Doppler-tuned frequency of approximatelyMtdz. At
each step the CEM current synchronous with the @ingpof the CQ laser was
integrated and averaged by the computer over ldndgsec Table 4.1 summarizes the
Th** Rydberg transitions, CQaser lines, beam velocity (relativedp and tuned C®
frequency ranges used for the*TRydberg fine structure observations presentebin t
work.

Table 4.1: List of the transitions, GQaser lines, and beam velocities used in the
observation of the Th IV Rydberg fine structureheTfirst column lists the transitions
used, the second column lists the hydrogenic enefdlye Rydberg transition, the third
column lists the C@laser line used to excite the resonant transitiansl the fourth
column provides the beam velocity relative to cheTast column gives the range of
frequencies that the GUOaser was tuned over to observe the various fingctsire
patterns. The frequencies of the {i@es are listed in Ref. [32].
Transiton  E° (cm’) CO; Laser vic Tuned Frequency
(n—=n" Transition Range (crit)
(37, 7)—(76,8) 978.5561 10R(24) 0.00096078(96)78.7953 —978.8710
37-73 953.0579 10P(10) 0.00096078(96)53.0456 — 953.3424
38-79 934.5911 10P(30) 0.00096078(96)34.5707 — 934.7519

The TH" transitions listed in Table 4.1 are shown in Figué.1, 4.2, and 4.3 that follow.
The single resolved transition between the (3% (@6, 8) state was observed by
averaging 60s per point due to the small size @ktgnal compared to the background.
The larger fine structure spectra shown in Figgd.abd 3.3 represent 16 scans averaged
together. In this way a total integration time pemt of 240s was accumulated and a
signal to noise on the unresolved L peak of ~95@Her37 — 73 transition observations

and ~550 for the 38 — 79 transition.
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Figure 4.1: Observed (37, 7) — (76, 8) transitiorL00 keV TR*. The x-axis represents
the angle recorded by the computer of the rotatimge that determines the angle of
intersection the COlaser beam with the Thion beam. The red line represents a 4
parameter Gaussian fit to the resolved signal usedetermine angle center of the
transition. The stage was incremented by 0.05%dmt each point.
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Figure 4.2: RESIS excitation spectrum of the n =37 = 73 transition in 100 keV Ph The x-axis represents the stage angle
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Each of the identified resolved transitions in pineceding figures was individually fit
to a four parameter Gaussian function to deteriaecenter angle at which the resonant
excitation occurred. An example of the fit is simow Fig. 4.4 for the (37, 8) — (73, 9)
transition for scan #12-134. Table 4.2 lists thedtermined center of the transitionnn
=37 — 76 TH" that was studied, Table 4.3 lists the fit deteedinenters for the = 37 —

73 transitions in TH that were studied, and Table 4.4 lists the fietatned centers for
then = 38 — 79 transitions in Ththat were studied. RESIS transitions with ariahit
state withL > 9, where the weak&L = -1 transitions were not completely resolved from
the dominanfAL = +1 transition, were fit to a superposition obt@aussians. The
relative strength of thAL = -1 transition to the dominaAtL = +1 transition was fixed by
a study of the more fully resolved transitions witk 8. An example of the two
Gaussian fit that was used to determine the r@ataplitude of th&L = -1 transition is
shown for the (37, 8) — (73, 9) and (37, 8) — (M3ransition in Fig. 4.4. On average it
was found that thAL = -1 transition amplitude was 40% of the amplitadi¢he
dominantAL = +1 transition. The form of the fitting functidor the two Gaussian fit for

transitions withL > 9 was:

)=y, +04Ae

P s 0 N

stage,
whereyy is an arbitrary offset) is the amplitude of the dominafiL = +1 transition,
Gsiagels the observed stage angfgjs the center stage angle of the transitmns the

Gaussian width of thAL = -1 transition, ant), is the Gaussian width of tld = +1

transition. The value di@was determined by calculating the energy diffeednetween
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theAL = +1 transition and th&L = -1 transition using the long range polarizationdel,
including relativistic and second order effectd. c@urse, in order to calculate the energy
differencea priori knowledge ofay, ag, andfy is required. Initially these parameters
were determined without fitting for the unresolvdd= -1 transitions and initial

estimates of the properties of the*Tion core were determined. With these initial
estimates the energy difference was calculatedl@grocess of determinirmg, ag, and

Ly was repeated. Improved values for these paraswene determined and the energy
difference was refined yet again. This processiteagted until a consistent answer was

achieved between iterations.
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Figure 4.4: Example of the four parameter Gauskian the (37, 8) — (73, 9) transition
in Th**. Also shown is a similar fit of the weaksst = -1 transition.
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Table 4.2: Individual fit results for 37 — 76 tratien in Th™".

Fit Determined Transition center

Scan ID # (37, 7)— (76, 8)

Average of 13-099, 099B, 099C, 099D,
099E, 100

Average of 13-113,114B,114C,114D
Average of 13-130, 130B, 130C, 130D

12.048(32)°

12.054(20)°
11.920(17)°

Table 4.3: Individual fit results for 37 — 73 tratimns in TH™.

Fit Determined Transition Center

Scan ID# (37, 10) — (73, 11)%37, 9) — (73, 10)* (37, 8) — (73,9) (37, 7) - (73, 8)

12-044 8.244(9)° 9.253(12)° 11.267(18)°
12-045 8.174(24)° 9.193(12)° 11.233(27)°
12-046 8.171(45)° 9.171(12)° 11.195(17)°
12-047 8.170(18)° 9.169(9)° 11.174(20)°
12-055 8.204(27)° 9.198(19)° 11.172(37)°
12-056 8.174(76)° 9.183(30)° 11.144(31)°
12-057 8.150(30)° 9.121(16)° 11.155(28)°
12-058 8.135(69)° 9.189(13)° 11.172(24)°
12-120 8.194(20)° 9.199(16)° 11.222(27)°
12-121 8.107(15)° 9.116(14)° 11.207(15)°
12-122 8.119(17)° 9.109(12)° 11.163(24)°
12-123 8.090(34)° 9.083(11)° 11.150(44)°
12-132 8.218(49)° 9.190(16)° 11.237(68)°
12-133 8.125(18)° 9.114(11)° 11.131(23)°
12-134 8.103(25)° 9.106(15)° 11.168(27)°
12-135 8.099(19)° 9.106(6)° 11.156(13)°

15.657(24)°

15.636(79)
15.608(60)
15.642(21)
15.552(21)
15.659(30)
15.612(73)

15.604¢L90

* Peak was fit as a composition of two Gaussians.
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Table 4.4: Individual fit results for 38 — 79 tratimns in TH™.

Fit Determined Transition Center

Scan ID# (38, 10) — (79, 11)%(38, 9) — (79, 10)* (38, 8) — (79, 9)
12-036 -7.213(26)° -6.323(16)° -4.419(43)°
12-037 -7.266(18)° -6.301(25)° -4.455(33)°
12-038 -7.215(41)° -6.244(21)° -4.398(40)°
12-039 -7.239(31)° -6.261(16)° -4.405(45)°
12-062 -7.321(20)° -6.352(9)° -4.484(42)°
12-063 -7.302(44)° -6.361(12)° -4.486(20)°
12-065 -7.329(52)° -6.366(7)° -4.491(49)°
12-066 -7.311(18)° -6.370(9)° -4.480(16)°

12-068B -7.319(42)° -6.418(18)° -
12-074 -7.273(16)° -6.319(10)° -
12-074B -7.272(17)° -6.332(13)° -
12-079 -7.317(50)° -6.365(12)° -
12-079B -7.308(55)° -6.357(13)° -
12-113 -7.308(217)° -6.353(41)° -4.530(29)°
12-114 -7.341(145)° -6.412(26)° -4.583(68)°
12-115 -7.311(75)° -6.392(32)° -4.540(50)°
12-116 -7.324(143)° -6.364(70)° -4.534(73)°
12-127 -7.419(20)° -6.484(18)° -4.597(19)°
12-128 -7.362(57)° -6.459(16)° -4.590(25)°
12-129 -7.426(50)° -6.471(15)° -4.603(32)°
12-130 -7.332(63)° -6.394(78)° -4.475(64)°

* Peak was fit as a composition of two Gaussians.

Table 4.5: Average fitted centers of*Tesolved fine structure transitions. The internal
error listed in Column 4 is the propagated randaroreof each fit to determine the
transition peak center. The external error liste@olumn 5 is the standard deviation of
the mean. Column 6 lists the intersection anglefCO2 laser with the ion beam. The
error listed in column 6 is propagated from theyéarof the internal or external errors,
excluding the systematic erroril. The systematic error arising from the erroblinis
treated separately. The method of treatment udsed later in this chapter with regards
to the polarizability analysis of Th4+.

Transition Number of Average Internal External 6
Observations center  Error Error

(37,7)— (76, 8) 3 12.007° 0.041° 0.044° 67.928(88
(37, 10) - (73, 11) 16 8.155°  0.009° 0.012° 7523509(
(37,9) - (73, 10) 16 9.162° 0.005° 0.013° 73.838(2
(37,8) - (73, 9) 16 11.187° 0.008° 0.009° 69.788(1
(37, 7)— (73, 8) 8 15.621° 0.029° 0.012° 60.918(58
(38, 10) — (79, 11) 18 -7.308° 0.010° 0.014° 10®Z9)°
(38,9) - (79, 10) 21 -6.369° 0.008° 0.012° 104398
(38, 8) - (79, 9) 16 -4.504° 0.011° 0.017° 101.348(
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The determination of the average stage angle dittkd line centers was performed
this way so that any small variations in thed&er frequency or beam trajectory are
averaged out in the final determination of the eefrequency of the transitions. The
resulting average of the fitted centers of the lkebfine structure transitions labeled in
Figs. 4.1, 4.2 and 4.3 are given in Table 4.5.

Also shown in Table 4.5 are the intersection angfahe CQ laser with the ion
beam. As described earlier the x-axis of the mhecgfigures is related to the
intersection angledn;, by an arbitrary offsed» For a majority of the transitions in Table
4505 =1.08(1)°. The value @k, changed for the observations of the (37, 7) - J&s
a result of a realignment of the LIR with the {J@ser. The new value 6f, was
determined by observing the shift of the higpeak in Fig. 4.2. The average fit
determined center of the unresolegdeak was 6.678(12)° in Fig 4.2. Subsequent scans
of this transition in the LIR after reassembling theam line determined that the new
center was at 6.565(25)°. This indicates that#thee ofd; has been changed from the
earlier determination of by a similar amount duérealignment of the LIR with the
CO; laser. As a result; = 0.97(3)° was used in determining the for the (37,7) —

(76,8) transition given in Table 4.5.

The TH" fine structure observations can be used in cotipmevith the long range
polarization model developed in Chapter 1 to extifae dipole and quadrupole
polarizabilities of the TH ion core. However, the determination of thesepaters
depends upon the proper identification of the tteors. The clear fine structure patterns

shown in Figs 4.1, 4.2, and 4.3 are by themseleegmough to identify the transitions.
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The resolved transitions can be identified in aepthshion if a preliminary estimate
of the dipole polarizability is known to within adtor of two. Such estimates could be
obtained from the analysis of the lowleRydberg levels measured by other optical
spectroscopy techniques. A unique challenge pregén the analysis of the This that
there is very little optical spectroscopy availataethis highly ionized actinide ion. The
highestn, L state known from the sparse spectroscopy is trsteig [33] this state alone
is not enough to determine an estimate of the alaility to identify the lines by
analysis of the lowek- Rydberg levels of the Phion. U. I. Safronovaet al.computed a
polarizability ofay = 7.75(39) a.u. [34] and suggest that this vadugccurate to within
5% [35]. The value of the polarizability providbyg Safronova was used to initially
identify the lines. The energy of the 5¢ state iamization energy of TH by
Klinkenberg [33] were used to confirm the identifions. The details of the
identification of thel of the Rydberg states studied using the 5g staderged by

Klinkenberg are described in the following section.

4.2 Dipole and Quadrupole Polarizabilities of"Th

Recall from Chapter 1 that it was asserted thaRiyaberg fine structure pattern
resulting from the long range interactions betwi#enRydberg electron and the positive
ion core can be described by a model where theaictien between Rydberg electron and
the positive ion core is treated as a perturbabahe non-relativistic Hamiltonian for the
full system. The resulting long range polarizatmadel can be used to extract some of
the dynamic properties,g.the dipole and quadrupole polarizability, of th&Tion core

by careful measurement resulting fine structuréepatn TH*. As implied in Chapter 1,
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the energy deviation from the hydrogenic energg Blydberg level is related to the
properties of the ion core by the expectation valuan effective potential that is given
by,

a, |ag-68)
Vy =——4 -2 +o 4.1
et ord 2r° (4.1)

for an ion with &S, ground state. The total energy of a Rydberg statading the
small deviations due tdes, E™, can be expressed as
E(n,L)=E’(n)+EY(n,L)+E"(n,L)+E?(n,L), (4.2)
where the first term is the zeroth-order energg &ydberg level with principle quantum
numbem. Also included in Eqg. (4.2) are two additionaladhtontributions to the energy
of a Rydberg level that are from the energy contrdns arising from the relativistic
correction to the kinetic energy of the electr&f(n,L) and energy contributions arising
from application oW in second ordeE?(n,L).

The correction to the Rydberg energy levels arisiom the “g” contributions to the
kinetic energy of the electron is given in ChagdigEq. (1.29). The application ¥ in
second order describes the mixing of different RydIseries and the resulting
contribution is denoted & in Eq. (4.1). The value &? is computed using the
analytical formula developed by Drake and Swairfd&h. The analytical formula
including only the leading terms proportional t)¢ is given in Chapter 1, Eq. (1.30).
The evaluation of Eq. (1.30) depends upon knowledgr. In the analysis of the Th
fine structure patterns an initial determinatiorthaf polarizability of TA" was found by

fitting the resulting data patterns, described Weloithout any second order energy

contributions. Once an initial estimate ywas determined thg? contributions to
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each level were then computed and the analysisrdgtieg ag was repeated. The
process of computing? and then re-determining; was iterated until a consistent value
of ag was determined.

The difference in energy of a transition betweedl®yg levels from the hydrogenic

energy of the transitioJE°®S can be expressed as

AE(n, L -, L) = [E¥ (', L)+ E® (', L) + ER (', LY)|
-[E¥(nL)+E@(nL)+EX(NL) | 4.3)
=AEY + AE® + AER

where the notatiom(L —n’,L’) is suppressed for clarity in the last line andhie
following equations. In order to simplify the aysik the dominant contribution to the
energy deviationAE™, is isolated by calculation and subtracting thalseontributions
arising frome™ andE"?, yielding:

AEM = AEO" — AE! — AER® (4.4)

where

1 d -4 (a _6:Bd) -6
AE”:%A<r >+QTA<r ), (4.5)

The termAE®™in Eq. (4.4) is obtained from the observed ®pectra by
AE®™ =v, - AE® - AES*(n', L") (4.6)
wherev,’ is the Doppler tuned laser frequency determineltdpy(2.1) at the fitted
center. Also shown in Eq. (4.6) is a tetdE>" which is a calculated correction to the
transition energy due to the Stark shift of thearpiate of the transition.
The stray electric field responsible for the Stsinit of the upper state was

determined by analyzing the variation in widthshe resolved TH fine structure
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transitions as a function &f The observed widths of the transitions deterohiinem fits
of the data are listed in Table 4.6.

Table 4.6: Average width of the resolved RESISditaams. This width can be combined
with a parametric analysis of the width of the dated RESIS line-shape as a function
of stray electric field to determine an estimatetfee magnitude of the stray field present
in the LIR and corresponding corrections to theeolsd energies of the transitions, if
any is needed.

Transition Average Width
(MHz)
(37,9) - (73, 10) 267(9)
(37,8)-(73,9) 235(16)
(37,7)— (73, 8) 239(60)
(38,9) - (79, 10) 251(13)
(38, 8) - (79, 9) 216(25)

The effect of the stray electric field was thenrmeated by diagonalizing the Stark
Hamiltonian and simulating the expected RESIS ttamsline shape. The line shape was
simulated as a composite of Gaussian line shapéldm states involved in a transition
with a given upper state angular momentuimThe zero electric field line width is
estimated to be 213 MHz from the quadrature suhroafogeneous and inhomogeneous
sources of line width. A plot of the FWHM of thiensilated composite line shape of the

37 — 73 transitions listed in Table 4.6 as a fuorcdf electric field is shown in Fig. 4.5.
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Figure 4.5: Parametric study of the simulated waftthe RESIS transitions as a function
of stray electric field. The red, green, and blumes correspond with the simulated
transition width as a function of stray electrieldi for the transitions to the= 8, 9, and
10 upper states respectively. The red squarengméngle, and blue circle are the
observed widths of the transitions from Table 4Fom the plot it was concluded that
the stray electric field was 0.045(10) V/cm.

The stray electric field present in the LIR wasedetined to be 0.045(10) V/cm for
the transitions between= 37 —n’ = 73. Using the same method, a stray electrid bé
0.030(10) V/cm for the transitions betwaern 38 —n’ = 79 was determined. The stray
field present in the LIR at the time of observatadrthe (37, 7) — (76, 8) transition was
assumed to be 0.060(10) V/cm from observed linghsidf 37 — 73 transitions observed
on the same day. The valueAE>®*was then determined by the shift in the fitted
simulated line center from the assumed zero fiekl ¢enter and comparing the
simulated position with the simulated positionre stray field indicated by the
parametric study of the width of the RESIS traositi The observed transition energies

along with the small correction due to Stark shgtof the upper state are shown in Table

4.7. For the TH Rydberg states studied here the Stark shift cborecare nearly
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negligible. The final column in Table 4.7 is the@&eld energy of the transition
between Rydberg levels that can be used to deterthendipole and quadrupole
polarizabilities of the TH ion core.

Table 4.7: Observed zero field Rydberg fine stectransition energies in ¥h The

first two columns are reproduced from Table 3.2r&derence. The third column is the
deviation from hydrogenic that is implied Bl;. The fourth column is the Stark shift of
the upper state of the transition and the lastroalis the zero field energy of the
transition.

Transition Oint UL -AE° AE>B* AEC"S (MHz)
(MH2z) (MH2z)

(37,7)—(76,8) 67.926(88)° 8094(39) -7(2) 819)(3
(37,10) — (73, 11) 75.850(24)° 1415(11) 1(1) 141%(
(37,9)— (73, 10) 73.836(26)° 2341(11) 2(1) 2339(1

(37,8)—(73,9) 69.786(18)° 4189(8) 1(1) 4188(8)

(37,7)—(73,8) 60.918(58)° 8046(24) -3(2) 8049(2
(38, 10) — (79, 11) 106.776(28)21335(13) 1(1) 1334(13)
(38, 9) — (79, 10)  104.898(24)2186(12) 1(1) 2185(12)

(38,8)—(79,9) 101.168(34)B892(16) 1(1) 3891(16)

With the determination of the zero field energiéthe transition between different
high-L states in TR the expectation value d can be isolated by subtracting off the
contributions shown in Eq. (4.4). Listed in TaBll8 are the calculated contributions to
the energy of the observed transition fr&fd andE?® to the observed fine structure

energies. The final column of Table 4.8 is thendkpectation value Mer.

Table 4.8: List of the small corrections appliediegermine th&!! .

Transition N IN=E AE™ AEH

M LU-M L)  (MHZ) (MHz)  (MHZ)  (MHZ)

(37, 7)— (76, 8)  8101(39) 38.626(365) 89.1 797B(39
(37,10)— (73, 11) 1414(11)  0876(14) 575 135p(i1
(37,9)—(73,10) 2339(11)  2.695(43) 655 2271(12)

(37,8)—(73,9) 4188(8)  9.403(149) 753  4103(8)

(37,7)—(73,8) 8049(24) 38.479(610) 87.7 792B(24
(38,10)— (79, 11) 1334(13) _ 0816(13) 547 127B(13
(38,9)— (79, 10) 2185(12)  2.508(40) 621  2120(11)

(38,8)— (79,9) 3891(16) 8.739(139) 71.3  3811(16)
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Once the first order energies\a are known it is convenient to scale these energies
by A<r*>. Scaling the energies in this manner is expettedmove most of the

variation withn andL. Eg. (4.5) is then rewritten as

AEM —ﬂ O'Q—Gﬂd A<r_6> = A<r_6>
A<r_4>_2+ _ A<r_4>+ _A“+A5A<r-4>+ . (4.7)

By plotting the scaled energies as a functiorAl<b_%r_4> values of some of the properties

of the ion core can be easily determined from tivercept A4, and slopeAs, of fit of the
data pattern to Eq. (4.7). Such a plot of theestahergies listed in Table 4.9 is shown in
Figure 4.6.

Table 4.9: First order energies and matrix elemesésl in determining the polarizability
of the TH" ion. Columns 1 and 2 are reproduced from TaHlefet. reference. Column

5 and 6 list the scaled matrix elements and sdatgdrder energies. Not included in the
error bars in column 6 are the errors arising ftbesystematic errors fand .

N [
Transition AEM A<r*> A<r®> A<r %r _4> AE/A<r ‘4>

(n,L)—(n’, L) (x10%a.u.) (x10'a.u.) (x10™%a.u.)

(37,7)— (76, 8) 1.2118(59)  3.02261 50.2360 0.0166 4.009(20)
(37, 10) — (73, 11) 0.2061(17)  0.53556 2.1419 0.0040 3.848(31)
(37,9) - (73,10) 0.3451(18)  0.89399 5.4568 0.0061 3.861(19)
(37,8)—(73,9) 0.6236(12) 1.57944 15.4452 0.0098  3.949(8)
(37,7)—(73,8) 1.2042(36) 2.99704  49.9890 0.0167 4.018(12)
(38, 10) — (79, 11) 0.1942(20)  0.50169 2.0028 0.0040 3.873(40)
(38,9)— (79, 10) 0.3222(17) 0.83666 5.0947 0.0061 3.852(22)
(38,8)—(79,9) 0.5792(24) 1.47662 14.3975 0.0098 3.923(17)
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Figure 4.6: Scaled polarizability plot for ¥h The red points correspond to transitions
between n = 38 — n’ = 79 and the blue points cpoed to transitions between n = 37 —
n' = 73 in Th3+. The black point represents thalest energy of the (37, 7) — (76, 8)
transition in Th3+. The black line represents st squares fit of all the points to the
long range polarization model where the interceqt slope can be used to determine
some of the properties of the Th4+ ion. The irdptadetermined by the fit is shown as
the open circle on the y-axis. The energies angixnelements were converted to atomic
units.

The trend of the scaled energies in Fig. 4.6 isptetaly consistent with the linear
trend suggested by Eq. (4.7) if higher order teamé& are negligible. A least squares
linear fit of the data pattern in Table 4.2 to 17) determined the fit parameters

A, = 3.806(29)
A =13.0(1.9).
The value in the parenthesis is the error of teetl@o digits in the answer and is the

combination of the random error in the determineergy intervals of the fine structure
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determined from the Gaussian fits of the line cenémd the errors representing the
uncertainty ingandédn. This systematic error contribution is obtaingdaldjusting the
values offf andé separately by one standard deviation, recalcgdtia scaled first

order energies, and refitting the resulting patteFhe resulting changes to the fitted

parameters from the values above is a measuresfytematic error due ®, and
o, - These changes were added in quadrature tottberds to determine the total

error. The intercept and slope determined bynfjtthe scaled energies yields a
determination of the dipole polarizability of Th

ag = 2A, =7.61(6) a.u.
The quadrupole polarizability can be determineaghiapproximate value @ is known.
Recent theoretical estimates/®f listed below in Table 4.10, have been provided/by
S. Safronova [35].
Table 4.10: Theoretical estimates @f provided by Safronova [35]. The two values

provided were computed using a Relativistic Rand®hase Approximation (RRPA)
model and a Dirac-Hartree-Fock (DHF) model of the i

Theoretical Model G (a.u.)

RRPA 2.97
DHF 3.21

Taking By = 3.1(2) a.u. then allows for an estimate ofghadrupole polarizability of
Th** from the parameteks determined from the fit:

aq = 2As — 664 = 26(4) — 18.6(1.2) = 45(4) a.u.
Although this value otrg is in disagreement with the value of 29 a.u. ptediby
Safronova [35], both the theoretical and experimgntietermined values afg are
large. A large value afg is probably expected since the lowest lying excgetes of

Th*" are quadrupole allowed & levels.
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The preceding analysis of the polarizability of fé* ion from the Rydberg
spectroscopy of the high angular momentum stat@Bfhas used the assumed
identifications that were first presented in Figd, 4.2, and 4.3. Should the valud_ah
the identified transitions change &Y% unit the polarization model can still be applésatl
the value by the dipole polarizability of ¥rdetermined in the analysis will be changed
by 40%. Figure 4.7 below shows a scaled energy at@logous to Fig. 4.6, with

different choices for the value bffor the resolved transitions.
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Figure 4.7: Scaled energy plot with various cheigf. for the resolved transitions. The
red points correspond to the valuelobeing increased by 1 unit in the identifications
used throughout this chapter and blue correspotidlwbeing decreased by 1 unit. The
lines represent the fits of the corresponding [goitatthe long range polarization model.
The open diamond represents the scaled energye dglstate observed by Klinkenberg
[33].

In Fig. 4.7 the red points correspond to an in@dgsl unit in the value of the
observed transitions and the blue points correspmadiecrease by 1 unit in thevalue.

All three cases are consistent with the long rgraarization model, but each have
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widely varying slopes and intercepts. The obsenregtgy of the 5g statg(5g) at
159,379 crit [33] and the determined ionization enerBy,of 231,065(242) cih[33] of
Th** can provide a clue to the correct choice of idiatiion for the transitions observed
in this work. Although the long range polarizatimodel may not apply to the 5g as
accurately as the states studied in this workiaghation energy and location of this
state allow a point to be placed on the scaledggnaot according to

¥ (59) = E%*(59)~ E, + g~ E¥I(59)

=159379cm™ - 23106%242)cm™ +70232cm™ +96cm™ - (4:8)
=-135§8242)cm™

As can be seen in Fig. 4.7 the location of theestétst order energy from Eq. (4.8) of
the 5g state is completely consistent with theahitlentifications of the transitions; the
otherL identifications of the transitions, those witk: 1 unit, are vastly discrepant with
the scaled energy of the 5g level. Thus, the iooaif the 5g state on the scaled plot in
Fig. 4.7 confirms the initial identifications us#@toughout this chapter as being the

correct identifications for the transitions.

4.3 Th* Conclusions

The dipole polarizability of the Fr-like Thion determined by this work is 7.61(6)
a.u. A non-relativistic Hartree-Fock calculatiogtermined a value of 10.26 a.u. [36]. A
relativistic Dirac-Hartree-Fock model determinedatue of and 8.96 a.u. [37]. The
value of 7.75 a.u. determined by U. |. Safronatagl. using the Relativistic Random
Phase Approximation (RRPA) method [34] is estimadtelde good to within 5% [35].
Another relativistic estimation method, the Relatic Coupled Cluster method including

Single, Double, and partial Triple excitations (REIXT)), carried out by Borschevsky
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and Schwerdtfeger [38] estimates a value of 7.699Adl but the Fraga et. al. [36] result
are fully relativistic calculations. The theorelizalues and corresponding comparison
with the value for the dipole polarizability detenad by this research are summarized in
Table 4.11.

Also summarized in the table are the estimateth®iuadrupole polarizability and
first non-adiabatic contribution to the dipole patability that were obtained in Chapter
3. Safronova [35] has recently provided estiméieshe value of3; of 2.97 a.u. using
the RRPA model and 3.21 a.u. using a Dirac-Harfreek model. Takingk = 3.1(2)

a.u. and the simple interpretation of the slopeiredrupole polarizability of THis
estimated to be 45(4) a.u. This value is incoasistith the value of 29 a.u. computed
by Safronova [35]. A possible cause for this &t tihhe higher order non-adiabatic or
adiabatic terms in the expansion of the long raftgetive potential proportional 16°
could be contributing significantly and alteringtapparent slope in Fig. 4.5. Such
effects were seen in the microwave spectroscoplyeofine structure energies of ions
with SP* [39] and B&" [40] ion cores. The resolution of the fine struetenergies
determined in this work is too low to show thesghler order effects. Future work
investigating the fine structure energies of “Tising microwave spectroscopy could

clarify this matter.
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Table 4.11: Summary of the dynamic properties ef TH** ion determined by Rydberg
spectroscopy of high-L Rydberg states of Th Also provided are a summary of the
existing theoretical estimates where they exist@miparison of the theoretical value to
the experimentally determined value.

Experimentally Theoretically Comparison of
determined value  Determined value Theory to
Th*" Core Property (a.u.) (a.u.) Experiment

10.265" 1.348(11)

8.96 1.177(9)

ad 7.61(6) 7.75° 1.018(8)

7.699¢ 1.012(8)
o — 664 26(4) -- --
ye -- 3.1(2)° --

Qo 45(4) 29° 0.64(6)

4SCHF: Fraga, Karwowski, and Saxena [36]

® DHF: Derevianko [37]

° RRPA: Safronova, Johnson, Safronova [34]
dRCCSD(T): Borschevsky and Schwerdtfeger [38]
® RRPA and DHF: Safronova [35]
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Chapter 5. Rydberg Spectroscopy of U VI

5.1 Spectroscopy of High-Rydberg states of U VI

The hight Rydberg fine structure of Uwas observed using the same method used
for Th®*. Table 5.1 summarizes th&'URydberg transitions, the finaF state of the
Rydberg target that was used, the,@&3er line, beam velocity (relative ¢y and tuned
CO, frequency ranges used for th&'Rydberg fine structure observations presented in
this chapter. Unfortunately, these observationg mot yet yielded a conclusive result
for the polarizability of §".

Table 5.1: Summary of the various‘Uransitions studied in this work. The first colum
lists the U5+ transition observed, the second callists the final state of the Rydberg
target, and the third column lists the hydrogemergy of the transition listed in the first
column. The fourth column lists the @@ser line used to observe the transition, the
frequencies of the CQines are listed in Ref. [32]. The fifth columnopides the beam

velocity relative to c. The last column gives thage of frequencies that the £laser
was tuned over to observe the various fine stregbatterns.

U~ Rydberg CO; laser Tuned Laser
Transition Target transition Frequency Range
(nF)  E°(cm?) v/c (cm™®)
53-93 10F 949.6226  10P(14) 0.0011615(1919.6091 — 949.7453
53 -93 8F 949.6226  10P(14) 0.0011615(1249.5963 —949.6915

55 —-109 10F 973.4532 10R(16) 0.0009159(9) 973.413B3.5653

The following figures, Figs. 5.1, 5.2, and 5.3, slbe spectra observed when the
CQO; laser is tuned through the frequency ranges listddble 5.1. They represent the
normalized weighted averages of many individuahsaaver the frequency ranges listed
in Table 5.1 in order to achieve the best possigeal to noise. The noise is measured

as the scatter of the y-channel recorded by tHeiloamplifier from a straight line in a
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region with no or little signal. The weight of thividual runs in the weighted average
was taken to be the inverse square of this noissuarement. The signals were
normalized so that the amplitude of the higkignal would be one in all cases, the
normalization factor was determined by a 3 parant@gissian fit to the high-signal.
Figure 5.1 is the weighted normalized average ah@®idual scans of the U VI 53 —
93 transition with a 10F Rydberg target final stéte beam energy was 150 keV during
the acquisition of this data. The scans that meeraged together are in Book 12 pages
117 through 144. In each run the signal at a gstage angle was collected and
averaged by the computer for 30 seconds. The cwdlaverage then represents a total
collection time of 660 seconds per point (11 misuteThe signal to noise of the high-
peak ~1100 in this combined average. The blue Imdisate the calculated positions of
individual excitations of. = 11, 10, and 9 levels iy = 5.05 a.u. The green line
indicates 1% of the high-signal. There is a suggestion of a signal coomedmg to the
excitation of the (563,11) — (93, 12) transitionapiproximately 0.2% of the highsignal,

but no consistent pattern suggesting lolvsrgnals.
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Figure 5.1: RESIS excitation spectrum of' B3 — 93 Rydberg fine structure using the
10F Rydberg target. The x-axis represents therdifice between the Doppler tuned,CO
laser frequency and the hydrogenic frequency ofUfie53 — 93 transition. The red
points represent the data multiplied by a factoR®ffor clarity in viewing the resolved
fine structure transitions. In a total integratibome of 660s any significantly resolved
RESIS transitions are not visible even at the 0l&%€l. The green line at 3500 MHz
represents 1% of the hidhsignal size in the 20x magnified data. The bloed super
imposed on the graph represent the calculatedipasiof the dominant (53,) — (93,
L+1) transitions assumingy = 5.05 a.u.

Figure 5.2 is the weighted normalized average ahti®idual runs, from Book 14
pages 61 through 72, of the 53 — 93 transition MIWith an 8F Rydberg target state,
the beam energy during this series of scans wa&d¥®0 In each run the signal at a
given stage angle was collected and averaged bgotn@uter over a 15 second time
period. The combined average then representslactatection time of 180 seconds per
point (3 minutes). The signal to noise of the Higheak ~190 in this combined average.
Again the blue lines indicate the calculated posgiof excitations and the length of the

green line shows 1% of the highsignal. Again, there is a suggestion of a sigealr
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the expected position of the (53, 11) — (93, 1&)dition. In this case, due to the lower
signal to noise this signal could be as large asra¢ percent of the high- However,

there is no sign of lowdr signals that could confirm a pattern.

Weighted Average of 150 keV U VI 53-93 with 8F RT
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Figure 5.2: RESIS excitation spectrum of 150 ke¥ B3 — 93 Rydberg fine structure
using the 8F Rydberg target. The x-axis represtr@difference between the Doppler
tuned CQ laser frequency and the hydrogenic frequency efufti 53 — 93 transition..
The red points represent the data multiplied bgaol of 10 for clarity in viewing the
small resolved fine structure transitions. Theegréne at 2300 MHz represents 1% of
the hight signal size in the 10x magnified data. The bined super imposed on the
graph represent the calculated positions of theiolm (53,L) — (93,L+1) transitions

assumingxy = 5.05 a.u.

Figure 5.3 is the weighted normalized average ah@d®&idual runs, from pages 78
through 113 in Book 14, of the 55 — 109 transiilot) VI with an 10F Rydberg target
state between -700 MHz and 3500 MHz with an additi®5 scans, from page 130 to

132 in Book 14, between 2200 MHz and 2700 MHz. iythis particular series of
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scans through the transition the beam energy w&e¥3 In each run the signal at a
given stage angle was collected and averaged bgotn@uter over a 15 second time
period. The combined average then representslctatection time of 420 seconds per
point (7 minutes) between -700 and 3500 MHz. dgtan between 2200 MHz and 2700
MHz had a total collection time of 1245 secondspment (~21 minutes). The signal to
noise of the high- peak ~460 in the region -700 to 3500 MHz, the 2RI to 2700

MHz region has an estimated highsignal to noise of ~1370. The blue and greersline
have the same meaning as in Figs. 5.1 and 5.2inAttp@re is a suggestion of a (55, 11)
— (2109, 12) excitation which could be as large%saf the hight signal but no

consistent pattern including lowkrexcitations is observed.

93 keV U VI 55-109 with 10F RT
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Time per point (-0.7-2.2& 2.7 -3.5GHz) =420 s
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10 7 2=
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Figure 5.3: RESIS excitation spectrum of 93 ke¥ 65 — 109 Rydberg fine structure
using the 8F Rydberg target. The x-axis represeeslifference between the Doppler
tuned CQ laser frequency and the hydrogenic frequency efff 55 — 109 transition.
The red points represent the data multiplied byaor of 10 and a slight DC upward
shift was applied for clarity in viewing the resetl/fine structure transitions, if any are
present. The green line at 3500 MHz represent®fiéhe hight signal size in the 10x
magnified data. The blue lines super imposed @ngtaph represent the calculated
positions of the dominant (5B) — (109,L+1) transitions assumingy = 5.05 a.u.
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The lack of resolved fine structure transitionssprés a series of puzzles. The dipole
polarizability computed by U. I. Safronowet,al. for TH** was in close agreement with
the experimentally measured value. Using the saetbod, U. |. Safronovat al.
computed a dipole polarizability of 5.05 a.u. fof {B4]. Using that value estimates for
the energies for the dominahlt = + 1 transition between different Rydberg statethe
transitions studied were computed. These eneageegraphically depicted in Figs. 5.1,
5.2, and 5.3 by the blue bars.

Any resolved U fine structure transitions present in Fig. 5.1raweclear outside of
the noise levels. If there are transitions preties might be present at the 0.2% of the
high-L level. Figures 5.2 and 5.3 potentially show hoftsignals at locations predicted
for the (53, 10) — (93, 11) and (55, 10) — (109, titdnsitions respectively; however the
signals are not significantly outside the backgblavels. When the blue bars are
removed, it is difficult to identify any bumps aae signals; only with the visual aid of
the predicted locations do the “signals” seem tpiesent.

In all three figures there are hints of somethiegembling a transition at the
predicted location for the = 11 transition very close to the highransition, suggesting
that the theoretically calculated value of 5.05 §84] is not very far from the actual
value. However, there do not appear to be sigm@saoinsistent pattern of resolved
transitions further away from the hightransition. Without a consistent pattern of
transitions it is impossible to determine the déppblarizability of the € ion from the

observation of the ¥J Rydberg fine structure.
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5.2 Comparison of different beam configurations

As a result of the lack of clearly resolved sigrial&)®*, even with the time invested,
to integrate individual runs and obtain high sigioahoise, effort was applied towards
comparing various characteristics of th¥ beams to the Tfibeam. The key
parameters of note in analyzing the differences/éen the two beams are the beam
velocity, target finahF state, and the initial state of the Rydberg transition to be
studied. Understanding the characteristics of timge three experimentally controllable
parameters affect the background rates and sigtesd s key to developing an
understanding of the difficulty of the®Uobservations compared to the’*Thbservations
and providing guidance for a more successfiiléxperiment.

Table 5.2 lists some of the important parameteasdan be compared between the
three different 9" beam configurations and the*fltonfiguration studied, the first
column in Table 5.2 lists identifications giventh@ configurations for reference
throughout the remainder of this chapter, U-A, UBC, and Th-A. In addition to the
ion beam, RESIS transition and Rydberg targéhe table gives the amplitude of the
high-L signal, the amplitude of the observed RESIS ttemmswith L = 11, the
experimentally measured noise in 20 seconds (ddimg&9s)) and the CEM DC level.
All are converted to a CEM potential of -1100. Matue reported for the shot noise
estimated from the CEM DC leveipc, at a CEM potential of -1100 V with a collection

time of 20 seconds is given by:

0. (20s)=/CEMDC(V) 1.602¢10° , (5.1)

as discussed in Chapter 3. Also listed in Talasbthe charge exchange beam current

from the Rydberg target, CXRT, and the average gnyrbeam intensity. These two
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measurements were made using the faraday cup anhthef the beam line. The CXRT
is the increase in the charge exchange beam cuh@ndccurs when the Rydberg target
is turned on compared to when it is turned off.e phimary beam is the beam in the
various configurations that does not capture aliigkcited electron from the Rydberg
target. The value reported in column 6 of Tabdives the ratio of then(11) — (',

12) peak to the high-peak for the different beam configurations. Taigos reported in
column 6 of Table 5.2 for the U-A,B, and C configtions are, at best, upper limits on a
supposed. = 11 signal; whereas the ratio listed for the Thekhfiguration is an actual

number since the signal was clearly observed.
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Table 5.2: Measured characteristics of the diffel@® and TH* transitions studied. The™icolumn provides an abbreviated
identification for each configuration studied. TP lists the transition and ion, thé& @olumn gives the beam energy and the 4
column lists the finahF state of the target used during the observatfothe transition. The ' column lists the high- signal
amplitude in mV, the ® column is the ratio of amplitudes of the bump rer calculated location @f = 11 to the high-, the 7"
column reports the error in the measurement taf@n the scatter of the Y-channel signals from aigit line and the "®8column
lists the CEM DC recorded off of the highsignal. The 8 column reports the error in the measurement estiinom Eq. (5.1)
The 1" and 11" columns list the amount of charge transfer beaim fthe Rydberg target and the average primary beaasured

on the Faraday cup at the end of the beam linee vatues reported in the columns labeled: highgnal, CEM DCg, andoyk are
all taken to be when the CEM has a voltage of -IM@pplied.

Beam Rydberg

Average
energy Target SHL) SL=11)/ o0(20s) CEMDC odpc CXRT Primary
Configuration Transition  (keV) (nF) (mV) SHL) (mV) (mV) (mV) (nA) (nA)
U-A UVI53-93 150 10F 14.30(1) <0.002(1) 0.040 46.0 0.027 0.37 29
U-B U VI53-93 150 8F 0.46(3) <0.029(8) 0.007 2.2 0.006 0.06 4
U-C U VI55-109 93 10F 1.30(1) <0.007(2) 0.011 7.1 0.011 0.18 5

Th-A ThIv37-73 100 10F 12.35(13) 0.037(4) 0.031 14.21 0.015 0.25 16




A measure worth investigating for the differentis@ions presented in Table 5.2 is
the maximum signal to noise ratio of the resolied 11 signal estimated from Eq. (5.1).
This corresponds to the signal to noise of the fessolved or nearly resolved signal,
which should be the largest and easiest to see.amalysis is slightly complicated by the
fact that the size of the primary ion beam gendraiethe ECR varied widely during the
course of these studies, as can be seen fromghediamn in Table 5.3. This can be
corrected since both the highsignal and CEM DC are roughly proportional to siee
of the primary beam current. Thus the high-L sigodhe noise estimated from Eq. (5.1)
is proportional to the square-root of the primaeaim current. This ratio can then be

corrected to a constant beam current for directpaymon of all the different studies by:

S(HL) _( S(HL) | ;/10nA (5.2)
Opc P=10nA Opc P . .

A standard primary beam current was taken to beAlfbr comparison an@ is the

primary beam current listed in Table 5.2. The urestied and corrected ratios oH&|)

to opc are given in column four and five of Table 5.3sitd) the ratio of (= 11)/SHL)
listed in Table 5.2, the ratio of ISE 11)bpc can be computed and is listed in the last
column of Table 5.3 for the different beams studi€dom this comparison it becomes
clear that the Th-A configuration has the largégta to noise over any of the U
configurations studied by an order of magnitude.

Table 5.3: Predictions of the, L = 11 signal to noise by Eq. (5.1), correcting &r
constant beam current of 10 nA and assuming a @@sction time.

Corrected SL=11)/
Configuration SHL)/obc SHL)/0bc Obc

U-A 530(1) 311(1)  <0.6(3)
U-B 77(5) 130(8)  <3.8(1.1)
u-C 118(1) 176(2)  <1.2(3)
Th-A 823(9) 661(7) 25(3)
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The natural question that follows from the lasucoh of Table 5.3 is: how long
would it take to achieve signal to noise on theisesplvedL = 11 peak in the ¥
studies as was achieved in thé"Tstudy in 20 seconds of data acquisition per point?
The time required per point, provided the primaggim current is at a constant 10 nA, is
listed in the last column of Table 5.4. The minimtime of only 14.3 minutes per point
is for U-B configuration. Of course, in practi¢eettime may be much longer if the
primary ion beam is weaker than 10 nA or the 11 signal is smaller than the upper
limit given in Table 5.2. In any case it appeét the U* study is much more difficult
than the TA" study based on the observed signal to noise mtidhe experiments all
show that of the three U configurations studiedifiguration U-A was the most difficult.
Configuration U-B is favored for future studies.
Table 5.4: Estimation of the time required, pempaio achieve similar signal to noise on

theny, L = 11 signal that was achieved in the study of\h |
Required Time Time Required

Configuration multiplier per point
U-A 1736x% 9.6 hr
U-B 43x 14.3 min
U-C 434x% 2.4 hr
Th-A 1x 20's

5.3 Comparison of observations with CTMC prediction

In order to explore the reasons for the observi#drdnces between the three
Uranium configurations and the Th-A configurati@iassical Trajectory Monte Carlo
(CTMC) methods are used to model the populatioRyafberg states after charge
exchange from the Rydberg target. CTMC is a atasshree-body approach to
modeling the charge exchange process that occtweé&e the Rydberg target and a

positively charged ion. The highly excited elentrs singled out from the target atom
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and projectile ion. The projectile and target atma treated as point particles and
hydrogenic wavefunctions are assumed for the @le¢f26]. Classical orbits are
associated with the electron based on the iniaatltions and the phase and orientation
of these orbits are chosen randomly for each t@jg¢26]. The classical Hamiltonian
equations of motion are then solved numericallthasprojectile ion approaches the
target atom at various impact parameters and iucamccurs the energy and angular
momentum of the final electron orbit are relateth® quantum numbersandL [26].

The CTMC approach is well suited for modeling itihs between ions, e.g. th&"and
Th*" ions studied, and excited atoms, e.g. the hightjted Rb atoms in the Rydberg
target, because the interaction between the pastisistrong and long range and the
classical treatment of the Coulomb scattering egvath the exact quantum mechanical
approach [26]. Many of the predictions made be CIihave been tested against
experiment [15,41]

Comparisons between the different configurationdisd and CTMC predictions can
be made more directly if the signal and beam cuiirgansities are converted to ion
count rates. Since the signals are measured vattkain amplifier the voltages recorded
are RMS voltages, not peak to peak. The peakg®ltarelated to the RMS voltage

reported by the lock-in amplifier by:

7l
Vep = ﬁVRMS' (5.3)
The signals recorded by the lock-in amplifier cancbnverted to a count rate of ions per
second by:
V) \/HE (ions/s
Roigna = ——=— 5~ = S(MV) [27733———, (5.4)
gencdQ mV
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where S is the recorded signal size in vats,5000 with the CEM at -1100 \é,is the
charge of the electron in Coulombs, anfl ®&ms is the resistance of the electrometer
used. Similarly, the charge transfer beam curner@asured using the end Faraday cup

can also be converted to a count rate relativehphi by:

_ CXRTA)

_ 2x10° (ions/9
XRT (Q _1) l} _

= CXRT(nA) 2242 :
1) nA

@

whereCXRTis the measured charge transfer beam currenteoerttt Faraday cup add

(5.5)

is the charge of the primary ion beam.

TheL =11 signal ion count rate can then be computed by

et ] (5.6)

Rs-1y = Rsery [ﬁm
whereRs(=11) is the signal rate for the highsignal given by Eq. (5.4) and the quantity in
the parenthesis in Eq. (5.6) is the ratio oflthe 11 peak amplitude to the highpeak
amplitude listed in Table 5.2. Table 5.7 lists ittv@ count rates for the measured
primary,Re, the charge transfer beaRsxrt the CEM DCRgg, the hight signal,Rgu),
and thel. = 11 signal Rg.-=11) and Table 5.8 lists the ratios of the count résgsd in

Table 5.7.

Table 5.7: Measured count rates for the chargesfeabeam and;, L = 11 signal.

Configuration Rp Rexrt Rec Rs(Hu) Ryi=11)
U-A 3.6x10° 4.6x10 5.7x1G 4.0x10  <800(400)
U-B 75x10 0.75x16 2.7x10 1.3x1d < 370(100)
U-C 52x10 2.3x1d 8.9x1d 3.6x1d  <250(70)
Th-A 25x10° 5.2x1F 1.8x10 3.4x1G 12,600(1400)
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Table 5.8: Ratios of the observed count rates.
Configuration  Rscg/Rexrt  Rgnuy/Rexrt  Rs=11/Rexrt Rs=11/Rs(Hy

U-A 1.2x10° 8.7x10" <2(1) ppm <0.23(5)%
U-B 3.6x10" 1.7x10* <5(1) ppm  <2.8(8)%
U-C 3.9x10" 1.6x10"*  <1.1(3) ppm <0.69(19)%
Th-A 3.5x10" 6.5x10" 24(3) ppm 3.7(4) %

5.4 CTMC predictions of Signal size compared toeobations

The distribution of the population final stats after charge exchange from the
Rydberg target varies based on the projectile’ssindsarge, and velocity. Figure 5.4(a)
— Fig. 5.4(d) show the different capture distribag into a final state with principle
quantum numbem, for the four different beam configurations. Alwown in Fig. 5.4(a)

— (d) is a dashed line indicating the lowenf the transition studiedy.
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Figure 5.4: CTMC predicted; distributions for the (a) U-A, (b) U-B, (c) U-Cnd (d)
Th-A configurations. The blue dashed line in eatkhe figures corresponds withi of
the transitions studied.

The distributions im, can be used to compare predictions made by CTME thve
observations for the four different configuratiorimportant characteristics of the CTMC
predictions are the total capture cross sectiomlfar,’s, and the capture cross section
into ny, these values determined from an average of f€rdift runs of the CTMC codes
are shown in Table 5.9. The fractional capture mf f,, corresponds to the high-L

signal per charge exchange from the Rydberg tarfie¢. value of, is determined from

the CTMC predicted distributions shown in Fig. & is listed in column 4 of Table
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5.9. Comparison betwednin Table 5.9 andRgn)/Rexrs reproduced in the last column
of Table 5.9 from Table 5.8 for reference, can laglea On average the predicted high-
signal per charge exchange is 50 times greatertiieaobserved high-signal per charge
exchange. This suggests that the simple idedtbaintire population contributes to the
high-L signal is too simplistic. Taking the model a stapher requires modeling the

high-L signal and weighting the contribution to the signam eachL by
(n,L|zZ|n, L’>‘2. Modeling the higH- signal in this fashion suggests thashould be

reduced by 2 for the U-A, U-B, U-C, and Th-A configtions. Also, at best only 50% of
the population would be excited into the detecttate, so another factor of 2 can be
taken out of,. Thef, adjusted by a factor of 4 to account for the exicitaprobability

and efficiency, f, , is listed in column 5 of Table 5.9. The raticobiserved high-
signals to CXRT are smaller thafij by factors between 4 and 20. This suggests lieat t

high-L signal amplitude is affected significantly by atliectors.

Table 5.9: CTMC predicted capture cross sectionghie different beam configurations
studied.

Total Capture Average capture

cross-section cross-section into RsHuy/Rexrt
Configuration (cm?) n, (cnf) f,(%) f. (%) (%)
U-A 1.829(4)x10"  2.96(4)x10" 1.62(2) 0.41(1) 0.087
U-B 1.055(2)x10"  0.694(11)x1d® 0.66(1) 0.17(1) 0.017
U-C 2.595(3)x13*  4.35(6)x10" 1.68(2) 0.42(1) 0.016

Th-A 1.425(2)x10*  3.56(5)x10°  2.50(4) 0.63(1) 0.065

Another way to compare the predictions made by CTiM@e observations in Table
5.8 is to compare the ratiy -11f Rexrrto the ratio of the average capture cross-section
inton, L =9, 10, and 11, correcting for radiative decaythe total capture cross section.

One half of this ratio represents the maximum mtedi signal per charge transfer from
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the Rydberg target. The average capture cros®senton;, L =9, 10, and 11 is
obtained from CTMC and is listed in th& 2olumn of Table 5.10. The decay factor
listed in the %' column of Table 5.10 is given by

Decay= e AT (5.5)
whereA(Q,n,L) is the decay rate of a Rydberg state with a g@em andL = 11 and is
estimated from the formula given by E. S. Chand.[3he value ofT is the time
required to transit the 83.4 cm between the taagdithe LIR given the different beam
velocities in the four configurations. The quantit the 4" column of Table 5.10
represents the fraction of the capture cross seatio then;, L = 9, 10, or 11 state out of
the entire capture cross-section. The quantitgdign the & column in Table 5.10
corresponds to the maximum predicted signal togghtransfer and is half the product of
the quantities listed in thé®and 4" columns.

Table 5.10: CTMC predicted capture img L = 9, 10, or 11, corrected for radiative
decay.

Average capture
cross-section into

n,L=9,10,and 11 Predicted
Configuration (sz) Decay f|_=9,10,11 RS(L=11{RCXRT
U-A 0.13(2)x10" 0.182  7.1(11)x18  0.65(10) ppm
U-B 0.74(9)x10"? 0.182  7.0(9)x18 6.4(8) ppm
U-C 1.48(15)x18°  0.145  5.7(6)x18 4.1(4) ppm
Th-A 2.1(2)x10" 0.303 1.47(10)x16  22.3(15) ppm

The comparisons for the different configurations summarized in Table 5.11. The
conclusions supported by the values listed in Téllé are:
1)  The TH" signals are about as large as could be expectied éntire TA" beam
consists of ground state ions. This is consistatfit the conclusion in Chapter

3 that the metastable fraction in*Ts small.
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2)  Itis impossible to say how large the resolved aigin U* are, since there are
no definitive observations to date. Configuratig@€ in Table 5.11 suggests
that the resolved signals are a smaller fractiothefpredictions in €/ than in
Th**, perhaps by a factor of 4. This is consistenhwlie conclusion in
Chapter 3 that the Ybeam contains a large metastable fraction andesigig
that the metastable fraction could be ~75%.

Table 5.11: Comparison of the observed ratioRgf-11) t0 Rexrr to the same ratio
predicted by CTMC.

Observed Predicted Ratio of Observed
Configuration RS(L=11)/RCXRT RS(L=11)/RCXRT to Predicted

U-A <2(1) ppm 0.65(10) ppm <3(2)
U-B <5(1) ppm 6.4(8) ppm <0.78(18)
u-C <1.1(3) ppm 4.1(4) ppm <0.24(8)
Th-A 24(3) ppm 22.3(15) ppm 1.08(15)

Aside from the issue of metastable contaminatio@ predictions foRs( -11f/Rcxrw
listed in Table 5.11, vary over a wide range aredcansistently worse for the Uranium
configurations than the Th-A configuration. Mostably the U-A configuration predicts
that the population that could contribute to theoheed RESIS excitation signals is ten
times worse than the U-B configuration. This isjite of the fact that the fractional
capture intay; is much larger in the U-A configuration than théBlEonfiguration, as
illustrated in Fig. 5.4 and Table 5.9. The differe between the two configurations is a
result of the different. population distributions created by the differBytberg targets.
The differences in the population distributiond.imere explored in experimental studies
of theL distributions resulting from charge capture by SExperimental studies showed
that CTMC predictions of capture distributionLirwill be either “hight rich” or “high-L

poor”, where high- refers to the population instates that contribute to the high-

166



signal, depending upon the target state for a goeam of ions with charg@ and

velocity [41] and the choice of to be studied. It was demonstrated in the saouy st
that the size of the resolved RESIS excitationagoan differ by a factor of two or
greater [41], depending upon the choice of tangetl Gtate. The exact reasons for the
varying distribution of population ih for different target states remains unexplained by
any simple model [41]. However, the CTMC prediot®f the signal sizes in Table 5.11
show that even without the issue of metastable adirthe Uranium configurations

studied to date would be much more difficult the Th-A configuration.

5.5 Future directions

The inability to clearly observe any transitionsvmen hight: Rydberg states in )
in a practical amount of time, despite the cleacsss in K¥' is disappointing. The large
background and relatively nonexistent signal sizthe U* can be reasonably attributed
to a significant fraction of the primary’Ubeam being in metastable states, as was
discussed in Chapter 3. If it is really true thaarge portion of the ¥ beam is in
metastable states, then a determination of thdedjpmlarizability of U* using the RESIS
technigue may be impossible.

On the other hand, the optical RESIS studies 8t Were very successful and there
are good reasons to hope for future improvemehtsenhance the Phexcitation
signals the 15° charge selection magnet after ylab &g target could be removed. This
would result in the RESIS beam line being shortdmedpproximately 12”. With a 100
keV Th* beam this equates to a reduction in the tramsi thetween the target and the

LIR by 1.06us. Assuming that the amplitude of the resolvedagdecay exponentially
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in time, then a gain of approximately 2 in the tesd (37, 10) — (73, 11) transition
would be expected. As shown in Fig. 5.4(d) thé Bibservations were not carried out at
the peak of tha distribution resulting from charge exchange fréra Rydberg target.
This was done because there is a deficiency ipadpalation ofL’s that are potentially
resolvable with the optical RESIS technique atgéak of then distribution. More
effective scrambling of the population distribution could be achieved with roigave
mixing as suggested by Ref. [42]. By scramblinglLtipopulation more effectively it
might be possible to conduct the experiment aptak of then distribution leading to
dramatic increases in the signal to noise. Alsibj$ true that the dominant source of
background in the T observations is not due to auto-ionizing Rydbéages then

future studies of the background could determimestturce. Once the dominant source
of the background is known then it might be posstbleliminate, or significantly reduce,
the background completely from the*Tlexcitation spectra. If all these improvements
work favorably for the TH experiment, it might become possible to succelystiliserve
the U* fine structure.

Even without these enhancements there is goodndadeelieve that it is possible to
conduct a study of the transitions between diffetestates using the microwave RESIS
technique. The microwave technique is attracteealise the observations are not
affected by uncertainties in the calibrationébfand velocity. Also, it has been shown in
previous studies that the microwave RESIS is capaban order of magnitude or more
increased precision in the determination of thel@igpolarizability compared with the

optical RESIS technique.
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