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ABSTRACT OF DISSERTATION 

STUDY AND DESIGN OF MINIMALLY INSTRUMENTED MICROFLUIDIC UNIT 

OPERATIONS FOR A PORTABLE BIOSENSOR: MIXING, PUMPING, AND 

REACTION 

This research involves the detailed study and design of several microfluidic unit 

operations that combined together, passively deliver analyte to a local, evanescent array 

coupled (LEAC) sensor. Specifically, this dissertation is focused on minimally 

instrumented mixing, pumping, and heterogeneous reaction strategies regarding fluids 

confined to microchannels whose widths and heights are less than 100 microns. These 

microfluidic platforms present many advantages over their traditional macroscale 

counterparts, including reduced sample volumes, analysis times, costs, and overall device 

size. The minimally instrumented unit operations studied in this dissertation work such 

that no external control is required and power inputs are small enough to be handled by 

small battery systems. When combined with the LEAC sensor, the unit operations within 

this dissertation will provide a unique device able to detect a wide variety of biological 

markers or small molecules with a high degree of portability. 

For microfluidic mixing, both the optimization of previous mixing methods as well as 

the development of a novel mixing strategy are studied in detail. Previously, there have 

been several reports involving microfluidic mixing via the creation of helical flow in 

microchannels from a series of patterned grooves on the channel floor. Due to the 
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enhancement of surface effects at the microscale, these grooves remain a state of the art 

method to induce chaotic flows within a pressure driven system. Here a new geometrical 

factor is presented that significantly affects the strength of helical flow over patterned 

grooves. By varying the ratio of the length of the grooves to the neighboring ridges, 

helical flow can be optimized for a given groove depth and channel aspect ratio, with up 

to 50% increases in transverse flow possible. A full numerical study of over 700 cases 

details the magnitude of helical flow over unsymmetrical patterned grooves in a slanted 

groove micromixer, where the optimized parameters for the slanted groove mixer can be 

translated to the staggered herringbone mixer. The optimized groove geometries are 

shown to have a large depend strongly on the channel aspect ratio, the groove depth ratio, 

and the ridge length. 

Furthermore, a new micromixer that utilizes integrated electrodes to induce a 

localized, perpendicular electric field within pressure driven axial flow is presented. The 

presence of the electric field drives electro-osmotic flow in the transverse direction along 

the channel walls, creating helical motion that serves to mix the fluid. A numerical model 

is used to describe the three-dimensional flow field, where characterization is performed 

via particle tracking of passive tracer particles, and the conditional entropy is utilized to 

approximate the extent of mixing within cross-sectional planes. The geometrical 

parameters and operating conditions of the numerical model are used to fabricate an 

experimental device, and fluorescence microscopy measurements are used to verify 

mixing of rhodamine B across the width of the microchannel for a wide range of fluid 

flow rates. The results demonstrate that under certain operating conditions and selective 

placement of the electrode gaps along the width of the microchannel, efficient mixing can 

be achieved within 6 mm of the inlet. 

As a result of very large surface area to volume ratios, evaporation is of significant 

importance when dealing with microfluidic devices that possess open air/liquid 

interfaces. For devices utilizing a reservoir as a fluid delivery method to a microfluidic 
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network, excessive evaporation can quickly lead to reservoir dry out and overall device 

failure. Predicting the rates of evaporation from these reservoirs is difficult because the 

position of the air/liquid interface changes with time as the volume of liquid in the 

reservoir decreases. Here a two-step method to accurately predict the rates of evaporation 

of such an interface over time is presented. First, a simple method is proposed to 

determine the shape of an air/liquid meniscus in a reservoir given a specific liquid 

volume. Second, computational fluid dynamics simulations are used to calculate the 

instantaneous rate of evaporation for that meniscus shape. It is shown that the rate of 

evaporation is strongly dependent on the overall geometry of the system, enhanced in 

expanding reservoirs while suppressed in contracting reservoirs, where the geometry can 

be easily controlled with simple experimental methods. Using no adjustable parameters, 

the model accurately predicts the position of the inner moving contact line as a function 

of time following meniscus rupture in poly(dimethylsiloxane) reservoirs, and predicts the 

overall time for the persistence of liquid in those reservoirs to within 0.5 minutes. The 

methods in this study can be used to design holding reservoirs for lab-on-a-chip devices 

that involve no external control of evaporation, such that evaporation rates can be 

adjusted as necessary by modification of the reservoir geometry. 

Controlled pumping of fluids through microfluidic networks is perhaps the most 

important unit operation within microfluidic based applications. Although there have 

been a number of studies involving the creation of passive flows within lab-on-a-chip 

devices, none have shown the ability to create temporally stable flows for periods longer 

than several minutes. In this study, a passive pumping approach is presented in which a 

large pressure differential arising from a small, curved meniscus situated along the 

bottom corners of an outlet reservoir serves to drive fluid through a microfluidic network. 

The system quickly reaches steady state and is able to provide precise volumetric flow 

rates for periods lasting over an hour. A two-step mathematical model provides accurate 

predictions of fluid and mass transport dynamics in these devices, as validated by particle 
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tracking in laboratory systems. Precise flow rates spanning an order of magnitude are 

accomplished via control of the microchannel and outlet reservoir dimensions. This flow 

mechanism has the potential to be applied to many micro-total analytical system devices 

that utilize pressure-driven flow; as an illustrative example, the pumping technique is 

applied for the passive generation of temporally stable chemical gradients. 

Lastly, the dynamics of a complete device utilizing microfluidic delivery of analyte to 

a sensor surface are explored. The use of microfluidic passive pumping methods for the 

capture of analyte molecules onto the LEAC sensor has the potential to greatly aid in the 

development of a simple, robust, point-of-care diagnostic device. Unfortunately, devices 

involving multiple binding regions concerning similar analytes suffer from the formation 

of an analyte concentration boundary layer adjacent to the sensor surface. As a result, the 

time required to achieve equilibrium hybridization states for all binding surfaces is 

strongly dependent on both the convective flow conditions within the microchannel and 

the geometry of the channel itself. For optimal assay times that utilize minimal sample 

volumes, there is a delicate balance between the convective flow rate through the 

microchannel and potential for interaction between the analyte and sensor surface. This 

dissertation explores the relationships between microchannel geometries and assay 

response via computational fluid dynamics. 

Nicholas Scott Lynn Jr. 
Department of Chemical and Biological Engineering 

Colorado State University 
Fort Collins, Colorado 80523 

Summer 2009 
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Chapter 1 

Introduction 

1.1 Motivation 

By providing accurate and timely care for patients, ensuring the safety of blood 

supplies, and contributing to short- and long-term public health care strategies, 

diagnostics play critical roles in health care in both the developed and undeveloped 

world.1 Diagnostic devices for health care vary in their capabilities, including the 

detection of biomarkers associated with cancer, cardiovascular and sexually transmitted 

diseases, the isolation and identification of infectious microbes or viruses, the detection 

of genetic disease markers, and the detection of toxic compounds in aqueous media or 

blood serum. In the developed world, traditional diagnostic tests are typically carried out 

in centralized laboratories by trained technicians using expensive, specialized equipment. 

Although there exists a large effort to develop hardware and software technologies to 

automate these processes, laboratory environments are still required and associated costs 

remain high. In addition, the time between sample collection (e.g., blood, saliva, urine) 

and eventual diagnosis is often on the order of days to weeks. Traditional diagnostics can 

demand whole blood sample volumes of 0(100) mL, and human-induced errors 

concerning sample storage, pretreatment, and processing are the most problematic steps 

in the entire diagnostic process. It is therefore desirable to develop diagnostic 

instruments that combine all the aspects of a traditional laboratory assay into a single 

device for use in point-of-care (POC) settings. These assay steps include sample 

handling, pretreatment, and separation as well as signal transduction and detection. Areas 
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of focus for these instruments include accuracy, reliability, portability, automation, low 

power requirements, low sample volume requirements, and high degrees of robustness. 

In the past decade a large amount of work has been dedicated to the miniaturization 

of individual unit operations that when combined, recreate the multiple steps included in 

a variety of clinical assays. These unit operations are carried out on a microfluidic 

platform, where traditional microfabrication processes are utilized to create 

microchannels with characteristic lengths ranging from 1 to 1000 um for the containment 

and delivery of fluid volumes ranging from 10"6 to 10"15 L.5'6 Initial research in 

microfluidic systems focused on gas chromatography or capillary electrophoresis in 

microchannels fabricated from glass or silicon with either dry or wet etching 

procedures. ' These early systems, although successful in operation, are expensive and 

generally require advanced microfabrication technologies and use of a semiconductor 

processing clean room. Work on microfluidic analysis systems was fairly stagnant until 

the late 1990s, when the development of soft lithography allowed the rapid fabrication of 

microfluidic channel networks (uFN) using simple procedures in a traditional laboratory. 

Since this pioneering work, interest in microfluidics has been explosive, as there are 

currently several journals and conferences dedicated to the subject. Peer-reviewed articles 

on microfluidics currently number well above 1500 articles per year. 

Due to their inherent high surface area to volume ratios, microfluidic platforms 

present many advantages over their traditional macroscale counterparts. These 

advantages include reduced sample volume requirements, reduced times for sample 

analysis, reduced cost as devices are scaled out, precise control over temperature with 

low power consumption, and a reduction in the overall device size. Furthermore, 

transport and electronic phenomena on the microfluidic scale are well understood, 

allowing for accurate prediction and optimization of devices without the need for 

laboratory experiment.10 Due to these many benefits, microfluidic systems are currently 
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utilized nearly universally within the fields of physical, medical, and biological sciences 

for a variety of applications. 

The development of microfluidics for analytical and diagnostic purposes is analogous 

to that of micro-electro-mechanical systems (MEMS). Although many of the fabrication 

methods utilized to create application-specific MEMS had been developed by the middle 

half of the 20th century, it was not until 1982 that a combination of micro-mechanical 

functions were integrated with electronic components to create a working device." 

Similarly, the integration of microfluidic unit operations to form a complete analytical 

package did not occur until the mid 1990s, nearly 15 years after the seminal work on 

microfluidics. Systems integrating multiple microfluidic unit operations onto a single 

device have since been termed micro-total-analysis-systems (uTAS) or lab-on-a-chip 

(LOC) devices. Due to the advantages inherent to microfluidic systems, these devices 

have the potential to increase the availability and reliability of POC diagnostics in 

multiple locations, including (i) centralized hospitals and first response emergencies, (ii) 

offices of the primary care physician, (Hi) home testing via disposable kits, and (iv) low-

resource settings in developing countries. 

The small characteristic size of microchannels and LOC devices is not without 

drawbacks, as multiple phenomena can contribute to potential device failure: these 

include the effects of evaporation, fluid leakage, and unwanted introduction of particulate 

matter, gas bubbles, or emulsions. Furthermore, since surface chemistry plays an 

enhanced role within microfluidic systems, increased attention must be paid to the 

fabrication processes for devices to possess high repeatability. Nevertheless, there has 

been significant progress towards addressing these issues, and interest in the field 

remains very high. 

As a part of a multidisciplinary project, this work is concerned with the detailed 

study, design, and optimization of microfluidics based unit operations regarding analyte 

delivery to a local, evanescent array coupled (LEAC) sensor. Specifically, this 
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dissertation is focused on mixing and pumping strategies in microchannels of heights and 

widths less than 50 urn that can be easily integrated with the LEAC technology. This 

dissertation details the operational requirements of such a device when applied to 

heterogeneous affinity interactions between the sensing surface and the aqueous solutions 

containing an analyte of interest. In parallel to this work, the department of electrical 

engineering has focused on the design, fabrication, and operation of the LEAC sensor and 

the study of its capabilities and limitations. The department of chemistry has focused on 

methods to perform heterogeneous immunoassays on the silicon nitride surface of the 

LEAC sensor. Details of these parallel efforts can be found in the literature. 

1.2 Microfluidic Unit Operations 

As with their traditional macroscopic counterparts, LOC devices are composed of a 

series of individual fluidic unit operations that when combined in an appropriate manner, 

complete an application-specific chemical process utilizing the fundamentals of 

separation, reaction, and detection.16 In the case of diagnostic or analytical assays, these 

unit operations generally include fluid storage, pretreatment, pumping, metering, mixing, 

dilution, and concentration along with heat exchangers, chemical reactors, separation 

units, and appropriate valve units. The small length scales associated with microfluidic 

devices present several challenges with the design of each unit operation. For aqueous 

fluids with density p and viscosity /u, obtainable linear velocities v in a microchannel of 

width w, height h, and hydraulic diameter Dh = 4wh/(2w+2h) will be such that the 

Reynolds number Re = pDhv/jil < 1 and the fluid will be well within the laminar regime; 

therefore, reaction and mixing chambers need to be designed to work without the 

enhanced mixing characteristics of turbulent flow. Futhermore, soft lithographic 

fabrication procedures generally prohibit the utilization of moving parts, functionalities 

that are vital to macroscale valves, pumps, and other devices. Unless expensive three 

dimensional micro-milling machines are available, all unit operations must be designed 
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using the "bottom up" methodology utilizing standard microfabrication procedures. 

Despite these difficulties, there has been a tremendous amount of work dedicated to a 

wide variety of fundamental microfluidic unit operations. Several important microfluidic 

unit operations are briefly discussed here, and more information can be found in a variety 

of reviews.17"22 

1.2.1 A Note on Paper Based LOC Devices 

This dissertation is limited to unit operations for microfluidic LOC devices and does 

not include material concerning capillary driven test strips or paper based microfluidics. 

Paper based LOC diagnostic devices, such as those seen in home pregnancy test kits, 

have been in commercial use for more than 40 years; however, little to no information 

concerning the details of these devices exists in the literature.23 There has, however, been 

an upsurge in studies focused on the fabrication and operation of these types of devices in 

recent years, as advantages of portablility, low cost, and ease of use of such devices 

remains extremely high. Although these devices have great potential for advanced LOC 

systems, they possess numerous complexities inherent to the paper structures composing 

the fundamental unit operations of each device. Methods of detection are generally 

limited to electrochemical and colorimetric methods, as the capillary forces present 

within the test strip and the optical opacity of the paper precludes the use of analytics 

based on optical and electrokinetic phenomena. Futhermore, these devices are generally 

limited to a single biomarker present in relatively high concentrations and as such are 

limited to hormones, antibodies, or abundant pathogenic antigens. Continuous flow in 

these devices is limited in time by the total volume of the test strip, and there is generally 

low sample-to-sample repeatability and sensitivity. Numerous reviews on this subject can 

Oft 97 

be found in the literature. ' 
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1.2.2 Microfluidic Pumping 

Methods for fluid pumping and metering are perhaps the most studied, as well as 

most complex, unit operation for microfluidic devices. Encompassing a very wide region 

of research, a review on microfluidic pumping methods is beyond the scope of this 

dissertation; however, there are several thorough reviews on the subject. ' Microfluidic 

pumping methods are generally classified as active or passive. Active (or actuated) 

pumping mechanisms utilize external power sources or pumps, pressurized chambers, 

mechanical actuation, or electrokinetic phenomena to drive fluid between neighboring 

regions of a device. These active methods encompass a wide variety of mechanisms and 

can provide large dynamic ranges of flow (nL min" to mL min" ) for extended periods of 

time (hours to days), where the flow rates can be modulated with time. Active pumping 

methods are by far the most common mode of fluid transport within LOC devices; 

however, nearly all require bulky equipment (e.g., power sources, syringe pumps) or 

complex fabrication methods, restricting the portability and cost of such devices. 

In contrast, flow within devices utilizing passive pumping methods requires no 

external equipment, where the eventual dynamics of flow are a function of the 

microchannel geometry, surface chemistry, and external conditions. Temporal 

modulation of the flow is not available on demand for these methods, although some 
TO 

systems can be designed such that the flow is modulated passively. Traditional 

mechanisms for passive microfluidic flows include surface tension forces, ' 

evaporation,31'32 osmotic pressures,33 and fluid permeation into the microchannel.34'35 

These devices are spontaneous in nature and require only fluid delivery to an inlet region, 

most commonly a micro-reservoir. Previously, there has been a gap in the ability for 

passive pumping mechanisms to deliver constant flow rates for extended periods of time. 

Chapter 4 details the design and operation of a new passive pumping method that 

possesses both of these crucial traits. 
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1.2.3 Microfluidic Mixing 

Along with microfluidic pumping, mixing is often a necessary unit operation in LOC 

devices. Because of the lack of turbulent flows, mixing in microfluidic systems becomes 

dominated by molecular diffusion unless something is done to modify the dynamics of 

flow. Traditional fabrication methods for microfluidic systems are generally planar, thus 

when two fluid streams are combined into one, occurring at a T-junction, the two streams 

initially remain segregated and the important dimension of the system is the channel 

width. For continuous flow systems it is useful to estimate the axial channel length for a 

fluid stream to be regarded as well mixed. Typically, the mass transfer Peclet 

number Pe = vwl D is very high for microfluidic systems containing a solute with 

molecular diffusivity D. The time for a solute to diffuse across the channel width is on 

the order of tmix °= w2/D , and it follows that the axial channel mixing length 

is Lmix oc w • Pe . For solutions containing high molecular weight solutes such as 

deoxyribonucleic acid (DNA), ribonucleic acid (RNA), or large proteins, molecular 

diffusion coefficients are inherently small (D < 10"10 m2 s"1) and axial mixing lengths 

become impractically large. In addition to reducing the overall length of a uFN, a shorter 

mixing length allows for faster analysis times regarding homogeneous reaction systems, a 

reduction in required sample volumes, and a reduction in Taylor dispersion along the 

axial length of the microchannel. 

To reduce this mixing length, the microchannel components must be stirred in a 

manner such that the area of interfacial contact for two initially segregated streams is 

increased as a function of the axial distance. In the best case scenario a microfluidic 

mixing mechanism produces a chaotic flow profile, where even though the velocity field 

v = V(JC, y, z,t) can be predicted throughout the device, one-dimensional integration of the 

velocity field along fluid streamlines yields non-deterministic results. In this optimal 

case, the mixing length then scales as Lmix °c log(Pe) and the overall length of the 

microchannel is substantially reduced. Active mixing strategies utilize numerous 
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mechanisms, including electroosmotic, electrophoretic, electrohydrodynamic, and 

magnetohydrodynamic phenomena, as well as temporal pressure pertebations. In contrast, 

passive mixing strategies rely on the geometry of the device to perturb the fluid 

streamlines into a mixing state. These strategies are generally based on channel 

geometries that stir the fluid within a planar microchannel or channel arrangements such 

that the fluid is systematically split and recombined. There are several reviews dedicated 

to the study of microfluidic mixing strategies. ' ' Chapter 2 details the geometrical 

optimization of the staggered herringbone mixer (SHM), a passive micromixing method 

introduced in 2002 by Stroock et al. that remains state of the art.38 Chapter 3 details the 

fabrication and optimization of a new microfluidic mixing method, which combines axial 

pressure driven flow with transverse electroosmotic flows to rapidly mix fluids in 

microchannels. 

1.3 Lab-on-a-Chip Devices 

Although the majority of microfluidics based literature has been focused on the study 

of a single unit operation, there is a significant amount of work that integrates multiple 

unit operations into a single device for a variety of end uses. One of the earliest complete 

LOC systems is found in the integrated nanoliter DNA analysis device developed by 

Burns et al?9 This early device utilized a hydrophilic microchannel partitioned with 

hydrophobic regions combined with an external pressure control device to meter 120 nL 

aqueous droplets containing relatively small DNA concentrations. The small droplet was 

combined with a second droplet containing restriction and polymerase enzymes, after 

which integrated microheaters cycled the droplets in temperature consistent with 

macroscopic polymerase chain reaction (PCR) tecniques. The resulting droplet containing 

amplified DNA was then mixed with a third droplet containing intercalating fluorescent 

dye and electrokinetically loaded onto a capillary gel electrophoresis channel. The DNA 

products were then separated via gel electrophoresis, where the separation products were 
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measured using an external detector via both an integrated laser emitting diode (LED) 

and long pass filter. Although the individual components for this device (integrated 

electrodes, LED, hydrophobic patches, filter, glass microchannel) required complex 

fabrication procedures, associated costs regarding the large scale fabrication of such 

devices is predicted to be small. 

The device shown by Burns et al. required the use of microfabrication techniques 

within a clean room environment. In contrast, several complete LOC devices have since 

been constructed utilizing the soft lithographic techniques developed by Xia et al. Using 

these techniques, microchannels composed of poly(dimethylsiloxane) (PDMS) can 

created in multiple layers as to create a series of controllable gate valves by exploiting the 

elastomeric properties of the microchannel structures. ' These multi-layered devices 

have since been used for a variety of purposes, including: nanoliter PCR, single-cell 

enzyme screening,43 and protein crystallization.44 Recently, these types of devices have 

been used to isolate mRNA from a single cell. After isolation of a single cell into a 

nanoliter sized chamber near the microchannel inlet, pressure driven flow (from external 

sources) through a series of valve arrangements is used to relocate the cell into a central 

chamber, where the cell is lysed by active convection of a recirculating lysing buffer. The 

cell components are then directed towards a monolithic filter to collect mRNA 

components of interest. An elution buffer then directs the concentrated mRNA towards a 

port where the solution can be collected for further analysis. 

In addition to the two devices described above, there are many such LOC devices 

incorporating multiple unit operations onto a microfluidics based chip. The 

functionalities of these devices are wide ranging and can be found in a variety of review 

articles.1'3'4'16'23'46'47 Despite the prevalence of these devices, nearly all require 

additional equipment that is much larger than the size of the LOC component. For 

example, the device utilized by Burns et al. possesses a size footprint roughly 3 cm wide 

and 15 cm long; however, several ancillary tools are needed to run the operation 
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including a computational device (overall control), pressurized sources and solenoid 

valves (fluid metering), electrical power supplies and relay switches (temperature 

control), and a photodetection unit. It is very common to see an LOC device the size of a 

credit card situated on an inverted fluorescence microscope with fluid delivery lines 

running to a syringe pump, electric wires leading from power supplies and conductance 

detectors to the device, as well as electrical wires running to Peltier elements, solenoid 

valves, and relay switches. The ancillary equipment utilized with LOC devices can easily 

take several linear feet of bench space, and severely restricts the portability of such a 

device. Furthermore, nearly all existing LOC devices require a trained technician 

operating the device through the use of a microscope. 

As a result, there is considerable focus on the engineering of diagnostic devices that 

are truly point-of-care. This can be accomplished by the integration of unit operations 

such that a device works passively and without the need of a technician. These minimally 

instrumented devices can be either a stand alone disposable unit, or a reusable, portable 

monitoring unit that uses disposable analysis cartridges. By providing passive methods 

for both microfluidic pumping and mixing, the results of this dissertation can be used 

along with the sensing technologies developed at Colorado State University to provide a 

platform that meets these minimally instrumented needs. Nevertheless, there remain 

significant challenges with the design of minimally instrumented LOC devices. 
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Figure 1.1. The local evanescent array coupled (LEAC) biosensor developed at Colorado State 
University. 
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1.4 Local Evanescent Array Coupled (LEAC) Biosensor 

Colorado State University has recently developed a reagentless, multi-analyte sensor 

based on the evanescent field response to local changes in the refractive index (RI) of a 

region near the surface of a planar waveguide. This local evanescent array coupled 

(LEAC) biosensor is displayed in Fig. 1.1, and works as follows. A laser diode focuses 

light into a planar silicon nitride waveguide where the dimensions of the waveguide are 

such that the electromagnetic profile of the light is confined to the fundamental mode. A 

series of discrete, buried polysilicon detectors, fabricated below the waveguide separated 

by a silicon dioxide layer, generate a small photocurrent upon exposure to the evanescent 

field of the waveguide. The asymmetric evanescent field decays exponentially as a 

function of distance from the waveguide core, where shifts in the field can be induced by 

local changes to the RI from an aqueous solution present on top of the waveguide. A 

diagram of the sensing mechanism can be found in Fig. 1.2. By immobilization of capture 

bodies (antibodies or antigens) on discrete regions of the waveguide top surface, the 

LEAC sensor can act as a reagentless immunosensor when exposed to a solution 

containing solutes having an affinity for the immobilized probes, as long as the remaining 

waveguide surfaces have been passivated against non-specific adsorption. Because the 

sensing surfaces exist along the length of the waveguide core, the LEAC can be used for 

multiple analytes, where immobilized capture bodies corresponding to different analytes 

need to be separated by a distance along the waveguide determined by the dimensions of 

the system. This system has been shown to accurately detect the presence of dry organic 

biofilms situated on top of the waveguide. When combined with an on chip LED source 

as well as integrated circuitry for signal amplification, the LEAC sensor possesses a high 

portability, low cost, and high sensitivity means of detection for POC purposes. 
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F i g u r e 1.2. Sensing mechanism of the LEAC. Before a capture event, the evanescent intensity 
profile through the silicon dioxide layer exists to create a photocurrent in a buried polysilicon detector 
where the photocurrent is a function of the fluid RI local to the top waveguide surface. When 
biological material is immobilized onto the waveguide surface (e.g. binding of antigens to immobilized 
antibodies), the evanescent profile shifts away from the buried detector resulting in an observed 
decrease in photocurrent. 

1.5 Research Objectives 

The LEAC sensor can be operated in an extremely simple manner by exposing the 

sensor (with pre-immobilized capture probe molecules) to a static solution with an 

unknown analyte concentration C. For this system, aqueous target analyte species are free 

to diffuse throughout the solution such that they become "captured" by the affinity 

relationship between the analyte and capture body and remain on the surface. For 

analytes with low molecular diffusivity and present in small concentrations, the system 

becomes severely mass-transfer limited and the times required to complete the assay can 

be impractical, taking as long as 24 hours to achieve an equilibrium state. This problem 

can be alleviated by actively transporting the aqueous solution of interest over the 

waveguide surface. 
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Due to the ease of fabrication and operation, we have chosen a microfluidics 

approach to actively deliver analytes to the LEAC sensor. In this approach a PDMS uFN 

will be utilized to both immobilize capture bodies onto the LEAC surface and perform 

the affinity assays under convective flow conditions. We require the system to be 

minimally instrumented, where no external equipment will be used for fluid delivery and 

pumping, and electrical requirements will be such that is available with the currents and 

voltages available from simple battery systems. 

The integration of a microfluidic platform with the LEAC sensing technology would 

be similar in design to the heterogeneous immunoassay techniques first demonstrated by 

Bernard et al. and summarized as follows.49 After a surface pretreatment step, a uFN will 

be used to immobilize capture probes in discrete regions aligned perpendicular to the 

planar waveguide. The uFN would consist of PDMS oxidized in a manner such that a 

reversible bond is formed with the silicon nitride/gold surface. After immobilization, the 

first uFN would be removed for the entire surface to be passivated against non-specific 

adsorption of analyte to regions other than the capture spots. These passivation agents 

include bovine serum albumin (BSA) or polyethylene glycol (PEG). A second uFN 

would then be bonded to the LEAC sensor (reversibly or irreversibly) with the regions of 

uFN near the outlet consisting of microchannels channel aligned over the waveguide, 

such that the channel intersects the regions of immobilized capture agents by 90°. At this 

point a baseline reading of the discrete buried LEAC detectors is established due to the 

immobilized capture bodies and passivating agents present on the waveguide surface. As 

reported in several studies, it is expected that the device can be stored for several months 

before the immobilized bodies begin to degrade.1 When the device is required for analyte 

measurement, all that is required is reagent and sample delivery to the inlet reservoirs. 

Upon introduction of the aqueous solutions to the inlet reservoirs, the uFN will be 

designed such that the analyte is mixed with any required reagents (e.g. a competitive 

immunoassay) and fluid convection over the sensing regions is passive. As analyte is 
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captured over the sensing surface, photocurrent within the discrete buried silicon 

detectors will reduce in a manner such that the amount of material captured can be 

quantified when compared to baseline readings.15 

In this study, I am interested in affinity systems such as those possessed in 

immunoglobulins, aptamers, and complementary strands of DNA or RNA, where the 

analyte of interest includes small molecules, proteins, viruses or pathogens, and 

DNA/RNA oligiomers. Because the LEAC sensor was not available for a majority of this 

dissertation, the unit operations shown here were studied independently from one another 

as well as the LEAC sensor. It is not expected, however, that the integration of these 

components into a complete device will possess any adverse effects with respect to one 

another. All potential problems with a fully functional device are addressed in the 

individual chapters. 

An efficient uFN utilizing the LEAC sensing technology will have to address the 

following issues. 

• Sample Storage. Affinity systems under consideration, in general, will have 

reached at least 50% of equilibrium coverage in less than an hour as long as the 

system is within a reaction limited regime.50 Therefore, a sample storage system 

capable of containing aqueous volumes of V < 10 uL for the extent of these assays 

will be required. The storage vessel will need to be connected to the uFN serving 

to deliver fluid to the sensor surface. Due to the small liquid volumes present in 

the reservoir, the effects of evaporation will need to be examined such that the 

reservoir does not dry out before the assay is completed. To date, little to no 

information concerning the evaporation rates from small reservoirs has been 

studied. 

• Fluid Pumping. To reduce the overall assay times, it is desirable to keep the 

immunoassay within the reaction limited regime. To accomplish this, the aqueous 

solution containing an analyte of interest must be pumped past a region of the 
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sensor where capture bodies have been immobilized. The critical rate of 

convection above which the system will be reaction limited will be dictated by the 

geometry of the microchannels, the concentration of analyte, and the association 

constant of the affinity interaction. Because we require the device to be minimally 

instrumented, a passive pumping mechanism will be examined, where a 

mechanism is required such that steady flows are produced at controlled rates 

dictated by the geometries of the system. Because of the small size of the 

microchannels, capillary forces will be ideal for this task. There are several 

studies examining passive microfluidic pumping methods utilizing capillary 

forces as the driving mechanism;30'51 however, all produce flows that are neither 

steady nor can maintain continuous flows for extended times. Therefore, novel 

pumping approaches will be required for study. 

• Fluid Mixing. There are several operational cases that will require microfluidic 

mixing strategies: (1) In the case that an aqueous analyte stream requires 

pretreatment before passing over the sensing regions of the waveguide, additional 

reagents will need to be added to the analyte solution. Mixing strategies will be 

required such that the overall size of the microfluidic network remains small. (2) 

In the case that there is a small amount of available sample volume the analyte 

solution must be recirculated over the sensing regions. Mixing strategies must be 

utilized as to eliminate the boundary layers created by the heterogeneous 

immunoreaction at the sensing surface. It is possible that active mixing methods 

can be of use in this situation if the overall power requirements remain such that 

the electric potential 0and current / remain low {(/>< 6 V, i < 1 mA). Approaches 

to this problem will include optimization of previous mixing methods as well as 

the development of a novel mixing strategy. 

• Analyte Reaction. The speed at which the sensing region captures analytes from 

the aqueous solution will be dictated by the kinetics of the affinity interaction, the 
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molecular diffusion of the analyte, the rate of convection over the sensing surface, 

and the geometries of the microchannel and immobilized capture regions. The 

chemistry involving the immobilization of capture bodies to the LEAC sensor, 

pretreatment of analyte, and passivation of the nonsensing LEAC surfaces have 

been handled by a separate group. ' Because it is desirable to limit the assay to 

times of less than an hour, the dependence on the heterogeneous reaction rate on 

the parameters describing the system must be examined to ensure the system 

remains reaction limited. In systems where a single microchannel delivers an 

analyte to multiple sensing regions, analyte boundary (depletion) layers created 

by the first capture spot serve to decrease the amount of captured material on the 

downstream sensing regions. Although there have been several computational and 

experimental studies concerning these types of heterogeneous affinity reactions in 

microfluidic systems,50'52~54 none have placed emphasis either on the geometries 

of the microchannels nor have any discussed possible methods of alleviation to 

the depletion effects in systems with multiple sensing regions. 

1.6 Organization of the Dissertation 

Brief outlines of each chapter are given below. 

• Chapter 2. "Geometrical optimization of helical flow in grooved micromixers." 

This chapter is dedicated to optimizing a state of the art passive micromixer, the 

staggered herringbone mixer (SHM). The SHM works by incorporating a series of 

herringbone shaped grooves on the floor of a microchannel. When pressure or 

electrokinetic driven flow is forced over the grooves, regions of fluid become 

directed along the orientation of the grooves along the channel floor and an 

overall bi-helical flow pattern is observed. By alternating the asymmetry of the 

grooves along the length of the microchannel, chaotic flow is realized and 

required mixing lengths are reduced substantially. Preceding this study were over 
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20 computational and experimental studies involving the optimization of the 

geometry of the SHM channel, however, none addressed the optimal geometry of 

the grooves themselves and how the optimal groove geometries change with the 

overall channel geometry. This chapter involves the optimization of helical flow 

within a SHM, providing optimal groove geometries for channels of any 

dimension. 

• Chapter 3. "Design of a new microfluidic mixer - mixing via transverse 

electrokinetic effects in a planar microchanneW This chapter is dedicated to the 

development of a novel mixing strategy, where pressure driven flows are 

subjected to DC electroosmotic flows perpendicular to the channel axis created by 

a small potential drop across integrated microelectrodes. This study involves the 

theoretical optimization of electrode geometries and the experimental operation of 

a device under a variety of conditions. To date, this study details the only 

experimental device utilizing this mixing strategy. 

• Chapter 4. "Passive microfluidic pumping using coupled capillary/evaporation 

effects." This chapter is dedicated to the creation of long term steady state flow 

rates in microchannels connected to a cylindrical outlet reservoir. A theoretical 

model to predict the time dependent flow rate in such systems is developed that 

utilizes (/) a model to account for the shape of an air/water interface in a micro-

reservoir under varying conditions and reservoir geometries, (ii) a model that 

predicts the rate of evaporation from said interface, and (Hi) a model to predict the 

pressure drop between multiple reservoirs with varying liquid volume. I show that 

this model gives excellent predictions towards experimental systems of a 

microchannel connected to an inlet and outlet reservoir. This passive pumping 

mechanism stands alone in its ability to create steady state flows for time periods 

lasting hours or more. 
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• Chapter 5. "Optimization of microchannel geometries applied to heterogeneous 

immunoassays." This chapter studies the effects of microchannel geometry and 

convective flow on the rate of reaction in microfluidics based heterogeneous 

immunoassays. Using computational fluid dynamics we study the response of the 

system to changes in microchannel height, capture spot length, and solution flow 

rate over the sensor surface. Furthermore, I study the ability of the SHM to 

alleviate analyte boundary layer effects on downstream capture spots. 
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Chapter 2 

Geometrical Optimization of Helical Flow in Grooved Micro-
mixers 

Portions of this chapter appear in the following: 

• Lynn N.S. and Dandy D.S. (2008) Geometrical Optimization of Helical Flow 
in Grooved Micromixers Lab on a Chip, 7, 580-587 

2.1 Introduction 

It is recognized that mixing plays an important role in the growing use of micro-

fluidic devices for lab-on-a-chip applications. ' For applications ranging from DNA 

separation and amplification to protein crystallization and kinetics studies, the 

performance of a lab-on-a-chip device is directly related to the rate at which two or more 

fluids can be mixed. Due to the small dimensions of micro-channels as well as the limited 

range of obtainable linear flow rates, flow in micro-channels is confined to the laminar 

regime and mixing is dominated by molecular diffusion. Micro-fluidic mixing may be 

accomplished using a variety of approaches. Active mixers may rely on external energy 

sources, such as electro-osmotic flow, " external pressure gradients, ' and electrokinetic 

instabilities8'9 to perturb fluid streamlines into a mixing state. Unlike their active 

counterparts, passive mixers utilize existing geometries within a micro-channel to mix 

externally pumped fluids. Efficient passive mixing in planar micro-channels may be 

accomplished via flow through spiral-type microchannels, ' as well as via gas-liquid12 

or liquid-liquid multiphase flow. More complicated three-dimensional micro-channel 
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.14 systems have also been used to mix fluids via chaotic advection and other split and 

recombine methods. ' 
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Figure 2.1. (A) Overall geometries of the SGM and SHM. (5) Top down view of both geometries, 
as well as some geometric parameters. The darker regions indicate the presence of a groove. 
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Perhaps the best known examples pertaining to passive micro-fluidic mixing are the 

staggered herringbone mixer (SHM)17 and the slanted groove micro-mixer (SGM).'8 The 

geometries of the SGM and SHM can be seen in Fig. 2.1. The SGM consists of diagonal 

grooves embedded into the floor of a micro-channel situated at an angle #with respect to 

the axial direction, whereas the SHM grooves exist in a herringbone pattern. The oblique 

grooves serve to transport fluid from the apex of the groove structure to the downstream 

edges of the micro-channel. As a result, fluid near the top of the channels will re-circulate 

in the opposite direction, and an overall helical flow pattern is created. The herringbone 

pattern on the SHM serves to generate two counter-rotating helical flows, such that a 

chaotic flow profile may be created by alternating the asymmetry of the herringbones 

along the length of the micro-channel. Typically, less than 10 full cycles are needed for 

complete mixing of the fluid within the micro-channel, regardless of the overall flow 

rate.17'{ Due to its simple planar design, the SHM is readily fabricated using standard 

soft lithographic methods, thus making a convenient choice for lab-on-a-chip 

applications requiring rapid mixing of two or more liquids, such as the lysis of whole 

blood using de-ionized water. Several passive mixer designs have evolved from the 

original SGM design: Kim et al. placed alternating barriers above the slanted grooves to 

achieve enhanced mixing effects with the barrier embedded mixer (BEM),22 and Sato et 

al. fabricated PDMS micro-channels with slanted grooves on the sidewalls as well as the 

channel floor to achieve increases in bulk helical flow.23'24 

To date, there have been a number of theoretical, experimental, and numerical studies 

aimed at the optimization of SHM- and SGM-type devices. Stroock et al. developed an 

analytical solution to the Stokes equations to quantify non-axial flow over sinusoidal 
I o 

modulated surfaces, and later showed that flow over oblique grooves may be accurately 

modeled using a superposition of the analytical 2D lid-driven cavity solution with the 

Fourier series solution to Poiseuille flow in rectangular ducts.19 Due to the low Reynolds 

number flows and simple geometries, the SHM and SGM are perfect candidates for study 
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via computational fluid dynamics (CFD), usually via finite element or finite volume 

methods. Flow in these microchannels can also be studied with the lattice Boltzmann 

method, based on simplified kinetic models incorporating the essential physics of 

microscopic processes such that the averaged fluid properties obey the desired 

macroscopic continuum equations.25 Several CFD studies on the SHM report consistent 

mixing profiles between computational and experimental methods via the solution of the 

convection-diffusion equation for the concentration field.26'27 Although these methods 

are particularly useful for visualization of the flow field, numerical diffusion errors are 

typically high and quantification of the mixing efficiency is difficult. To avoid these 

numerical errors, several studies have utilized particle tracking methods to characterize 

the mixing properties of the SGM and SGM in more detail. Kang et al. utilized colored 

particle tracers to display excellent resolution of the multi-cycle SHM mixing profile, 

Camesasca et al. utilized statistical entropy of particle tracers to evaluate the mixing 

9Q 

efficiency of the original SHM design, and Aubin et al. displayed Poincare maps for the 

original SHM and SGM designs in addition to an analysis of the magnitude of the rate of 

deformation tensor along the length of the mixer. 

In addition to validation of the flow field, recent work has been focused on the 

optimization of SGM and SHM devices. Both Wang et al. and Hassell et al. studied 

the effects of the groove depth to channel height ratio in SGM designs. Li et al. used a 

lattice Boltzmann method to study effects of the width fraction of the long arm and the 
"3 "2 

number of grooves per half-cycle on SHM designs. Additionally, Aubin et al. used 

particle tracking methods to study the effects of the groove spacing on the same SHM 

designs.5 In the most complete optimization study to date, Yang et al. used the Taguchi 

method to study the effects of the groove depth ratio, the width fraction of the long arm, 

the channel height to width aspect ratio, and the groove intersection angle on helical flow 

within the SHM.34 These studies agree on several conclusions: (1) The mixing properties 

of the SHM are much more efficient than that of the SGM, (2) the mixing properties of 
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the SHM are optimized when the width fraction of the long arm is approximately 2/3, (3) 

non-axial flow is maximized over a groove intersection angle of 45°, (4) the magnitude of 

helical flow is weakly dependent on the channel aspect ratio, and (5) the magnitude of 

helical flow is strongly dependent (asymptotically) on the groove depth ratio. It is 

consistently observed that as helical flow increases (or the magnitude of flow within the 

grooves), the rate of mixing within the SHM increases, and the overall SHM length 

needed for complete mixing decreases. Although a number of different numerical studies 

exist concerning the SHM, little is known regarding the effect of the groove spacing on 

helical flow, and there are no comprehensive design parameters associated with the 

overall SHM geometries. 

At the time of this work, all published experimental and numerical studies concerning 

flow over patterned grooves involved symmetric grooves, for which the groove and ridge 

lengths are equal. Here, we utilize computational fluid dynamics to demonstrate that the 

magnitude of helical flow is strongly dependent on the groove spacing within a SGM, 

and that the equal spacing used in all previous studies does not provide an optimum 

design. Further, the optimum groove spacing is strongly dependent on both the channel 

aspect ratio and the groove depth to channel height ratio. A full numerical study details 

the magnitude of helical flow over uneven patterned grooves in the SGM, where the 

optimized parameters can be used to optimize flow within the SHM. Helical flow over 

800 different SGM geometries were computed within this study. 
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2.2 Qualitative Flow Visualization - Particle Pathline Plots 

Previous computational studies on flow within the SHM have shown particle pathline 

plots in which there is a small scale helical motion, similar to a corkscrew, situated 
1 1 QO -1A 

directly over the patterned grooves. ' ' In these studies, no characterization of this 

flow mode was carried out. An example of this flow pattern is shown in figure 2.2, 

illustrating pathline plots within a SGM (computed in this study with methods discussed 

below), and can be described as follows: via viscous interaction, fluid streamlines 

situated directly over the grooves are effected by the flow within the grooves directed 

towards the channel walls, whereas fluid streamlines between the grooves (over the 

ridges) are effected by the fluid near the top of the channel recirculating in the opposite 

direction. The fluid directly over the ridges appears to inhibit the overall non-axial 

transport of fluid in the direction of the grooves, thus limiting the total magnitude of 

helical flow within the device. Because the overall goal is to maximize the non-axial 

convective transport of fluid within the grooves, it is reasonable that the ridge length 

should be minimized to acceptable lengths that can be readily fabricated. 

Flow within grooves 

Figure 2.2. Simulated pathlines of fluid flow over patterned grooves. Flow just over the grooves is 
shown in blue, and the resulting re-circulation profile is shown in red. 
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Figure 2.3. The geometric parameters used within this study. These parameters apply to both the 
SGM and SHM. 

Figure 2.3 displays the geometries considered in this study. Rather than utilize 

notations described in previous studies, a new set of geometries has been adopted that are 

directly related to the fabrication of SHM type devices, namely the spin coat thickness 

and photo-mask design. Previous studies have shown that helical flow is maximized 

when the groove intersection angle #=45°, thus that value has been used in this study. 

Along with the channel height Qi) and width (w), additional geometric parameters are the 

groove depth (d), the groove width (a), and the ridge width (b). Mixers are classified here 

according to their groove depth to channel height ratio (d/h), the channel aspect ratio 

(h/w), and the groove and ridge to width ratios (a/w, blw). Because the limits of bla —> 0 

and bla » 1 will produce Poiseuille flow profiles containing no helical flow, there must 

exist an optimum ratio bla that maximizes helical flow over the grooves for a specific 

value of b. Thus, this study involves finding the optimized groove spacing (a/w) for a 

given SHM type device, and how that groove spacing relates to channels with specific 

d/h, h/w, and blw ratios. 
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2.3 Numerical Methodology 

Because of its geometrical simplicity, the slanted groove mixer is utilized for the 

study of geometrical effects on the magnitude of helical flow. The magnitude of helical 

flow within the SGM is closely related to that within the SHM, where optimized 

geometries for the SHM can be derived from those optimized from the SGM (to be 

further discussed later). The finite volume CFD package FLUENT was used to simulate 

the 3D velocity field through a planar SGM device consisting of one inlet and one outlet. 

The entry and exit lengths of the channel were constant at w/2, and the length of the 

channel containing grooves was a minimum of Iw, the minimum lengths to produce a 

fully developed flow profile. The CFD preprocessing package Gambit® was used to 

discretize the SGM into 6-node trihedral elements with typical cell dimensions of w/50. 

For geometries with small features (small b/w, alw, d/h values), a minimum of 8 elements 

were placed along the groove and ridge walls (x and z-directions), which has been 

determined in this system to be sufficient resolution to ensure the predicted flow field is 

independent of the mesh density. The top face was meshed with a tri/pave scheme, where 

the face was split into several domains dictated by a projection of the grooves below. The 

volume of the SGM was then discretized with a structured mesh with nodes placed at 

equal z-values. This mesh density corresponds to a minimum of 1.5 million elements per 

computational simulation. The boundary conditions for the channel inlet was vy = 

constant, vx = vz = 0, where it was determined that the constant velocity inlet condition 

had no impact on the magnitude of helical flow downstream. A constant pressure 

condition on the outlet was used along with a no-slip condition on all surfaces, with water 

at 25°C and 1 atm used for the operating fluid. The SIMPLE-Consistent method was used 

to couple the momentum and continuum equations, with a second-order upwind 

discretization scheme for the velocity calculations. The simulations were considered 

converged when the normalized residuals for the velocities and continuity fell below 10" 

and 10" , respectively. 
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Figure 2.4. Typical domain of the SGM used in this study. Numerical data is exported from the 
mid-plane of the SGM. The x-velocity contour profile used with Eqn. (1) is shown below. 

For purposes of consistency, the magnitude of non-axial flow within the SGM has 

been analyzed by calculating the magnitude of re-circulating flow towards the center of 

the channel. Figure 2.4 displays a computational domain of a typical SGM in this study, 

together with the non-axial (x) velocity contour profile in the center of the channel. The 

x-velocity profile along the mid-plane of the SGM is divided into planes correlating to 

one groove and its neighboring ridge. 

For each individual plane the non-axial volumetric flow (Q„) is 

Qn = J Jk (x, y, z)\ <0 dydz, (2.1) 
y z 

where restricting the integration to values of vx < 0 ensures the quantification of fluid 

passing through the mid-plane in one direction only. To quantify the magnitude of helical 

flow within the SGM, the ratio of non-axial (Qn) to axial flow (Qa) is calculated as 

i Qa(a + b) (v)h(a + b) 
(2.2) 
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where Qn and Qa = (vy )wh have been normalized by the groove-ridge length (a + b) and 

channel width w, respectively. The ratio r\ provides a reliable measure of the relative 

magnitude of secondary re-circulation flow, and thus the total magnitude of helical flow, 

above the grooves. Also, 77 is independent of the volumetric flow rate through the SGM 

(for Re < 100, where for a fluid with kinematic viscosity v, highlighting 

the insensitivity of the flow profile to the Reynolds number within SHM-type devices. 

Because axial velocities vy are much higher than the non-axial velocities vx and vz, it is 

convenient to use vy in the calculation of Re. Similarly, the magnitude of axial flow 

situated in the rectangular section described by h and w is much higher than the 

magnitude of non-axial flow situated within the grooves, therefore the characteristic 

length is chosen as w. Choosing the hydraulic or equivalent diameter of the channel 

yields similar order-of-magnitude values of Re, and is unimportant for values of Re < 100 

as 7] is independent of Re. For all cases considered in this study, Re = 0.02. Figure 2.5 

displays rj as a function of groove number for several typical SGM geometries in this 

study; T] reaches a maximum value within w axial lengths from the start and end of the 

groove cycle, where the variation between the maximum value and that in the center of 

the groove cycle varies by less than 5%. The drop off in the magnitude of 77 as the groove 

cycle ends is due to the dissipation of the effects of the flow rate through the grooves, as 

non-axial flow in the opposite direction is spread out along the axial length of the 

channel. This observation is consistent with the work by Yang et al.,34 in which the 

volumetric flow rate through the first and last grooves per half-cycle were higher than the 

center grooves. The values of 77 reported in this study are the maximum values of 77 vs. 

groove number (as shown in figure 2.5). 
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Figure 2.5. Ratio of non-axial to axial flow rj vs. the groove number for several SGMs with alw = 
0.4, blw = 0.1, and hlw = 0.4. 

2.4 Comparison with Previous Characterization Methods 

Previous characterization of helical flow over patterned grooves included the 

maximum velocity ratio (vx/vy)max, located near the top of the channel. ' Although 

{vxlvy)max is easy to calculate both computationally and experimentally, there are certain 

mixer geometries with notably different helical flow magnitudes that possess the same 

value of (yjvyjmax. 

Figure 2.6A displays 77 vs. {vxlvy)max for the 800+ SGM geometries within this study. 

For devices which exhibit low magnitudes of helical flow, J] is proportional to (yxlvy)max. 

However, as the magnitude of helical flow increases, there exists many cases where the 

same value of (vjvy)nwx leads to different flow behavior. For example, there exists more 
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than 5 SGM geometries within this study that possess the same value of {yxlvy)max = 

0.235, however, these same devices demonstrate a range of calculated rj values of 0.32 < 

7] < 0.42. This effect is highlighted in figure 2.65, which shows (vx/vy) values along the 

normalized height of two SGMs, where the (vx/vy) values were averaged over one groove 

cycle length (a + b) along the channel mid-plane. Both devices display the same (vx/vy)nwx 

value, located near the top wall of the SGM. The (vx/vy) profile of the two SGMs are very 

similar near the top of the micro-channel; however, this similarity changes drastically 

near the bottom of the micro-channel, close to the grooves. The discrepancy between the 

profiles of the two generic SGMs is further highlighted in Fig. 2.6C, which displays the 

y-averaged normalized x-velocity profile of the same two mixers shown in Fig. 2.65. The 

quantitative helical flow pattern for the SGM can be seen in Fig. 2.6C, as values of vx are 

positive near the top of the microchannel and negative near the grooves. It is obvious that 

the magnitude of helical flow is greater in the 2n simulation (shown in the red data). In 

general, geometrical changes in the SGM produce similar trends in both {yxlvy)max and rj; 

however, characterization via r\ gives a more accurate representation of helical flow 

within a SGM (and SHM). 

Equation 1 is similar to the methods of helical flow characterization employed by 

Yang et al. in their analysis of the volumetric groove flow rate for different mixer 

geometries. Rather, this approach taken accounts for the effects of the flow within the 

grooves, furthermore accounting for changes in the groove geometries, to provide a 

common, platform-independent metric for the comparison of different mixers. The 

relationship between helical flow rates and mixing efficiency within SHM type devices 

have been previously reported.5'19'34 Larger values of r\ translate to higher rates of 

mixing in a SHM within the individual cycles, which correlates to a smaller length of a 

SHM needed for complete mixing. 
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Figure 2.6. (A) Values of rj VS. values of(vx/vy)max for the range of SGM geometries in this study. 
(B) ^-averaged (yxlvy) vs. the normalized height for two generic SGMs exhibiting the same value of 
(yjvyimax- ( Q Normalized j-averaged x-velocity profile vs. the normalized height for the SGMs shown 
in (5). 
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2.5 Helical Flow within a SGM 
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Figure 2.7. rj vs. the total groove length (a + b) for several SGMs with h = 80 fxm, w = 200 fxm, and 
d=20 (am. The red line indicates the constrained SGM, with a = b. 

For a SGM with specific dlh and /j/w ratios, there will exist an optimum groove 

spacing that maximizes helical flow. To determine this optimum spacing, helical flow 

within several SGMs with varying groove geometries (constant dlh and h/w ratios) is 

calculated. Figure 2.7 displays rj versus (a + b) for several values of a set ridge length b 

(including the case a = b) for a SGM with dimensions h = 80 urn, w = 200 um, and d = 

21 um. The channel aspect ratio h/w = 0.4 and groove depth ratio dlh = 0.2625 

correspond well to previous experimental and numerical studies. ' 
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From Fig. 2.7 it is observed that, as b decreases, the maximum obtainable value of rj 

increases by up to 50% of the base (a = b) case. For example, the SGM base case yields a 

maximum ratio 7] = 0.03 at a groove spacing of a = b = 78 |im, whereas the optimized 

SGM (b = 10 fim) exhibits a maximum ratio rj = 0.045 at a groove spacing of a = 78 jam. 

It can be seen that as b is minimized, the maximum obtainable value of ij increases, and 

the total groove spacing (a + b) at which this maximum value occurs decreases, allowing 

for an increase in grooves per cycle length. To further highlight this effect of optimizing 

the groove spacing, figure 2.8 displays normalized concentration distributions along two 

SGMs, one of which has been optimized for helical flow. The CFD simulation pertains to 

a generic solute (diffusion coefficient D = 1Q~10 m2 s"1, Pemesh = 4) initially segregated on 

one side of the SGM inlet «Vy) = 1 mm/s), where the SGM has dimensions h = 60 (am, w 

= 200 (im, and d = 30 (im. Flow through the optimized SGM undergoes an approximately 

360° twist (rj = 0.09) within 2 mm of axial length, whereas flow through a SGM with 

symmetric grooves (a = b) undergoes only a 180° twist (rj = 0.047) for the same axial 

channel length. Figure 2.8 displays the relationship between ij and the total magnitude of 

helical flow within a SGM, where it appears that rj is proportional to the fluid twist per 

axial length of channel; however, this relationship has yet to be further clarified. 

It is now clear that an increase in helical flow within a SGM can be accomplished in a 

straightforward manner by optimizing the geometrical parameters of the grooves present 

on the micro-channel floor. These optimized grooves lead to an increase in the re-

circulatory flow above the grooves, as well as flow within the grooves themselves. Figure 

2.7 highlights the optimized parameters for a channel with geometric ratios h/w = 0.4 and 

dlh = 0.2625. Optimized groove geometries of micro-channels with varying h/w and d/h, 

along with the resulting effects on 7], will be discussed further in the next section. 
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T| = 0.047 Tl = 0.09 

Figure 2.8. Comparison of concentration distributions displaying helical flow between a SGM with 
constrained grooves (left) and optimized grooves (right). The SGM has absolute dimensions of w = 
200 um, h = 60 |am, and d = 30 urn. 
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2.6 Geometric Optimization 

It remains important to maintain flexibility in SHM or SGM geometries during the 

design of lab-on-a-chip processes, and to this end a wide range of geometric ratios were 

chosen for this study. The range of channel aspect ratios for this study was chosen as 0.2 

< hlw < 0.45. For each hlw value, a range of groove depth ratios was chosen as 0.09 < dlh 

< 2, at which three blw values were studied: blw = 0.05, 0.10, and 0.15. Some of the 

parameter space was not studied due to the potential fabrication difficulties associated 

with high aspect ratio grooves (channels with low blw and high d/h ratios). A minimum 

of 6 CFD cases corresponding to geometries with varying alw were computed for each 

microchannel geometry (h/w, d/h, blw). For these cases, a cubic spline function was fit to 

7] as a function of a to evaluate the optimized a/w value for that geometry (The cubic 

spines are shown along with the CFD data in figure 2.7). For randomly selected channel 

geometries, the difference between the optimized a/w value computed from 6 CFD cases 

and the value utilizing 10 or more cases was less than 4%. 

2.6.1 Optimization of Groove Geometry with Depth Ratio dlh 

The groove depth ratio has previously been found to be the most sensitive parameter 

affecting the magnitude of helical flow over grooved surfaces.5' '' '3 At the time of this 

work there had been no study on the dependency of the groove geometries on the d/h 

ratio. Figure 2.9 displays the optimized groove geometries, shown as a/w versus d/h, for a 

wide range of h/w and blw values. As expected, alw increases asymptotically with 

increasing dlh, due to the fact fluid near the bottom of deeper grooves has less impact on 

the flow profile through the SGM. The groove length is also dependent on the ridge 

length used, as for constant hlw and d/h values, a/w increases with increasing values of 

blw. For precise fabrication of optimized mixing devices between the data points shown 

in figure 2.9, the optimized groove geometries may be fit to the asymptotic relationship: 
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a 
— -a 
w 

1 - exp -a, (-T
A 

(2.3) 

Non-linear regression was used to calculate the parameters ao, ciu and a.2, and these 

values are shown in table 2.1. All of the curves (constant hlw, blw) resulting from Eqn. 

(2.3) yielded non-linear regression R coefficient values greater than 0.992. The 

asymptotic value ao is found to be proportional to hlw, as seen in figure 2.9C; however, 

this relationship has yet to be confirmed for values outside the range considered in this 

study. Equation (2.3) is not meant to elucidate the physical relationships between the 

parameters important to helical flow within a SGM, it is simply a sizing guide for 

optimized fabrication of these devices. 

hlw = 0.35 

Figure 2.9. Optimized groove geometries, shown as alw vs. dlh, for several different channels of 
varying hlw and blw. 
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h/ 
/w 
0.25 
0.30 
0.35 
0.4 
0.45 
0.25 
0.30 
0.35 
0.4 
0.2 

0.25 
0.3 

0.35 
0.4 

b/ 
/w 
0.05 
0.05 
0.05 
0.05 
0.05 
0.1 
0.1 
0.1 
0.1 
0.15 
0.15 
0.15 
0.15 
0.15 

a0 

0.661 (0.19) 
0.70 (0.030) 
0.793 (0.010) 
0.824 (0.023) 
0.878 (0.047) 
0.637 (0.020) 
0.733 (0.027) 
0.814 (0.030) 
0.915 (2.0e-6) 
0.555 (0.019) 
0.641 (0.010) 
0.724(0.019) 
0.793 (0.011) 
0.865 (0.021) 

fly 

1.39 (0.77) 
1.70 (0.13) 

1.72 (0.049) 
1.96 (0.128) 
2.13 (0.25 

1.62 (0.138) 
1.67 (0.147) 
1.74 (0.160) 
1.64 (4.9e-6) 
1.56 (0.150) 
1.75 (0.096) 
1.87 (0.18) 

2.03 (0.120) 
1.97 (0.160) 

a2 

0.741 (0.14) 
0.777 (0.019) 
0.772 (0.008) 
0.802 (0.016) 
0.816 (0.030) 
0.743 (0.039) 
0.734 (0.027) 
0.74 (0.032) 

0.718 (2.9e-6) 
0.686 (0.041) 
0.723 (0.029) 
0.772 (0.050) 
0.787 (0.038) 
0.726 (0.040) 

Table 2.1. Non-linear regression parameters for Eq. (3). 95% confidence intervals shown in 
parentheses. 

Figure 2.10 shows 77 as a function of dlh for the optimized alw values shown in figure 

2.9C; 7] increases linearly at low groove depth ratios (dlh < 0.6), followed by an 

asymptotic increase at higher dlh ratios. This result parallels that of Stroock et al. along 

with previous numerical studies, ' ' likely because 7] follows the same trends as the 

maximum velocity ratio (vx/vy) concerning flow over patterned grooves. As with the 

asymptotic relationship seen in figure 2.9, as dlh increases there is a limit to the 

obtainable volumetric flow within the grooves, and thus a limit to what values 77 can 

attain. Due to the mechanical stability of the ridges themselves, the asymptotic maximum 

helical flow strength with respect to the groove depth ratio is most likely out of the range 

of devices readily fabricated via soft lithographic methods; however, these structures very 

well may be obtainable utilizing other micro-channel substrates. Interestingly, for low 

aspect ratio channels, the asymptotic maximum for the groove length occurs at dlh values 

much lower than the maximum for helical flow. Thus, there is a limit for which the 

groove spacing becomes constant, yet rj still increases with increasing dlh. Figure 2.10 

highlights the effect of optimizing the groove spacing, and as for channels with h/w = 0.3, 
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a SGM with constant ridge ratio b/w = 0.15 displays helical flow magnitudes 

approximately 25% higher than a channel with symmetric ridges (red line). This increase 

in r\ for optimized groove spacing becomes greater as b/w is further minimized. 
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Figure 2.10. TJ VS. d/h shown for a SGM with b/w = 0.15, with optimized groove geometries 
corresponding to the points in figure 2.9 (c). The red line relates to a constrained SGM with (a = b). 

2.6.2 Optimization of Channel Aspect Ratio h/w with Groove Depth Ratio 

The sensitivity of helical flow on the channel aspect ratio can be seen in figure 2.10. 

At low groove depth ratio values (d/h < 0.5), higher aspect ratio channels exhibit the 

highest rates of helical flow. As the groove depth ratio is increased, an inversion occurs 

and helical flow becomes greater in lower aspect ratio channels. Thus for a specific 

groove depth ratio, there exists an optimum channel aspect ratio for maximizing helical 

flow. 
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Figure 2.11. rj vs. hlw for channels with blw = 0.15 and dlh ranging in increments of 0.1 from 0.3 < 
dlh < 2.0. The maximum values of rj on each line are shown with the red circles. 

Figure 2.11 shows helical flow strength as a function of the channel aspect ratio for 

several groove depth ratio values (blw = 0.15). As the groove depth ratio is increased, the 

optimum channel aspect ratio decreases, where at groove depth ratios of dlh > 1.6 and dlh 

< 0.6, the maximum lies outside of the range considered in this study. Despite the lack of 

data for low values of dlh, it is apparent that the channel aspect ratio has a strong affect 

on helical flow. For example, for channels with dlh = 0.4, there is a 25% increase in 

helical flow from an aspect ratio hlw = 0.2 (rj = 0.053) to an aspect ratio of hlw = 0.4 (r/ = 

0.066). The maximum values of rj shown in figure 2.11 are displayed in table 2.2. 

For the range of parameters used in this study, the optimized hlw values are 

independent of blw. A previous study, in which only three channel aspect ratios were 
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examined, determined that this parameter had minimal impact on helical flow. The data 

in table 2.2 demonstrate that this conclusion is not correct. Not only does hlw have a 

strong impact on helical flow over patterned grooves, but the optimized hlw value is also 

dependent on dlh. Current work is focused on elucidating the limits of the optimized 

aspect ratio when dlh —> 0 or dlh »• 1. 

The results shown in figure 2.9, figure 2.10, and figure 2.11 display the effects of dlh, 

hlw, blw, and alw on the total helical flow magnitude rj within a SGM. Of the four 

dimensionless parameters, helical flow is most sensitive to dlh; however helical flow can 

be significantly increased by minimizing blw while simultaneously optimizing hlw and 

alw. When designing devices that utilize patterned grooves for lateral transport of fluid, 

all of the above geometric parameters need to be taken into account for complete 

optimization of the device. 

opt. Y 
r /w >0.4 
>0.4 
0.393 
0.367 
0.348 
0.320 
0.289 
0.271 
0.255 
0.234 
0.232 
0.222 
0.212 
0.206 
<0.2 
<0.2 
<0.2 
<0.2 

'/max 

n.a. 
n.a. 

0.086 
0.105 
0.124 
0.141 
0.158 
0.174 
0.190 
0.204 
0.217 
0.230 
0.241 
0.252 
n.a. 
n.a. 
n.a. 
n.a. 

Tab le 2. TJ VS. hlw optimization parameters. 

d/ A 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2.0 
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2.7 Implications for the Staggered Herringbone Mixer 

The optimization procedure described in this study was specific to the SGM; 

however, these techniques can be applied to any device using patterned grooves for non-

axial fluid transport purposes (specifically the BEM and SHM). Optimizing fluid in the 

BEM is straightforward, and the SHM can be though of as two SGM devices adjacent to 

one another with aspect ratios hlws and hlwi (figure 2.3), where the asymmetry of the 

herringbone pattern is such that wi=pw. For these two sections, hlws = Ihlwi, and helical 

flow over the long arm will most likely be different than that over the short arm (cf. 

figure 2.11), in contradiction with the boundary conditions used in the analytical model 

developed by Stroock et al. It is reasonable to expect that fluid flow within the long arm 

of the SGM is the primary mechanism for fluid mixing, thus the SHM should be sized via 

hlwi, blwi, and a/wi for flow optimization over the long arm, where the short arm retains 

the same groove geometries a, b, and d. Computational studies of helical flow on the long 

arm of the SHM varied by less than 3% of that within the SGM when (O/W>/)SHM = 

(CI/W)SGM, (h/wi)suM = (h/w)sGM, and (£/W/)SHM = (b/w)SGM within SHM and SGM devices 

with the same dlh value (data not shown). For SHM type devices with grooves placed on 

more than one wall, such as those displayed by Sato et al.,23'24 we expect the optimization 

procedure to be equivalent to that shown above, where the defining ratios of such a mixer 

would remain dlh, h/w, and blw. 

2.8 Future Work 

Although the magnitude of helical flow within a SHM device is important, other 

design properties also contribute significantly to the creation of chaotic flow. One 

important factor is the number of grooves per half-cycle (Ng). Several groups have 

studied the effect of N on the mixing performance of SHM-type devices. ' Li et al. 

found that the mixing performance was dependent on Ng, as long as Ng was above a 

particular value (in their case, Ng > 4). The values of Ng that Aubin et al. used were much 
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higher (Ng = 10, 20, and 30), and no dependence of the mixing performance on Ng was 

found. These results suggest that there exists not a critical value of Ng, but a critical 

length of each half-cycle (Lc), below which the mixing performance of the SHM will 

suffer. By optimizing the geometries of the SHM using the relationships found in figure 

2.9 and 2.11, the rate at which fluid is transferred laterally across the floor, as well as the 

exchange of fluid between the two counter-rotating currents, will be maximized. This 

should serve to have a profound effect on the mixing performance of such devices, since 

the value of Lc for an optimized SHM should be well below that of previous SHM 

designs. 

Unlike other passive mixing devices, curves of the extent of mixing vs. axial distance 

for the SHM are not smooth, containing discontinuities and plateaus. ' In these studies 

there are many cases where the extent of mixing concerning two mixers with different 

geometries follow unusual trends, where one mixer might display dominant mixing 

performance through the initial stages (e.g. first 4 mixing cycles) of the mixer, after 

which the second mixer dominates. It appears that a minimum of 5-10 complete cycles is 

needed for comparison of different mixer geometries. Low mesh densities can be used for 

the solution to the momentum and continuum equations with high accuracy; however, the 

same cannot be said for the solution to the convection-diffusion equation, where 

numerical artifacts enhance the rate of diffusion. Discretization schemes for accurate 

solutions to the convection-diffusion equation require roughly an order-of-magnitude 

more computational elements than those used in this study, and are unrealistic to assess 

the mixing performance of SHM geometries consisting of more than 4 cycles. Numerical 

determination of Lc for a given SHM geometry is therefore best accomplished through the 

use of particle tracking methods. 

A brief description of these particle tracking methods are discussed here, where 

further details can be found chapter 3. First, the velocity field regarding both half-cycle 

SHM geometries, as shown in Fig. 2.1A, would be computed using the methods discussed 
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above. This would necessitate multiple CFD simulations with each simulation pertaining 

to set values of dlh, blw, alw, hlw, and Ng. After each simulation convergences to a 

solution of predetermined accuracy, solutions of v = v(x, y, z) are exported from Fluent 

for use in particle tracking and computation of rj via Eqn. (2.1). A series of massless 

tracer particles (on the order of 105-106 particles) are initialized in the flow field such that 

all particles occupy a small portion of mixer inlet, usually confined to half of the inlet 

cross-section. The positions of the particles are then calculated as a function of time via 

Lagrangian integration of the velocity field. The mixing characteristics of a multi-cycle 

SHM can be approximated tracking particles through multiple half-cycles, where the 

particle positions of the nl half-cycle are used as inputs to the (n+1)1 half-cycle. After 

computation of the particle positions throughout the mixer, the extent of mixing can be 

calculated with the statistical entropy methods discussed in Camesasca et al. 

Relationships between the extent of mixing as a function of the SHM geometry (for a 

given cycle number) can then be used to calculate Lc. Current studies indicate that the 

values of Lc in optimized SHM devices may be as small as Lc = w, long enough to 

necessitate only several grooves per half-cycle. These optimized devices correlate to 

overall lengths that would be more than 50% lower than traditional SHM devices. 

2.9 Conclusions 

Helical flow is investigated within the slanted groove mixer (SGM), whose geometry 

can be completely described by the ratios d/h, hlw, alw, and blw. Relative helical flow 

magnitude is described by the parameter t], which the ratio of transverse to axial flow rate 

over individual grooves, normalized by the length of the groove and neighboring ridge as 

well as the width of the microchannel. Over 800 channels with differing geometries (as 

described by dlh, hlw, alw, and blw) were studied via computational fluid dynamics 

(CFD) using the commercial package Fluent®. 
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Helical flow within a SGM is found to be dependent on all four geometric ratios. For 

a SGM with specific values of d/h, blw, and hlw, there exists an optimum groove 

geometry alw that will maximize helical flow. By removing the constraint that grooves 

and ridges remain symmetric (i.e., the base case a = b), as has been used in all previous 

studies, non-axial fluid transport can be substantially increased. In particular, helical flow 

increases significantly as the ridge length ratio blw is minimized, where the optimum 

value of alw is further dependent on the specific ratios d/h and h/w. Figures 2.9 and 2.11, 

(or tables 1 and 2) may be directly applied as design criteria for a SGM. After the values 

for the groove depth (d) and channel height (h) are chosen (the two geometries defined by 

the Su-8 spin coating process, for example), the channel width can be optimized via table 

2, and the groove geometries can be interpolated using table 1. Although the groove 

geometries will be dependent on specific lithographic capabilities, larger values of blw 

can still provide a significant increase from symmetric grooves, providing the grooves are 

sized appropriately. For other fabrication methods, such as micro-milling, fabrication of 

small alw ratios can be a challenge, as the smallest available cutting tool is approximately 

100 urn. Thus micro-milling fabrication of optimized mixers whose overall size is 

relatively small might not be possible (for example, w < 200 um). 

While this study deals specifically with optimization of helical flow within a slanted 

groove mixer, it can also be used to optimize flow within a staggered herringbone mixer 

(SHM). Rather than normalizing geometric parameters with the total width w of the 

channel, the SHM is sized to the width of the long arm w/. Thus alwt, h/w/, and blwi are 

sized according to figures 2.9 and 2.11. By optimizing the long arm of the SHM, the 

critical length for each half-cycle of grooves is expected to decrease, however, this has 

yet to be confirmed. Regardless, optimized flow within a SHM correlates to a higher 

magnitude of non-axial flow located within the grooves, which has been shown in the 

past to provide faster mixing rates. This study presents the first sizing guide for 

optimization of flow over patterned grooves, such that the optimization procedure will 
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provide faster rates of non-axial transport—and hence, mixing—within the SGM, SHM 

and BEM. 
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Chapter 3 

Design of a New Microfluidic Mixer - Mixing via Transverse 
Electrokinetic Effects in a Planar MicroChannel 

Portions of this chapter appear in the following: 

• Lynn N.S., Henry C.S., and Dandy D.S. (2008) Microfluidic Mixing via 
Transverse Electrokinetic Effects in a Planar MicroChannel Microfluidics 
and Nanofluidics, 5, 493-505 

3.1 Introduction 

In recent years there has been a remarkable growth in research directed toward 

analytical devices on the micron scale. Lab-on-a-chip technology has the promise to fully 

integrate all stages of an analytical process, including chemical synthesis, 

characterization, separation, and detection within the confines of several square 

centimeters of area.1 As in their macroscale counterparts, fluid mixing becomes a very 

important, albeit inherently difficult step on the microscale. The small characteristic 

length scale w, along with a limited range of obtainable average linear fluid velocities u, 

dictate that the Reynolds number (Re = uw/v) for a fluid with kinematic viscosity v is 

constrained to values below 100. At these Reynolds numbers, fluid flow is well within 

the laminar regime, and without intervention, mixing relies principally on molecular 

diffusion. In a continuous flow device, the characteristic length needed for complete 

mixing of two fluid streams can be estimated by equating the characteristic times for 

convection in the axial direction tc = L/u , and the time for diffusion across the channel 

width tc =w2/D, to estimate a mixing length Lmix = tmix • u = w2u/D = Pem • w, where 
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Pem is the mass transfer Peclet number. Consequently, mixing of fluids with low 

molecular diffusivities D can require channel lengths on the order of tens of centimeters, 

too long for many lab-on-a-chip applications. One of the most effective methods to 

enhance diffusive mixing within a microchannel is to generate non-axial flow within the 

microchannel, stirring the fluid in a manner such that analyte concentration gradients will 

be increased within the channel, thus effectively decreasing the diffusion distance 

required for mixing. 

Microfluidic mixing can be accomplished in an active or passive manner. Passive 

micromixers rely on the existing geometry of the microchannel to perturb a laminar flow 

field away from straight streamlines. The simplest conceptual design of a passive type 

micromixer is the lamination mixer. This mixer systematically splits and re-layers a fluid 

stream to geometrically increase the solute concentration gradients within the channel, 

9 5 

and has been experimentally realized by several groups. " The lamination type mixer 

employs 3D geometries involving complicated, multiplanar microfabrication strategies, 

which are difficult to fabricate via standard soft lithographic methods.6 Another type of 

passive mixing design is the rotational-type mixer, where non-axial flows are used in an 

attempt to efficiently stir the fluid cross-section of a microchannel. Several groups have 

investigated the use of spiral microchannels to promote fluid mixing, where non-axial 
7 I 9 

flow is generated from the naturally occurring Dean vortices. " Efficient mixing can 

also be promoted by the use of oblique grooves on a channel surface, first demonstrated 

in the slanted groove micromixer (SGM)13 and staggered herringbone mixer (SHM).14 

The SGM has since been extended to the include geometrical barriers in the center of the 

channel, and oblique grooves on the sidewall of the channel in addition to those on the 

floor.16 Both the SGM and SHM are studied in detail in chapter 3. 

Unlike passive micromixers, active micromixers utilize external forces, such as 

electrokinetic and applied pressure forces, to achieve mixing. Active mixers have 
17 18 

employed magnetic beads, peristaltic wall movement, and magnetohydrodynamic 
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actuation as external forces. A well known example of active micromixing involves 

subjecting a continuous flow microchannel to multiple, pressure-driven, periodic, closed 

cross-channel currents.20"22 External mechanical metho 

frequency and amplitude of the cross-channel currents. 

cross-channel currents.20"22 External mechanical methods are then used to control the 

Electrokinetic phenomena have been widely used in microfluidic mixing. Several 

studies have utilized ac electric fields to promote an electrokinetic instability (EKI) 

94-97 

within a microchannel. " Similarly, liquids exposed to transverse electro-hydrodynamic 

(EHD) forces have been used to promote a mixing environment.28 In EKI and EHD, the 

use of high-voltage electric fields requires large, high-voltage power supply equipment. 

Electro-osmotic flow (EOF) can also be used to create mixing via non-axial flow 
9Q 

generation in channels with oblique grooves and heterogeneous channel surface 

charges, created by either active30"32 or passive methods.33"35 The use of EOF to mix 

fluids generally relies on an applied potential drop over the entire channel length, where 

fields of necessary strength require large potentials (> 1 kV), again requiring high-voltage 

power supplies. 

To reduce the electric potential drop needed for relevant EOF flow magnitudes, 

integrated metal electrodes may be fabricated such that the distance between electrodes is 

on the order of the size of the microchannel. Electro-osmotic manipulation of fluids using 

integrated electrodes has recently been used for several applications. McKnight et al. 

used pairs of integrated electrodes to pump fluids in an open microfluidic device, in 

which EOF was demonstrated in an electrode gap as small as 60 urn. Lammertink et al. 

used integrated electrodes to mix nanoliter volumes via recirculation in a closed 

microchannel. These two studies capitalized on the principal of an electric field applied 

parallel to the microfluidic channel axis, thus inducing EOF in the axial direction. Gitlin 

et al. fabricated an electro-osmotic micropump using a pair of integrated electrodes 

situated below a microchannel with oblique grooves on the ceiling. Transverse EOF 
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was observed between the electrodes, where the resulting recirculation across the 

anisotropic grooves served to pump fluid axially through the microchannel. 

Transverse EOF can be efficiently utilized for microfluidic mixing strategies. Qian et 

al. first theorized an electro-osmotic stirrer in a two-dimensional cavity with 

heterogeneous surface charges on the cavity walls;39'40 however, it was not reported how 

the electric field was created, or possible three-dimensional implementations of such 

device. Pacheco et al. later theorized that efficient mixing could be achieved in three-

dimensional channels by subjecting pressure driven flow to a transverse moving wall 

condition on the top and bottom microchannel walls.41 The moving wall condition, 

created by a transverse electric field, could be controlled via multiple electrodes built into 

the channel sidewalls. Although efficient in design, this type of device presents several 

difficulties, as fabrication of multiple electrodes on the channel sidewalls can be not only 

difficult, but also costly and time intensive. To date, no mixer of this type has been 

experimentally realized. 

Rather than place the integrated electrodes along the channel sidewalls, it is 

straightforward to use standard micro-fabrication processes to position integrated 

electrodes along the channel floor. In the present work a new method is described for 

achieving microfluidic mixing through application of a localized electric field 

perpendicular to the mean flow direction driven by a pressure gradient in a planar 

microchannel (Fig. 3.1). Integrated electrodes are fabricated such that there exists a small 

gap situated perpendicular to the channel axis. A potential drop across the gap drives 

EOF perpendicular to the primary flow direction, thereby creating several non-axial 

recirculation flow profiles. The three-dimensional velocity field of such a device may be 

described by a numerical model, and the resulting mixing characteristics may be 

characterized via particle tracking of passive tracers. The numerical results show that, 

through control of the electrode geometry-gap width, gap location, axial separation, and 

applied potential, it is possible to induce rapid micro-mixing in short axial distances. 
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Furthermore, this study details the operation of an experimental mixer, fabricated via 

standard micro-fabrication methods, which displays the same trends as predicted by the 

numerical model for the same geometry and operating parameters. 
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Figure 3.1. Schematic of the micro-mixing device described within this study. A microchannel with 
height h and width w is fabricated with a set of staggered integrated electrodes along the channel floor. 
The center of the electrode gap is situated at a distance wc from the top wall, where each electrode pair 
has an axial length le and a separation gap wg. 
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3.2 Numerical Methods 

3.2.1 Governing Equations 

In general, the potential distribution in a micro-cavity is composed of the externally 

applied potential (0), and the potential (y/) associated with the electrical double layer 

(EDL). For expected ion concentrations the Deb ye length (Ad) is very small with respect 

to the size of a microchannel, and it is reasonable to assume that the total potential (*F) is 

a superposition of the two (*F= ys + (ft). According to electrostatics theory, the potential 

distribution is a cavity is governed by the Poisson equation, 

V2¥ = - ^ , (3.1) 
£"£ 

where pe is the net charge density of the electrolyte solution, £"is the dielectric constant of 

the liquid, and e0 is the permittivity of vacuum. Equation (3.1) can thus be separated into 

two equations, 

VV = 0, (3.2) 

and 

V > = — • (3.3) 

At thermodynamic equilibrium, the ion concentration can be described by the 

Boltzmann distribution, 

ni± = nio exp (3.4) 

where n, and n are the concentration and valence of the i1 ion, respectively, e is the 

elementary charge, kb is the Boltzmann constant, and T is the temperature. The net charge 

density pe of a symmetric electrolyte can thus be written as 

pe = (n+ +n_)ze = 2nozesinh 
(zey/^ 

(3.5) 
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Combining equations (3.3) and (3.5) results in 

( \ • 

(3.6) VV = ^ ^ s i n h 
C \ 

zep_ 

which describes the potential in a microcavity associated with the EDL. For a symmetric 

electrolyte, the Debye-Huckel approximation can be used to simplify Eqn. (3.6) 

y2y, = H»l y/=K2y/, (3.7) 

where K~l = Ad, the characteristic length of the EDL. The boundary conditions for 

equations (3.2) and (3.7) are 

<f>e=Kued> ^ = 0 ' ^ = 0 ' V» = ^ ' (3-8) 

where the subscripts e and w represent electrode and wall surfaces, and ^is the zeta 

potential for the charged wall surfaces. The electric field is then determined by the 

gradient of the total potential 

E = -V(J/ + (p). (3.9) 

Electro-osmotic flows in microchannels are generally restricted to small Reynolds 

numbers. Thus, combined pressure and electro-osmotic driven steady-state flow can be 

described using the modified steady-state Stokes equation (including an electric field 

term) along with the incompressible continuity equation, 

-Vp + juV2u + peE = 0, (3.10) 

V-w=0, (3.11) 

where p is the fluid pressure, ju the viscosity of the electrolyte solution, and v is the fluid 

velocity. For electrolyte concentrations C > 1 mM in aqueous media, the Debye length 

will be such that Ad « w, where pe ~ 0 for regions of fluid positioned at a distance greater 

than Ad from a charged surface. In this case it is appropriate to neglect the electric body 
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force in Eqn. (3.10) in favor of the Helmholtz-Smoluchowski boundary condition along a 

surface,43 

£o£C 
M EOF t = r> (3.12) 

M 

where E, is the component of the electric field parallel to the surface. Using this 

approximation, the non-axial flow field in a plane of constant z-position between each 

electrode gap can be described by Eqns. (3.10) and (3.11) are solved as follows: two 

dimensional creeping flow of a viscous incompressible fluid can be described by the 

stream function cp, whose solution obeys the biharmonic equation 

V > = 0. (3.13) 

This relationship is described in detail by Meleshko. The velocity field is obtained from 

(p via 

d(p dcp 
ux=^-, w = - - ^ , (3-14) 

ay dx 

with impermeable boundary conditions <pe = constant on the electrode bearing surfaces. 

EOF on non-electrode surfaces is estimated using the Helmholtz-Smoluchowski equation 

along the top and bottom walls, 

d(pw e0e£ 
= UEOF,x = ^x* (3.15) 

and the channel sidewalls, 

dy ju 

d(P» _ u _ £o£C F n 1(!. 
-s •• cut ,y 

dx jU 

where Ex and Ey are the x and y components of the electric field vector, respectively 
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3.2.2 Numerical Approach 

Figure 3.1 displays the structure of the electro-osmotic micromixer. The axial length 

of the electrode is denoted as le, and the width and center position of the electrode gap are 

wg and wc, respectively. For externally driven flow rates of aqueous electrolytes 

corresponding to an average linear velocity (uz) < 5 mm s"1 through a microchannel of 

width w = 100 urn, the Reynolds number ( R e = {uz)w/v) will be 0(1). If the axial length 

of the individual electrodes is considerably larger than the width of the microchannel, the 

potential distribution along the axial direction within the individual electrodes may be 

assumed constant. Thus, if the spacing between the individual electrodes is considerably 

larger than wg, the inter-electrode potential distributions and edge effects can be 

neglected, and the three-dimensional velocity field can be well approximated as a 

superposition of the velocity field given by Eqn. (3.14) and the axial velocity field, 

uz{x, y), acquired from the Boussinesq series solution for flow in a rectangular duct. This 

approach is similar to that taken by Stroock et al. to describe fluid flow in the staggered 

herringbone mixer, detailed in chapter 2. 

A numerical approach is implemented to solve the governing Eqns. (3.2), (3.7) and 

(3.13) along with the corresponding boundary conditions (3.8), (3.15), and (3.16). 

Equations (3.2) and (3.7) were discretized with a second-order accurate finite difference 

scheme and solved via a successive over-relaxation (SOR) method, where the typical 

distance between nodes was 0.5 urn, a value was predetermined (data not shown) to 

ensure that the predicted concentration field was independent of the mesh density. The 

convergence requirements for the normalized residuals concerning 0and fwas 10~ . 

The electric field is then found via equation (3.9), and used as a boundary condition in 

equations (3.15) and (3.16). Equations (3.13) and (3.14) are solved simultaneously via a 

fourth-order accurate SOR scheme as discussed in Altas et al., where the convergence 

requirements for the normalized residuals for ^was 10~15. The numerical methods in this 

61 



study were verified with the two-dimensional quasi-analytic flow profiles for the 

electrode geometries displayed by Qian et al. '40 

3.2.3 Mixer characterization 

To computationally characterize the mixing efficiency of a three-dimensional velocity 

field, non-interacting, massless tracer particles are injected into the mixer and their 

motion tracked in space and time. The passive tracers do not affect the flow field, and are 

considered diffusionless. The positions of the tracers are calculated as a function of time 

via integration of the three-dimensional velocity field: 

x{t) = x(tn) + ju(x, y, z)dt, (3.17) 

where integration is carried out with a fourth-order Runge-Kutta scheme with a constant 

time step of At = 0.001 s. Advecting passive tracers forward in time through a non-

homogeneous velocity field will introduce large gaps between tracers in fluid regions of 

high velocity. These gaps can create problematic artifacts when attempting to quantify 

the extent of mixing of the tracer particles in cross-sectional planes of the microchannels. 

To avoid these artifacts, a backtrace method similar to Stone et al. is employed for both 

imaging of downstream tracer distributions and mixing characterization.47 The backtrace 

method involves initializing an ordered set of tracer particles on a cross sectional plane of 

interest (z > 0), and advecting each particle backward in time until the inlet plane (z = 0) 

is reached. Each tracer particle is then allocated a color (red, blue) based on the tracer 

position on the inlet plane. The initialization of the tracers at the mixer outlet is 

performed such that the distance between neighboring particles is constant, which allows 

for very fine resolution concerning the distribution of tracers and avoids the introduction 

of large gaps between tracers. In this study, the microchannel inlet is separated into two 

vertical regions, designating red or blue tracers, respectively, such that the tracer flow 
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resembles perfectly segregated tracer distribution at the channel inlet. The main drawback 

to the backtrace method is its intensive computational nature, as the time required for 

analysis of n evenly spaced cross-sectional planes scales as 

n 

ta,mp=T.ntn> (18> 

where tn is the average computational time required to advect particles between 

neighboring planes (as opposed to tcomp = ntn for forward advection). 

Despite the extensive body of literature focused on the numerical characterization of 

mixing processes at the micro- and macro-scales using massless tracer particles, there is 

not unanimous agreement regarding the best method to calculate the extent of mixing of 

the dispersed particles in time or space. In this study, the extent of mixing within a 

distribution of tracer particles is characterized using the entropic methods of Camesasca 

et ah, which has been previously shown to be successful in the characterization of several 

mixing processes. ' In this method, the downstream x,y cross-sectional planes are 

divided into M equally sized spatial bins, and the conditional entropy 5/c is averaged over 

all bins as 

1 M C 

s^-W^p'?;pJnp-- (3-1" 
where pj is the probability that a particle is in bin 7 irrespective of species type, and pcj is 

the probability that a particle is of the type c whose position is in bin j . For this study, two 

particle species are employed (red and blue). The conditional entropy Sic is thus 

normalized by ln(2), as in Camesasca et ql. A value of S[c = 0 indicates that no mixing has 

occurred between the two species, and a value of 5/c = 1 indicates a well mixed solution 

on the scale of the typical size of the bin. 
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3.3 Experimental Methods 

3.3.1 Fabrication of Experimental Mixers 

Fabrication of the mixers was performed with a soft lithographic method using 

poly(dimefhylsiloxane) (PDMS, Sylgard 184, Dow Corning) for the channel top and 

sidewalls, sealed to a glass bottom containing patterned, integrated thin film electrodes. 

The fabrication process is shown schematically in Fig. 3.2. The PDMS microchannels 

were cured over a raised Su-8 master developed onto a silicon wafer and subsequently 

subjected to a PDMS oligomer extraction process similar to Lee et al, which has been 

shown to stabilize the hydrophilic nature of oxidized PDMS for up to 7 days.51 To 

prepare the electrodes, a bi-layer photoresist stack (Microchem LOR 10B, Shipley 1818) 

was spun onto a cleaned, dehydrated glass slide. Following UV exposure and 

development to expose the electrode sites, 30 nm of Au was deposited onto a 6 nm Ti 

adhesion layer using e-beam evaporation. After lift-off of the metal layer, holes were 

drilled into the glass slide to provide fluid access to the mixer through the use of 

Nanoport fittings (Upchurch). The glass slide and PDMS layer were then cleaned and 

exposed to O2 plasma (25 W, 370 mTorr) to strengthen the PDMS/glass irreversible bond 

and minimize the contact angle between PDMS and water.52 The two layers were then 

aligned and irreversibly bonded. Syringe pumps were used to deliver buffer solutions of 5 

mM TES (N-[tris-hydroxymethyl]methyl-2-aminoethanesulfonic acid, Sigma), pH = 7.5, 

to both channel inlets, where one inlet contained 0.1 mM rhodamine B (Sigma) for 

mixing analysis. Exposed bonding pads on the periphery of the glass slide were used to 

connect the integrated electrodes to a power supply (HP 6217A) via patch clips. 
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Figure 3.2. Fabrication process used to create the glass/PDMS mixer. The PDMS mold constitutes 
the channel top and sidewalls. The channel top and bottom is composed of the metal electrodes on a 
glass substrate. 

3.3.2 Image acquisition 

Fluid micromixing was monitored by fluorescence of rhodamine B using two-

dimensional images captured by an inverted microscope equipped with an 

epifluorescence attachment (Nikon TE-2000U) and fitted with a CCD camera (Coolsnap 

fx). Fluorescence intensity images of the unmixed and mixed states were acquired at a 

fixed distance from the T-junction. To quantify the mixing performance, an adjusted 

extent of mixing (Sa) is introduced as 

^^-m^-^rm^-i^})2 
(3.20) 

i=\ 

where I, is the intensity at pixel / during active mixing, lii0 is the intensity at pixel /' if no 

active mixing occurs (A</> = 0), and JV is the total number of pixels across the width of the 
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microchannel. The fluid passing through the xy-plane downstream of any integrated 

electrode has undergone a limited amount of diffusive mixing (no active mixing), thus the 

standard extent of mixing is adjusted to this unmixed state rather than the state 

corresponding to the plane at z = 0 (T-junction). The adjusted extent of mixing is defined 

such that Sa=\ for well-mixed solutions (or solutions which display constant 

fluorescence intensity across the width of the micro-channel), whereas Sa = 0 for 

solutions which display no change from the unmixed state. The method of top down 

fluorescence analysis, although limited in the case of horizontally laminated fluorescent 
ryfL OO 'X'X 

streams, has had previous success to characterize micro-mixing devices. ' ' 

3.4 Numerical Results 

3.4.1 Two-Dimensional Flow Profiles 

It is convenient to use equation (3.13) to calculate the flow field because the contours 

of the stream function represent the fluid streamlines in the domain of interest. Figure 3 

displays the ^-potential distributions and fluid streamlines for several electrode 

arrangements in a two-dimensional microcavity. All simulations within this study pertain 

to a micro-cavity with dimensions w = 140 um and h = 60 urn. The electrode 

arrangements in Fig. 3.3 correspond to an electrode gap of wg = 50 (im, where the 

position of the gap was systematically staggered along the length of the microchannel. 

The ^-potential of the cavity floor was assumed to be £= -0.05 V, whereas the top and 

sidewalls are £= -0.08 V, consistent with the values associated with the glass floor and 

PDMS cap.53 In each of the electrode geometries shown in Fig. 3.3, there exists a primary 

recirculation region directly above the electrode gap, and a weaker, secondary, counter-

rotating recirculation region in the remaining cavity domain. Because the electric field 

magnitude within the gap (E ~ ^.(f>jwg ) is much larger than along the channel sidewalls 
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(E « A0/(2h + w)), fluid velocities are much higher within the primary recirculation 

regions. 

w < 

< Wc> 
Wg 

« ~+ 

> 

t t 
• Electrode + Electrode 

(A) 

(B) 
• 

wc = 30 ixm 

wBlit ': 
Cycle A 

w = 55 \ira wc = 85 \xm w = 110 |im 

Figure 3.3. Two-dimensional streamlines {A) and contour plots of the applied potential <f> (B) 
corresponding to the four electrode geometries considered in this study. 

Subjecting a microchannel to only one of the cross-sectional flow profiles shown in 

Fig. 3.3 will not be sufficient to mix the cross-section of the channel, as the solution will 

only be stirred in a regular fashion. Combinations of the individual cycles must be used 

either in a temporal or spatial fashion to completely mix the microchannel constituents. 

Because the points of stagnation in the flow profiles shown in Fig 3.3̂ 4 are all located in 

different positions from one another, it is expected that a combination of the four profiles 

together will not contain any zones of invariance where complete mixing will be 
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inhibited. Potential zones of invariance (regions of fluid that will not undergo sufficient 

mixing) can be found by subjecting a two-dimensional cavity to temporal changes in the 

cross-sectional with a period T while monitoring the evolution of tracer particles. In the 

case that a cavity could be subjected to periodic changes in the potential distributions, 

such as those shown in Fig. 3.35, the instantaneous flow fields would be given by the 

streamline distributions shown in Fig. 3.3A as long as T is sufficiently greater than the 

viscous diffusion time of the fluid. For a microcavity of w < 100 (im, the viscous 

diffusion time ( r = w2/v) is on the order of milliseconds, and we can assume that the 

flow field responds nearly instantaneously from one state to another. 

Figure 3.4 displays the evolution of 10 particles tracked over the overall cycle 

ABCDABCDABCD, where the individual mixing pattern for each cycle was held for T = 

1 second with a potential drop between the electrodes of A<p= 1 V. The initial positions 

of the particles were segregated uniformily along one-third of the width of the 

microcavity and were advected forward in time, thus the occurrence of void spots in 

regions of high fluid velocity. The stretching and folding of the initial blob is 

qualitatively characteristic of a chaotic process; however, no studies were carried out to 

determine the presence of a positive Lyapunov exponent. It should be noted there was no 

occurrence of any invariant mixing zones no matter the position of the initial blob of 

tracer particles, nor the overall size of the blob. The results from figure 3.4 are thus 

purely qualitative, yet helpful in determining the overall effectiveness of the staggered 

electrode placement. The temporal changes in the potential distribution of a two 

dimensional cavity are analogous to spatial changes in the potential distribution of a 

three-dimensional microchannel, such as that shown in Fig. 3.1. Any invariant zones in 

the two-dimensional situation would show up in the same region for a three dimensional 

mixer. 
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/ = 1.0 sec / = 2.0 sec 3.0 sec t = 4.0 sec 
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Figure 3.4. Deformation of a blob of 100,000 tracer particles initially segregated to the left third of a 
microcavity subjected to the flow fields of cycles A-D for 1 second each. 
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3.4.2 Three-Dimensional Flow 

The three-dimensional velocity field of a mixing device shown in Fig. 3.1 can be 

described as follows: 

u(x,y,z) = uz{x,y) + un{x,y), (3.21) 

where uz{x, _y)is obtained from a Boussinesq series solution for viscous flow in a duct, 

and the non-axial components un = uK + uy are obtained from the solution to equation 

(3.14) for an electrode cycle determined by the flow fields shown in Fig. 3.3 and 

assembled as: 

un{x,y) = 

uA li<z< /, + /, 

uB li+le<z<li+2le 
(3.22) 

uc li+2le<z<li+3le 

un I, +3l<z< 1: + 4/ 

where /, is the axial position of the start of the i-th electrode cycle. Equation (3.22) 

describes a mixer with an overall electrode cycle pattern [ABCD]n, where n is the total 

number of electrode cycles within the mixer, and inter-electrode flow is neglected. This 

study involves the comparison of the four electrode cycle pattern [ABCD]n and the two 

electrode cycle pattern [BC]n: 

Figure 3.5 displays the distribution of 100,000 tracers corresponding to x^-planes 

situated at the end the first 8 electrodes for a mixer with an overall electrode cycle pattern 

of [ABCD]2. The bulk flow rates for the two cases correspond to (MZ) = 0.4 mm s~ for 

Fig. 3.5A, and (uz) =1.6 mm s"1 for Fig. 3.55. The red and blue tracers were initially 

segregated in equal proportions to the right and left sides of the microchannel inlet, 

respectively. The applied potential drop between the electrodes is A<p= +2.0 V, and the 

length and dimension of each electrode gap is le =500 |0,m and wg = 50 |J,m, where the 

associated values of wc are given in Fig. 3.3. 

70 



Although small amounts of mixing occur for each individual electrode, the combined 

effect of the 2 mixing cycles is quite dramatic. For Fig. 3.5A, the channel cross-section 

appears visually well mixed at the outlet, positioned 4 mm downstream of the inlet. As 

expected, as the bulk flow rate increases, the magnitude of stirring over each electrode 

decreases, which is visually apparent in the figures. However, even though the channel 

cross-section at the outlet of Fig. 3.55 maintains a large level of heterogeneity, it may be 

concluded that only several more electrode cycles will be needed to achieve the level of 

mixing seen in the outlet of Fig. 3.5A. It should be noted that, because the backtrace 

method is employed to generate the tracer distributions shown in Fig. 3.5, the ratio of red 

to blue tracers does not remain constant as the tracers pass through xj-planes of interest. 

However, this has a negligible effect on the conditional entropy of the tracer distribution 

in each x,y plane. 
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Figure 3.5. Tracer distributions (100,000 tracers) for two flow rates corresponding to the first eight 
electrodes for a mixer with an overall cycle pattern [ABCD]„, and A^ = 2.0 V. The cross-sectional 
potential distributions and fluid streamlines are shown in Fig. 3.3. 
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3.4.3 Mixing Mechanism 

The tracer distributions shown in Fig. 3.5 are important in qualitatively determining 

both where good mixing is occurring within x,_y-planes and potential regions of 

invariance within overall electrode cycle patterns. It may be concluded from Fig. 3.5 that 

the overall mixing mechanism is composed of two parts: 

Rapid mixing within the primary recirculation. Lamination of fluid occurs very 

rapidly within the primary recirculation region situated directly above the electrode gaps 

associated with the four electrode cycles shown in Fig. 3.3. The fluid is simultaneously 

stretched and folded within this region. Fluid breakup occurs as the electrode gap is 

staggered along the width of the mixer along periodic axial lengths. Because the primary 

recirculation occupies a region constrained to the lower part of the channel, only fluid 

within this region is subject to rapid mixing. 

Non-axial transport within the secondary recirculation. The secondary recirculation 

region serves to transport fluid in opposite directions along the top and sidewalls of the 

channel. Due to the smaller magnitudes of velocity in the x and y-directions, little 

lamination occurs within this region. Thus it appears the benefit of this secondary 

recirculation is to transport regions of fluid to the lower half of the channel. As regions of 

fluid reach the lower parts of the channel there exists the probability that it will be 

entrained in a primary recirculation region upon entering a new electrode cycle. 

It has been demonstrated here that an applied potential across a staggered electrode 

gap has the potential to rapidly mix fluids within short axial distances. Equation (3.19) 

can be used to quantify the extent of mixing in the x,y-planes located at the end of each 

individual electrode. The conditions associated with in Fig. 3.5 lead to a quantitatively 

well mixed solution within 4 mm of the inlet, as the conditional entropy at the eighth 

electrode is calculated as 5/c = 0.95 (1000 bins) for case (A), whereas a value of 5/c = 0.75 

(1000 bins) is calculated for case (B). 
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When designing such a mixer for experimental study, it remains important to evaluate 

not only different operating conditions, but overall electrode cycles as well as operating 

polarities. Fig. 3.5 displays tracer distributions for a mixer with specific parameters le = 

500 Jim, wg = 50 um, and A0 = 2.0 V for two values of (uz). To optimize the mixing 

efficiency of such a device, it is necessary to test a variety of mixer designs and operating 

conditions. 

3.4.4 Numerical Characterization 

The parameters governing the operation of a mixer of this type are (uz), le, wg, A$ the 

overall electrode cycle geometry, and the micro-channel substrate(s), i.e., the specific 

channel surface charge £ From the tracer distributions shown in Fig. 3.5, it appears that 

the effectiveness of each mixing cycle is related to the total magnitude of helical flow 

within the primary recirculation region. It is reasonable to assume that higher magnitudes 

of helical flow will lead to a greater degree of stirring within each recirculation region, 

thus leading to an increase in mixing efficiency. The magnitude of helical flow within the 

primary recirculation region can be estimated as the ratio of the average time taken for 

fluid to migrate down the axial length of an individual electrode and the average time for 

non-axial transport of fluid across the gap. A mixing effectiveness can therefore be 

calculated as 

F _ H _ leVEOF _ le£X(A0) „ „ , 
t r- — — . (3.23) 

*± *><) wXu<) 
As F increases there exists a higher degree of stirring within the primary (and 

secondary) recirculation regions, which should lead to an increase in mixing efficiency 

and a decrease in Lmix. Because the simulated flow field is a linear superposition of Eqn. 

(3.14) and the solution for axial flow in a duct, the distribution of tracer particles at the 

outlet of a mixer (such as that shown in figure 3.1) operating at different conditions will 
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be identical should the two systems possess the same value of F. Thus for a first 

generation optimization effort it is only necessary to calculate the extent of mixing at the 

outlet of each individual electrode while varying the mixing effectiveness F. This 

provides a direct comparison of overall electrode cycles, and will allow for the 

optimization of such a mixing device. 

Figure 3.6 displays the conditional entropy 5;c as a function of electrode number for 

several values of F for mixers similar to that in Fig. 3.1. The mixer shown in Fig. 3.6A 

has an overall electrode cycle pattern of [ABCD]n, whereas the mixer shown in Fig. 3.6B 

has the overall electrode cycle pattern [BC]n. The individual electrode geometries are 

shown in Fig. 3.3, and the values of S/c are computed using M = 1000 equal sized bins. 

The dotted lines indicate the condition 5/c = 0.9, above which the cross-sectional planes 

are classified as well-mixed, i.e., on the order of the width of a bin, w\, = 3 jim. The data 

shown in Fig. 3.6 follow the same trends for the range of bin numbers 500 < M < 5000. It 

is seen in Fig. 3.6 that higher magnitudes of F lead to higher rates of mixing, achieving a 

well mixed condition with fewer electrodes (thus requiring a shorter axial length). For 

example, for the pattern [ABCD]n and F = 80, only 5 electrodes are required to reach a 

value of Sic = 0.9, whereas 14 electrodes are required for the same condition when F = 20. 

Figure 3.6 also includes the simulated mixing profiles for a mixer operated with the 

polarity reversed (filled symbols, A<p < 0). As seen in Fig. 3.6A, for the pattern [ABCD]n, 

operation in positive polarity (A<p> 0) results in better overall mixing performance with 

respect to operation in negative polarity. However, the polarity of the electrodes has little 

effect on the mixing performance of the [BC]n electrode pattern. The tracer distributions 

for the [BC]n mixer at a effectiveness of F = 40 and F - 10 may be viewed in Fig. 3.7. 

For high values of F, all cases in Fig. 3.65 resulted in better mixing performance than 

their counterparts in Fig. 3.6A; however, for low values of F (F < 5) the reverse is true, as 

the [ABCD]n electrode cycle pattern displays better mixing performance over its [BC]n 

counterpart. 
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From Fig. 3.6, it is seen that for a specific electrode number there is a critical value of 

F, above which a well mixed solution (5/c > 0.9) is obtained. Figure 3.8 shows the 

conditional entropy as a function of F along the outlet of the first 4 electrode cycles 

corresponding to the pattern [ABCD]n. When the mixing effectiveness in on the order of 

F = 0(1), fluid located just above the electrode gap will complete less than one full 

recirculation, and only small amounts of stirring occur along the length of each electrode 

gap. As F increases, there exists more than one recirculation of fluid above the electrode 

gap, and the extent of mixing rises sharply due to the rapid lamination of fluid within this 

region. There is a point of diminishing returns for each cycle, however, where subsequent 

increases in F have little effect on the overall extent of mixing, since the decrease in the 

striation thickness between two regions of fluid become smaller with every fluid 

recirculation. In all cases, the addition of more electrode cycles will increase the total 

extent of mixing at the outlet of a mixer. 

Utilizing Eqn. (3.23), the results shown in Fig. 3.8 can be transformed into data that 

are commonly acquired in a laboratory experiment. Figure 3.9 shows the expected 

conditional entropy values as a function of the average linear velocity for a mixer with le 

= 400 (im, h = 60 ixm, w = 140 ixm, A0= 2.0 V, and the overall cycle pattern [ABCD]n. 

As may be expected, the performance of the mixer is somewhat poor at high linear 

velocities, (uz) > 6 mm s~ , while mixing performance increases rapidly as {uz) decreases. 

For bulk flow rates corresponding to (uz) < 4 mm s~ , the extent of mixing of a device can 

be increased significantly by the addition of multiple electrode cycles. Each electrode 

cycle shown in Fig. 3.9 accounts for 1.6 mm of axial channel length; thus, a mixer of this 

type (operated such that (uz) < 2 mm s"1) would be able to provide near complete mixing 

of a non-diffusive fluid in 6.4 mm of channel length. 
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Figure 3.6. Comparison of overall cycle pattern (A) [ABCD],, and (B) [BC]n using the conditional 
entropy Stc vs. electrode number for several values off. The filled symbols indicate mixer operation in 
reversed polarity (A0 < 0). 
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Figure 3.7. Tracer distributions (100,000 tracers) for two flow rates corresponding to the first eight 
electrodes for a mixer with an overall cycle pattern [BC]„, and A<f>= 2.0 V. The cross-sectional 
potential distributions and fluid streamlines are shown in Fig. 3.3. 
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3.5 Experimental Results 
3.5.1 Extent of Mixing Analysis 

Based on the above analysis, a four electrode mixer [ABCD]^ (Fig. 3.10A) was chosen 

for experimental studies. The dimensions of the mixer were w = 140 |im, h = 58 (im, and 

le= 400 (im, where the individual electrode cycles matched those shown in Fig. 3.3 and 

Fig. 3.9, with 70 (im axial spacing between individual electrodes. Mixing experiments 

were conducted such that two channel inlets containing a buffer solution (TES) were 

joined in a T-junction immediately upstream of the mixing electrodes, where one inlet 

stream contained a fluorescent dye (0.1 mM Rhodamine B). The flow rates of the two 

inlet streams were adjusted so that the volumetric flow rate of the pure buffer stream was 

twice that of the stream containing the fluorescent dye. The performance of the mixer 

was evaluated over a range of bulk flow rates, yielding average linear velocities of the 

dye/buffer solution were within the range 0.5 < (uz) < 12 mm s_l. After the flow had 

stabilized, an applied DC potential of A0= 2.0 V was placed across the electrode pairs. 

Fig. 3.105 displays top down fluorescence microscopy images 5.6 mm downstream of 

the t-junction pertaining to the before (A0= 0 V) and after (A0= 2.0 V) states, for (uz) = 

1.6 mm s~[. Using a series of time averaged images (200 ms), fluorescent line scans 

across the channel width (averaged over 10 [im) of the mixer situated adjacent to an 

electrode cycle outlet were used to compute the adjusted extent of mixing (4) via Eqn. 

(3.20).1 In these animations, dye initially segregated to one half of the micro-channel is 

rapidly mixed throughout the channel cross-section upon application of a potential drop 

across the electrode pairs. 

Animations displaying the on/off operation of the mixing procedure may be viewed at 
http://navier.engr.colostate.edu/eof/. 
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Figure 3.10. (A) Top down microscopic image of the experimental mixer used in this study. (5) 
Fluorescence images regarding A(J=0V and A(Z>= 2.0 V for the experimental mixer operated at {u.) 
1.6 mm s'1 
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Figure 3.11 presents 8a as a function of (uz) for the mixer shown in Fig. 3.10 operated 

with A0= 2.0 V. The intensity values were acquired immediately downstream of the first 

(diamonds) and third electrode cycles (squares) shown in Fig. 3.10. Mixing was enhanced 

for all flow rates considered, if only to a small extent at higher bulk flow rates. The 

adjusted extent of mixing increases dramatically as (uz) is decreased, experiencing a sharp 

rise when (uz) < 3 mm s~ . As may be expected, 5a measured after cycle 3 is greater than 

all respective values measured after cycle 1. It should be noted that, although Sa provides 

a good estimate for the overall extent of mixing in the channel cross-sections, it cannot 

distinguish between a well mixed solution and a solution which is horizontally laminated 

with fluorescent and non-fluorescent solutions. Because top-down microscopic methods 

were used in this study, these two states are indistinguishable. However, if at any point 

the channel cross-section were artificially mixed in this manner, one would expect high to 
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low transitions in 8a values as the effectiveness F of the mixer is increased, e.g. lowering 

of (uz) shown in Fig. 3.11. In practice this effect is never observed. Furthermore, the 

results displayed in Fig. 3.11 qualitatively agree with those shown in Fig. 3.9, created 

with the numerical model utilizing the same geometrical and operating parameters as the 

experimental device. 

3.5.2 Localized Electrolysis 

In general, application of a potential across an electrolyte solution will result in 

electrolysis of water on the surfaces of the integrated electrodes, with acid production 

localized to the anode and base production on the cathode.37 Along with localized 

production of acid and base is the potential for formation of macroscopic O2 and H2 

bubbles, respectively. Due to the removal of electrolysis products by axial flow, the 

mixer could be operated continuously (A0< 3.5 V) for all of the flow rates displayed in 

Fig. 3.11 without any apparent formation of gas bubbles. However, at lower bulk flow 

rates «wz) < 0.5 mm s_1), local acid production can initiate a significant loss of the 

quantum efficiency of Rhodamine B, making quantification of the extent of mixing via 

Eqn. (3.20) problematic. Localized regions of low pH can furthermore be detrimental to a 

mixer of this type through protonation of the micro-channel walls, lowering the overall £• 

potential of the surfaces, and reducing the overall magnitude of EOF within the local 

regions. For the closed channel recirculating device shown by Lammertink et al., EOF 

between two integrated electrodes diminished 30 s after application of a potential 

difference between the electrodes. Similarly, in the limit (uz) —> 0 the transverse flow 

mixer in this study experiences the same phenomenon, where the limit of operation is 

determined by such factors as A$ £ and the ionic concentration of the buffer solution. 

To determine where this lower limit of operation might occur, 0.5 |J,m diameter 

fluorescent polymer microspheres (Duke Scientific) were used as a visualization tool. 

Due to their overall negative surface charge, electrostatic forces dominate in regions of 
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low fluid velocities, and the microspheres attract to the positive electrode. However, fluid 

velocities within the primary recirculation are high enough to entrap the particles, and 

helical flow can be viewed within this region.11 Using these microspheres as a 

visualization tool, it was found that, for bulk flows corresponding to (uz) > 0.3 mm s"1 

and A0= 2.0 V, no loss of transverse EOF over a period of 30 min was observed, during 

this period the current across the electrode gap remained constant, reaching steady state 

within several seconds. For very low fluid velocities ((uz) ~ 0.05 mm s"1), the magnitude 

of transverse EOF was found to be significantly degraded within 2 minutes. From the 

animations, a large degree of fluid interaction within the inter-electrode space is evident 

for inter-electrode distances of 70 um, where there exists transitional helical flow 

between the staggered electrode gaps. Although the numerical model discussed above 

neglects this flow, it is clear that, along with flow above each electrode gap, this inter-

electrode flow can be used to promote a mixing environment. These flow interactions are 

the focus of future work. 

3.5.3 Operational implications 

From Fig. 3.9 and Fig. 3.11, it is seen that this type of mixer performs best at lower 

bulk flow rates. The extent of mixing after each electrode cycle at higher bulk flow rates 

can be increased via an increase of the mixer effectiveness F, which may be 

accomplished utilizing several strategies. For example, F may be increased directly via an 

increase in A0or le. However, these can increase the potential for both macroscopic gas 

formation and electrochemical interactions, both of which may promote unfavorable side 

effects. Furthermore, an increase in le leads to a mixer that requires greater axial space. 

The most effective method to increase F is to decrease the size of the electrode gap (wg), 

which simultaneously increases the magnitude of the electric field and transverse electro-

Animations of fluorescent microsphere entrapment within the primary recirculation region may be 

viewed at http://navier.engr.colostate.edu/eof/. 
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osmotic velocity (constant A0) between the gap. The decrease in wg creates a primary 

recirculation flow profile that exhibits higher fluid velocities yet occupies less space 

along the channel floor; however, decreasing wg may result in significant Joule heating 

effects. Thus, more focus must be placed not only on the overall mixing cycle pattern, but 

onto the temperature distributions within such a system. Also, the creation of more 

effective flow patterns may be possible by utilizing more electrodes per mixing unit, 

whereby electrodes can be placed along both the top and bottom walls of a micro-

channel. The overall effects of new mixing configurations, along with a minimization of 

the total electrode surface area in the micro-channel, are the focus of future work. 

3.6 Future Work 

Since the completion these studies, there have been a number of investigations 

focused on applying transverse electric fields onto the cross-section of axial driven flow 

in a microchannel. Chang and Yang studied spatial and temporal changes in the £-

potential distributions of the walls of a microchannel subjected to axial electro-osmotic 

flow. By optimizing the temporal changes to the system, a chaotic mixing state was 

theorized within an axial distance of z = 20w, determined via both study of the Lyapunov 

exponent of the system as well as Poincare mapping techniques. In another study, 

Pacheco et al. produced a chaotic mixing state in a two-dimensional cavity by 

introducing random temporal fluctuations into the applied potential on 4 individual 

electrodes located on the channel sidewalls. This concept was then applied to a 

theoretical three-dimensional device, where optimal temporal fluctuations were found to 

produce a chaotic mixing state. In these studies, no attempts concerning the fabrication 

and operation of an experimental device were made. Futhermore, these theorized devices 

would involve complex fabrication techniques, generally unavailable to standard clean 

room laboratories. 
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The device in this study has great promise for incorporation into lab-on-a-chip 

devices where rapid mixing of fluids is required within short axial distances. The 

following subsections detail potential methods to optimize the mixing characteristics of 

the device while minimizing the electrolytic impact on the contents of the microchannel. 

3.6.1 Optimization of Mixing Electrode Design 

The mixing electrodes in this study were fabricated with simple patterns such that the 

individual electrodes possessed a constant surface area along the channel axis. As a result 

of this design there is a large amount of electrode surface area immediately in contact 

with the electrolyte solution. Areas of the electrode surface located away from the 

electrode gap have several negative effects on the properties of the device, namely (1) no 

EOF occurs on the electrode surface, and these electrode regions act to inhibit the overall 

magnitude of helical flow within the secondary recirculation region, and (2) these regions 

of the electrode serve to negatively modify the properties of the electrolyte solution 

through electrolytic effects. Therefore it seems reasonable to minimize the surface area of 

the electrodes in a fashion such that the overall shape of the electrode gap is maintained. 

Figure 3.12 displays the shape of these proposed electrodes. With this new electrode 

shape the overall surface area of the electrode can be reduced by an order of magnitude or 

more, while preserving the magnitude of the EOF in between the electrode gap. Figure 

3.13 displays the ^-contour profile and fluid streamlines of a microchannel with w = 100 

Lim, h = 25 urn, and wg = 40 (im for both the original and proposed electrode designs. The 

contour plots shown in Fig. 3.13 were calculated using the methods discussed above. The 

primary recirculation region in both electrode designs is qualitatively the same, while the 

secondary recirculation region for the new design appears to encompass more fluid near 

the microchannel floor. With these qualities in mind it is expected that the performance 

of the proposed design be at least as high as the current mixer. 
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Using traditional clean room laboratory techniques, it is expected that the integrated 

micro-electrodes would be limited to widths on the order of 5-10 fim. To further reduce 

the electrolytic effects of these electrodes, an insulating layer could be placed on top of 

the electrodes. This layer, constructed from either a hard material (SiCh) or soft polymer 

(Su-8), would need to adhere to the electrodes over a large applied potential range and be 

fabricated such that the edge of the electrodes remain open to the electrolyte solution. It is 

unclear if very thin coatings of a insulating layer covering the entire electrode would 

serve to produce useful EOF velocities. 

Inlet 1 

MicroChannel • • '•eiiti 1*1™ pinf 

Inlet 2 

(A) / Current system 

}wi 

l I'.'-- '!'* JO ! II-I IM. I , ; /.' 

Integrated Electrodes 

Outlet 

(B) 
Proposed system 

Micro-electrodes 

Electrode A Electrode B 

Figure 3.12. Proposed electrode design. By maintaining the outline of the original integrated 
electrodes, the function of the electrode gap is preserved. 
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(A) 
Old Design 

New Design 

(B) 

Figure 3.13. (A) (^contour plot and (B) fluid streamlines for a microchannel with w = 100 urn, h : 

25 \im, wg = 40 |̂ m, and A0 = 1.0V. 
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3.6.2 Incorporation of Mixing Electrodes on Two Surfaces 

From the results shown in this study, it is clear that the region of space directly 

between each electrode gap contributes to the creation of the primary recirculation 

region, which is responsible for the bulk of the mixing effectiveness in such a device. The 

high velocities within the primary recirculation region are due to the high potential 

gradient existing between the electrode gap, therefore it seems reasonable to fabricate a 

system of electrodes such that the potential gradient remains high along the entire cross-

sectional surface area. This can be accomplished both by adding more electrodes along 

the bottom surface as well as the addition of multiple electrodes on the top surface. 

Multiple electrodes on each floor facilitate the creation of multiple high-velocity 

recirculation regions using smaller electrode gaps, requiring lower potential differences 

for each gap and minimizing electrolytic effects to the fluid. Figure 3.14 displays cross-

sectional ^-contour profiles and stream lines for a device with three or four 10 Jim wide 

electrodes located on both the top and bottom of the channel. By a simple alteration of 

the micro-electrode geometry for each electrode cycle, an efficient mixing profile can be 

created. 

Fabrication of these multi-layer devices can be accomplished via electrode deposited 

onto two glass substrates, which are bonded with a layer of Su-8 polymer with thickness 

h. Such a device has been successfully fabricated in the CSU clean room; however, all 

multiple electrode devices failed when subjected to experimental testing due to 

problematic artifacts of the experimental methods at the time. The details of the 

fabrication of such a device can be seen in Chapter 7. Unless modified by post-

fabrication methods, the Su-8 based sidewalls of this type of mixer will not support EOF; 

however, it is expected that efficient mixing profiles can still be created with the top and 

bottom floors alone, as seen in Fig 3.14. 

90 



Top Surface 

(^••f 
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Figure 3.14. (A) ^-contour plots and (B) fluid stream lines for the proposed mixer with multiple micro-
electrodes per cycle. The sidewalls in this case possess a value of C, = 0. 
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3.6.3 Optimization of MicroChannel Geometries 

As previously discussed, the rate at which a fluid can be mixed is, generally, directly 

associated with the magnitude of non-axial helical flow within a closed conduit. This 

principal applies directly to the mixer within this study, displayed in Fig. 3.8, as increases 

in the mixer effectiveness (F) lead to decreases in the overall axial channel length 

required to completely mix a fluid. Because the primary mixing mechanism, EOF, is a 

surface based phenomenon, it is reasonable to assume that microchannel geometries of 

hlw ~ 1 would lead to non-axial flow profiles that are non-optimal for mixing purposes. 

Concerning the fabrication methods used in this study, optimal mixing profiles would 

consist of increasing the ^-potential gradient in the x-direction and utilizing channel 

geometries of h/w< 1. An optimal microchannel/electrode design would include a 

balance of enhanced non-axial flow patterns utilizing high aspect ratio channels with a 

channel geometry that allows for reasonable flow rates with a given axial pressure drop. 

With such a design, effective mixing of fluids with higher axial velocities than those 

displayed in Fig. 3.11 might be possible. Determination of an overall optimal design, 

including the microchannel geometry as well as the.geometry of the electrodes, would be 

determined utilizing the computational methods utilized in this study. In this study, no 

effort was given to study the effects of the channel dimensions on mixing effectiveness. 
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3.7 Conclusions 

This study demonstrates the capability of a new microfluidic mixing device that 

combines transverse electro-osmotic flow and axial pressure driven flow. The mixer is 

readily fabricated, and operation requires only a low-voltage power supply and standard 

methods of fluid delivery. Non-axial flow is produced within the device via transverse 

electric fields generated by a potential drop across integrated metal electrodes. The 

degree of mixing over each electrode gap is related to the effectiveness parameter F, 

which can be directly controlled via geometric parameters (vvg, le) or operational 

conditions «wz), A$. 

A simplified model combining two-dimensional EOF with Poiseuille flow is used to 

describe the three-dimensional velocity field in the mixer. Utilizing particle tracking of 

passive tracers, the model is applied to an initial survey of the key geometric and 

operational parameters describing the system. It is shown that the extent of mixing at 

specified ;t,y-planes increases as F increases, where these results can be transformed to 

describe the mixers' performance as a function of (uz). A laboratory device has been 

fabricated using soft lithographic methods, and the extent of mixing using fluorescent 

microscopy measured as a function of bulk axial flow. The laboratory mixer displays 

excellent mixing properties at low values of (uz). Furthermore, the numerical model 

predictions are in excellent agreement with data acquired from the laboratory device. 

This study presents the first experimental device to utilize combinations of localized 

transverse electric fields to promote mixing within axial driven flow. 
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Chapter 4 

Passive Microfluidic Pumping Using Coupled 
Capillary/Evaporation Effects 

Portions of this chapter appear in the following: 

• Lynn N.S., Henry C.S., and Dandy D.S. (2009) Evaporation from 
Microreservoirs Lab on a Chip, 9, 1780-1788 

• Lynn N.S. and Dandy D.S. Submitted, Lab on a Chip 

4.1 Introduction 

4.1.1 Passive Pumping 

Perhaps the most important unit operation within microfluidics based lab-on-a-chip 

(LOC) devices lies in the handling and transport of fluids. Often overlooked, the ability to 

provide continuous flow with high precision can dramatically improve the efficiency and 

reliability of devices utilizing the fundamentals of separation, reaction, and detection for 

bioanalytical purposes and point-of-care diagnostics. These different processes are often 

carried out in a complex network of microchannels comprising a microfluidic network 

(uFN) that links the inlet/outlet regions serving as interfaces for analyte delivery or 

product and waste collection. The traditional active mechanisms for fluid transport within 

uFNs generally rely on either pressure-driven flows from syringe pumps and pressurized 

chambers or flows derived from electrokinetic phenomena.2 

A large class of active micropumps relies on the oscillatory or rotational movements 

of internal components (or the microchannel walls) to displace finite volumes of fluid in a 

periodic fashion. Because of the low Reynolds numbers associated with these devices, 

nearly all require the use of check valves arranged in a manner that unidirectional flow is 
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accomplished as a result of the oscillatory movements. These micro-check valves become 

susceptible to failure upon introduction of particulate matter, and usually work only in 

limited flow rates and oscillatory frequencies. Early pumps featuring a reciprocating 

diaphragm actuated by piezoelectric means in order to pump fluids through a directed 

check valve arrangement were first demonstrated by several groups, where the pumping 

units possessed size footprints greater than a square centimeter.3"5 The creation of 

oscillatory movements via piezoelectric materials requires somewhat high potentials (> 

100 V) for the creation of relatively small stroke lengths (< 15 um). Multiple studies 

aimed at both the optimization of stroke volumes and fabrication methods regarding these 

piezoelectric actuated micropumping systems have been realized with varying success. ' 

Due to the many problems associated with piezoelectric actuation, there has been a 

significant amount of work aimed at the creation of reciprocating micropumps actuated 

by a variety of means, including electrostatic,8 thermopneumatic,9"11 and electromagnetic 

interactions.1 However, devices utilizing this pumping mechanism are highly susceptible 

to failure upon introduction of small gas bubbles into the pumping chamber; to date there 

have been only several self-priming pumps utilizing this mechanism that are tolerant to 

this problem. ' Other microfluidic pumping devices using reciprocating actuation that 

operate without the use of valves have also been reported.'3'14 

In contrast to the actuated pumps discussed above that possess moving parts, a large 

class of microfluidic pumps has been developed that take advantage of various 

electromagnetic phenomena. These pumps possess no moving parts, and can usually be 

fabricated with simple microfabrication procedures available in many clean room 

environments; however, the pumps become severely limited by the properties of the fluid 

in question. Microfluidic pumps based on eletrohydrodynamic forces can pump fluids 

with flow rates spanning multiple orders of magnitude, requiring only modest potential 

drops;15' however, these pumps can only be used with non-ionic fluids with low 

conductivity (e.g. water, methanol). For the handling of ionic fluids, electroosmotic 
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pumps (operating via DC or AC currents) are capable of providing adjustable steady-state 

flows in a variety of microchannel geometries and substrates.17 

Although these active delivery methods are able to provide adjustable volumetric 

flow rates spanning multiple orders of magnitude, they possess a number of negative 

features, including: respecively large dead volumes, complicated sample/interface 

connections, and a minimum requirement of 0(1) mL sized sample volumes. 

Furthermore, the utilization of these methods, along with less common flows based on 

centrifugal forces, surface acoustic waves, or micromechanical actuation, 

generally require equipment that is significantly larger in size than the uFN itself and can 

severely restrict device portability. 

Due to these limitations, there has been a significant amount of work focused on the 

creation of passive flows within uFNs. Demanding no external power input, passive flow 

methods require only fluid delivery to an inlet region (usually via pipette), after which 

filling of the fiFN is spontaneous and the subsequent continuous flow is a function of the 

device design. Free from the size restrictions and power requirements of external 

equipment, LOC devices utilizing passive flow have great potential for use in point-of-

care diagnostics and portable micro-total analysis systems. 

Because of the inverse dependence of capillary pressure on the characteristic radius of 

curvature for an air/liquid interface, capillary forces are a convenient driving force for the 

creation of pressure-driven flow in hydrophilic microchannels. Passive flow from 

capillary forces in microchannels can be accomplished utilizing either static air/liquid 

menisci existing external to the uFN or menisci internal to the \iFN whose positions 

move with time. Capillary pumps using internal menisci can be created via expanding 

channel networks in parallel such that the characteristic size of the outlet air/liquid 

meniscus remains on the order of the size of the microchannel.23 These systems provide 

the ability to create very high differential pressures throughout the uFN and have been 

successfully applied to heterogeneous affinity assays, supplying near-constant continuous 
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flow over the course of several minutes. ' However, the pumping regions are 0(1) cm 

in size and must be enlarged to maintain continuous flow for longer periods of time. 

By transferring the menisci responsible for the driving capillary force to a position 

external to the (xFN, the overall footprint of a capillary pump can be reduced 

substantially. Passive capillary pumping has been demonstrated utilizing the difference in 

curvature for liquid drops placed on the inlet and outlet reservoirs of a f±FN, where the 

overall size of the pumping region is 0(1) mm . Continuous flow between the reservoirs 

can be accurately described using simple analytical models accounting for the shape of 

each droplet;27'28 however, these models do not account for liquid loss through 

evaporation. Because the combined effects of evaporation and convective flow from each 

reservoir will act to change the overall capillary forces present in the system, the flow is 

transient and can only be sustained for several minutes.29 Additionally, prediction of 

flow rates within these droplet-based passive pumping systems may be problematic in 

situations where the position of the air/liquid meniscus drops below the top of the 

reservoir, where the shape of the meniscus becomes sufficiently complicated as the liquid 

volumes approach sub-ixL quantities that the effects of evaporation cannot be determined 

using simplified models. 

Although there exists a great deal of literature focusing on the kinematics of filling a 

uFN via capillary forces, where filling times are typically less than 100 s, few studies 

have focused on the creation of sustained continuous flows, and little to no data exist 

concerning the state of flow within a flFN after filling has completed. In this chapter, a 

passive microfluidic pumping mechanism is demonstrated that combines the ability to 

create steady flows at high differential pressures within a mm2 footprint. Through 

microfluidic particle tracking, we have observed a flow mechanism in simple systems 

consisting of a microchannel connecting two small micro-reservoirs, as seen in figure 4.1. 

After sample introduction to an inlet reservoir, capillary forces drive fluid through a jxFN 

spontaneously such that a small meniscus is created along the corner regions of an outlet 
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reservoir. The reservoirs in Fig 4.1 have upper diameter D\, lower diameter D2, and 

height H and are connected by a microchannel with width w, height h, and length L. The 

system quickly reaches steady state and is able to provide constant flow rates through a 

fiFN for more than an hour. Utilizing a simple model that accounts for both the rate of 

evaporation and the shape of an air/liquid interface for a given system, accurate 

predictions of laboratory flow rates as a function of reservoir and uFN geometries are 

demonstrated. This approach may be applied to nearly all LOC devices utilizing pressure-

driven flow. As an illustrative example, this pumping technique is applied for the passive 

generation of temporally stable chemical gradients. 

Inlet 
Capillary 

Driving Force 

^ = 

Figure 4.1. Diagram of overall system. The small meniscus along the corner regions of the outlet 
reservoir serves to drive fluid through a microchannefat high differential pressures. 

4.1.2 Evaporation from Microreservoirs 

Because of the high surface area to volume ratios in micro-fluidic systems, loss of 

fluid through evaporation and permeation becomes increasingly important. Evaporation 

may rapidly increase the local concentration of solutes in systems that include an open 

air/liquid interface, which can lead to detrimental effects in an analytical system. If not 
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controlled, evaporation effects in systems containing sub-[iL liquid volumes is of critical 

concern, as times required for the complete evaporation of a liquid sample can be less 

than a minute. In all microfluidic systems containing an open air/liquid interface, local 

evaporation rates and their dependence on local conditions and reservoir geometries must 
90 ^ I 'in 

be taken into consideration. ' ' ' 

In many open microfluidic systems, attempts are made to either mitigate or enhance 

evaporation effects. Reducing the evaporation rate is generally required to maintain 

analyte concentrations when performing chemical analysis on aqueous fluids introduced 

or extracted in microreservoirs. If no action is taken to replenish the reservoir solvents, 

sub-uL sized volumes can dry out within a few minutes, requiring a sufficiently fast 

analytical procedure.34 Perhaps the easiest way to control evaporation from these 

reservoirs is via isolation of the air/liquid interface with either a solid lid or an 

immiscible liquid cap, such as mineral oil or another organic liquid. ' Other direct 

approaches involve control of the relative humidity directly above the air/liquid interface, 

usually performed via sample placement near a water bath to keep the surrounding air 

saturated with water vapor. ' More complicated approaches involve the fabrication of 

micro-reservoir arrays from agarose gel. These gel-based arrays consist of over 90% 

water, saturating the local environment above each reservoir and substantially reducing 

evaporation rates. 

Evaporation enhancement in lab-on-a-chip applications is generally associated with 

passive micro-fluidic pumping applications. A simple and efficient approach to 

evaporation-based passive pumps can also be realized by exposing the outlet regions of a 

(iFN to the atmosphere, where evaporation occurring at the outlet region of a the jlFN 

serves to drive fluid from an inlet reservoir through the system at substantial volumetric 

flow rates. Evaporation in these systems can then be enhanced by either forced 

convective air motion, heating the outlet regions using microfabricated elements,41 or 
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by increasing the air/liquid interface surface area at the uPN outlet with hydrophilic 

.42 membranes or filter paper plugs. 43 

(A) Higher rate 
of evaporation 

Lower rate 
of evaporation 

Complete Meniscus 
Before Rupture 

Incomplete Meniscus 
After Rupture 

(B) 

r = 0 

e 2 / 

> r > r 

Figure 4.2. (A) As a meniscus recedes towards the bottom of a reservoir, it will rupture into an 
incomplete state. (B) Geometric parameters describing a meniscus in a microreservoir in the r,z-plane. 
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There are many LOC designs where uncontrolled evaporation can lead to unwanted 

changes to the initial experimental conditions and, if given enough time, failure of the 

device. In the case of passive pumping methods based on capillary forces, either between 

two droplets of water26'27 or liquid in an open faced micro-channel,44 evaporation will 

continuously reduce the volume of water present in the system. This loss may lead to 

changes in the capillary forces driving liquid through the system, thus acting to increase 

(or decrease) the overall observed flow rate. In the case of jlNFs used for the 

immobilization of immunoglobulins to a surface, excessive evaporation from the inlet 

reservoir can lead to reservoir dry out and non-homogeneous deposition of material. This 

behavior may affect the overall reliability of devices that depend on uniform surface 

coverage of capture ligands, such as those used in various micromosaic immunoassays 

detailed in chapter 5. ' 

In many LOC devices it becomes important to calculate not only the dependence of 

device performance on the evaporation rate, but also the time at which that device might 

undergo failure. The rate of evaporation from an air/liquid interface (Qe) is dependent on 

both the conditions of the environment above the meniscus as well as the geometry of the 

meniscus itself. Historically, the study of the evaporation rate and shape of a liquid 

meniscus from u.L-sized volumes has focused on the role of evaporation of a sessile drop 

for deposition of solids onto a flat surface.48"51 While the evaporation of sessile drops 

remains important for many LOC applications, there is little information regarding 

evaporation of a droplet of water confined to a micro-reservoir constructed from 

hydrophilic materials. Previously, this topic has been restricted to experimental studies 

concerning evaporation of droplets in shallow nanoliter wells, with the focus on solute 

deposition from the droplets,52 evolution of the meniscus with time,53'54 evaporation rate 

of the droplets,55 or particle tracking studies of flow induced via evaporation.56 In those 

studies meniscus shape evolution and the transient behavior of the evaporation rate were 

not estimated or predicted. The absence of these data may very well be due to the 
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complexity of the dynamics: as water in a micro-reservoir recedes to the point where the 

bottom of the meniscus reaches the reservoir floor, the meniscus will rupture due to the 

discontinuity of the surface energies between the initial air/liquid interface and the 

eventual solid/liquid interface along the reservoir floor (Fig. 4.2). In the small geometry 

of the reservoir, it may be assumed that body forces have negligible impact on the 

interface shape such that, prior to rupture the meniscus is spherical. However, after 

rupture the meniscus takes on a more complicated shape. 

In order to accurately model the dynamics of flow for a system similar to that shown 

in Fig. 4.1, information regarding the instantaneous rate of evaporation from the 

meniscus must be known. In section 4.3.2 we examine the evaporation rate and shape 

evolution of an air/water meniscus situated in a cylindrical micro-reservoir modeled after 

those used in many LOC devices,45"47 specifically, with a reservoir height, floor 

diameter, and upper diameter all on the order of a millimeter. A simple geometric model 

is proposed to determine the shape of a meniscus representing a given volume of water in 

a reservoir having a circular, but not necessarily constant, cross-section. With the 

interface geometry known, the evaporation rate of the water in the well can then be 

determined utilizing computational fluid dynamics (CFD). The combined geometric/CFD 

model is shown to reliably predict the evolution of air/water menisci in experimental 

systems. It is demonstrated that evaporation of water from micro-reservoirs can be either 

enhanced or suppressed, depending on the geometry of the reservoir. Other than passive 

pumping in microfluidic systems, the methods utilized within this chapter will prove 

useful in a wide array of applications such as the secondary measurement of the surface 

properties of a cylindrical shaped substrate, the concentration of solutes within a 

microreservoir, and the controlled deposition of solids onto the reservoir floor. 
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4.2 Experimental Methods 

4.2.1 Solutions 

For particle tracking experiments, solutions of 0.5 um diameter fluorescent 

polystyrene microspheres (Duke Scientific) in nanopure water (Barnstead) were 

stabilized with tween-20 (Sigma) at a concentration of 1.5xl0"7 M. The number density 
7 7 - 1 

of the spheres ranged from 1.3x10 to 6.5x10 mL~ depending on the height of the 

microchannel and speed of flow. For experiments involving evaporation of water from a 

reservoir with no flow, the number density of the spheres was 106 mL"1. For experiments 

involving the passive creation of chemical gradients, buffered solutions of fluorescently 

tagged immunoglobulin (IgG) were prepared as follows. Purified solutions of polyclonal 

IgG (Invitrogen) were fluorescently labeled with the Alexa Fluor 488 protein labeling kit 

(Invitrogen) and diluted to the proper concentrations in PBS (150 mM NaCl, 50 mM 

Na2HPC>4, pH 7.4) along with 1.0 mg mL"1 of bovine serum albumin (Sigma), 1.5xl0"7 M 

tween-20, and a microsphere density of 1.3x10 mL" . All solutions were aggressively 

vortexed for 30 s before sample introduction to the inlet reservoir to ensure uniform 

distribution of the microspheres. 

4.2.2 Fabrication of Microchannels and Reservoirs 

The microchannels in this study were created using the soft lithographic methods 

developed by Xia et al.51 MicroChannel molds were composed of the negative photoresist 

Su-8 (Microchem) on 4" diameter polished silicon wafers (University Wafers). Protocols 

suggestions are available from MicroChem (www.microchem.com); however, optimal 

procedures vary from day-to-day and these protocols should be taken only as suggestions. 

Lithography of Su-8 is best accomplished on a clean wafer dehydrated at 180 °C prior to 

the spin coat process. After pouring a small amount (< 10 mL) of photoresist onto the 

wafer, the spin rate is slowly increased (166 rpm s"1) to a spin speed of 800 rpm and held 

for 30 seconds. The spin rate is then increased (488 rpm s"1) to a final spin rate and held 
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for an additional 30 seconds, after which the spin rate is slowly decreased to zero (166 

rpm s"1). The final spin rate and the viscosity of the photoresist solution are the 

predominant methods to control the overall thickness h of the Su-8 film; however, it 

should be noted that all of the coating steps have a strong effect on both the magnitude 

and uniformity of h. The wafer is then placed on a 65 °C hotplate for one minute 

(minimum) and transferred to a 95 °C hotplate for a period determined by h, generally 

longer than 10 minutes. The wafer is then exposed with UV radiation through both a 350 

nm longpass filter (Omega PL-360LP) and dark field photomask (FineLine Imaging) for 

a period again determined by h and the intensity of the UV source. After exposure, the 

wafer is placed on a 95 °C hotplate for a minimum of 10 minutes and allowed to cool to 

room temperature. The wafer is then lightly stirred in propylene glycol methyl ether 

acetate (Sigma) to dissolve the unpolymerized Su-8 for several minutes, rinsed with 

isopropyl alcohol (Sigma) and blow dry with nitrogen. At this point the photoresist is 

rendered insoluble to all liquids and can only be removed via etching or stripping 

processes. The heights of the microchannel molds were measured with a profilometer, 

and widths were measured with a calibrated microscope. Only microchannel molds 

having microchannel heights with a standard deviation of less than 1 were used in this 

study. 

Open faced microchannels were created by curing a degassed 1:10 curing agent:base 

mixture of poly(dimethylsiloxane) (PDMS, Sylgard 184, Dow Corning) prepolymer over 

the Su-8 molds at 110 °C for 120 minutes. The channel networks were then peeled from 

the molds and cut to final size with a razor blade. High precision biopsy punches 

(Technical Innovations) were then used to create the reservoir chambers, making sure the 

punch direction was as close to vertical as possible. The biopsy punch creates a conical 

cavity, which allows for an expanding (D2 > D\) or contracting (£>2 < D\) reservoir, 

depending on which side the of the PDMS mold the reservoir is sealed. After the creation 

of the reservoirs, the PDMS molds were treated via an extraction, which has been shown 
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to stabilize the hydrophilic nature of an oxidized PDMS surface for up to 7 days. The 

PDMS molds were rendered hydrophilic by exposure to air plasma (25 W, 900 mTorr, 30 

s), after which the reservoirs were irreversibly sealed to a cleaned glass slide. For studies 

involving evaporation, some reservoirs were sealed to a flat PDMS mold. 

4.2.3 Experiment Initialization and Image Acquisition 

Experiments were generally conducted within 20 minutes after fabrication; however, 

experimental observations did not vary with respect to time after device fabrication for a 

period of up to several days. A microliter pipette was used to inject aqueous solutions 

into a microreservoir with liquid volume V0 ranging from 0.2 to 4 uL, depending on the 

reservoir and microchannel geometry under consideration. The temperature and relative 

humidity of the external environment was recorded at the onset of the experiment (Fluke 

971 temperature humidity meter), and typically remained within 2 °C and 1.5 % RH of 

the initial conditions for several hours. Care was taken to eliminate the introduction of 

particulate matter into the reservoirs. Immediately after liquid introduction into the inlet 

reservoir (t = 0), the microchannels were placed on an inverted microscope equipped with 

an epifluorescence attachment (Nikon TE-2000U) fitted with a monochrome CCD 

camera (Coolsnap fx) using the program Metamorph (Molecular Devices). 

4.2.4 Evolution of a Meniscus during Evaporation 

For evaporation studies, pictures of the reservoir floor were taken at A? = 10 s 

intervals starting att = tc (meniscus rupture) and extending until the reservoir was 

completely dry (W/)- This series of images were then used to measure the diameter of the 

inner meniscus (Dcap) as a function of time. Figures 4.3A and 4.3B show the diagram of 

the experimental setup and images displaying the meniscus before and after rupture. 

Figure 4.3C displays Dcap as a function of time for an initial liquid volume of V0 = 0.65 

uL in a reservoir with Di = 1.38 mm, D% = 0.77 mm, and H = 2.2 mm. The rupture event 
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occurred at tc = 42.9 min with an initial rupture diameter of Dcap(tc) = 0.47 mm, and the 

reservoir was completely dry at temi = 64.7 min. 
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Figure 4.3. (A) Illustration of the experimental techniques in this study. (B) Experimental images of 
a ruptured meniscus for a reservoir at T- 28 °C, RH = 31%, with geometry Dx - 1.38 mm, D2 - 0.77 
mm, and H = 2.2 mm. (C) Experimental values of Dcap vs. t for the images shown in (B). 

4.2.5 Particle Tracking 

For particle tracking, images were acquired sequentially at lOOx magnification with 

an exposure time of 5 ms and At = 30 ms between exposures. Particle tracking studies 

were performed using the methods developed by Crocker and Grier.59 Near instantaneous 

measurements of the average fluid velocity v for unidirectional flow were accomplished 

by capturing a minimum of 150 sequential images displaying positions of the fluorescent 

tracer beads. Each image was refined with a bandpass filter to suppress pixel noise, after 

which the location of individual tracer beads was determined using a minimum intensity 

threshold. Particle locations were then refined to give estimates of the centroid positions, 

shown for three images in Fig 4.4A for 0.5 um diameter beads flowing in a microchannel 

of h = 5um and w = 50 |im at an average velocity of v = 860 |nm s"1. A data set consisting 

of the x- and v-postitions of each observation at time t is used with the algorithm 
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developed by Crocker et al. to link particles into individual trajectories, as shown in Fig 

4.45 for the three images shown in Fig 4.4A. As an example, Fig. 4.4C displays the 

linked trajectories of 45 particles taken over 100 consecutive images. After the particle 

trajectories were calculated, particle velocities were estimated using v tide = Ax/At. 

Utilizing experimental measurements of w and h, average fluid velocities were then 

calculated from an average of the top 50 maximum particle velocity (ymax) observations 

along with a relation of v vs. vmax acquired from the Boussinesq series solution for 

viscous flow in a rectangular duct . Due to the small size of the tracer particles and the 

low Reynolds numbers present in this system, it may be assumed that vparticie = vfluid for 

particles in channel locations where the fluid is at a maximum velocity. 

The algorithms illustrated in Fig. 4.4 do not give accurate results if the flow is 

sufficiently fast and the particle densities are such that there is less than lOum between 

each particle. The CCD camera used in this study was limited to times between 

consecutive images of At = 30 ms. As a result, accurate measurements were limited to 

flows of v < 3.5 mm s"1. Flow rates exceeding v > 1 mm s"1 required very dilute particle 

concentrations such that each image contained less than 5 particles at a given time. For 

purposes of accuracy, the results of this study were limited to flows such that v < 2 mm s" 

'. The particle tracking algorithms were verified by manual location of individual particle 

tracks for a stream of images. 
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Figure 4.4. (A) Three consecutive frames (taken at At = 30 ms apart) showing the particle locations 
of 4 individual beads after particle location refinement. (B) y- vs. x-pixel trajectories linked by 
individual particles for the positions shown in (A). (Q Trajectories of 45 particles (over 100 images) in 
a channel of h - 5 um and w = urn flowing at an average linear velocity of v = 860 urn s"1. 
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4.3 Model 

Upon introduction of an aqueous solution into the inlet reservoir, liquid 

spontaneously fills a hydrophilic microchannel and the corner regions of an outlet 

reservoir similar to the case shown in Fig. 4.1, such that fluid moves between the 

reservoirs with a time-dependent volumetric flow rate Qf. The laboratory systems used 

here are composed of poly(dimethylsilixane) (PDMS) microchannels and reservoirs 

bonded to a glass slide. It is important to develop a mathematical model to accurately 

predict Qf = Qj(t) occurring in laboratory microchannels with height h, width w, and 

length L connecting reservoirs with height H, lower diameter D\, and upper diameter D2. 

In each reservoir the apparent contact angles between the aqueous solution and the 

reservoir floor and sidewalls are 6\ and &i, respectively. For a liquid of density p and 

viscosity jU moving with average axial linear velocity v = Qf jwh, typical Reynolds 

numbers (Re = hvp/ju) in these uFNs are often smaller than 0.1 and flow is well within 

the laminar regime for all cases. 

Via application of the Washburn equation, it is estimated that the time required for 

capillary forces to fill the fxFNs relevant to this study is on the order of 1 s . Wetting of 

the corner regions of the outlet reservoir (forming an incomplete meniscus) has been 

observed experimentally to be completed within 10 s. The cross-sectional view of an 

air/liquid interface within a reservoir can be seen in Fig. 4.25. Performing a mass balance 

on the liquid contents of a single reservoir yields 

dV 
— = Qf-Qe-Qperm, (4.D 

where V(t) is the liquid volume present in the reservoir, Qe is the loss due to evaporation 

from the air/liquid meniscus, Qperm is the volumetric rate of permeation into the reservoir 

sidewalls, and Qf is defined to be positive if fluid is moving into the reservoir. Because of 

the small characteristic length scales of the reservoirs the system may be assumed to be at 
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pseudo steady state such that flow will respond nearly instantaneously to changes in the 

liquid volume present in either reservoir. The volumetric flow rate between the reservoirs 

can be determined from a flow resistance analogy as 

Qf 
•Ap 

K 
(4.2) 

where Kis the viscous resistance to flow within the microchannel, Ap - pt mt - pl in is the 

differential fluid pressure between the two reservoirs, and the subscripts in and out denote 

the inlet and outlet reservoirs, respectively. Neglecting secondary effects due to the 

sudden contraction and expansion from the reservoir to the microchannel, the viscous 

resistance to laminar flow may be calculated as 63 

K 
12//L 

w3h 

, 192w ^ 1 , (nnh^ 
1 — X — tanh,—-
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For quiescent liquid conditions the pressure differential A/?, between the liquid and gas 

phase across a curved interface can be calculated using the Young-Laplace equation 

(3) 

AP,- = Pv - Pi = Y\ 
1 1 

• + • 

\Rl R2J 
(4) 

where R[ and R2 are the two principal radii of curvature pertaining to the air/liquid 

meniscus (Fig. 4.25), ^is the air/liquid interfacial tension, and the subscripts v and / 

indicate the vapor and liquid phase, respectively. Because the dimensions of a 

microchannel can be accurately measured using several experimental techniques, Eqn. (3) 

can be calculated with a high degree of accuracy. Knowledge concerning the interfacial 

flux of water into the PDMS substrate can be found in the study by Randall et al.,30 

therefore Qperm can be deduced if the interfacial area As t between the liquid and PDMS 

sidewalls is known. To solve Eqn. (4.1), it follows that relationships of Qe = Qe(V), 
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Asl = Asl(V), Rt = R{(V), and R2 = R2(V)must be obtained. These relationships are 

discussed in the next section. 

4.3.1 Shape of a Meniscus in a Microreservoir 

The geometries of the menisci and reservoirs used in this study are shown in Fig. 4.2. 

To predict the rate of evaporation from a micro-reservoir containing a given volume of 

liquid, one needs to know the shape of the air/liquid meniscus. Because the shape of the 

meniscus is dependent on the surface properties of the reservoir, a relationship is needed 

between those properties and the geometric parameters of the system. For systems in 

quasi-thermodynamic equilibrium, the relationship between the properties of the surface 

and the air/liquid interface can be described by Young's equation, 

ysv = ycos(0) + ysl, (4.5) 

where #is the apparent contact angle between the liquid and surface and ysv and ys[ 

represent the surface and interfacial free energies of the solid-vapor and solid-liquid 

interfaces, respectively. For reasonably dilute aqueous solutions changes in #will 

represent the relative hydrophilic/hydrophobic extent of the surface. In this study, 6\ is 

defined as the contact angle between water and the reservoir floor and &i as the contact 

angle between water and the reservoir sidewalls. The shape of the meniscus is then 

dependent on the geometry of the reservoir and surface conditions of the reservoir 

sidewalls and floor {D\, D2, H, 6\, fy) as well as the given volume of water within the 

reservoir (V). 

Determination of the shape of a free interface in mechanical equilibrium with a solid 

edge is not a straightforward process. Analytical solutions may only be found for a small 

number of cases, and numerical methods are usually required.64 Furthermore, 

experimental measurements concerning the shape of menisci in micro-reservoirs via 

confocal55 or interference-contrast microscopy54 suffer from poor resolution near the 

reservoir walls. The problem can be simplified, however, by noting that the reservoirs 
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will usually have a floor diameter of D\ < 1 mm, such that for water with density p the 

Bond number can be calculated as B0 = pgD\ /4ylv < 0.05; hence, surface tension forces 

will dominate gravitational forces. In this case it may be assumed that the two principal 

radii of curvature, Ri and R2, do not vary with respect to position along the interface. In 

Fig. 4.25, R\ is defined as the radius of curvature of the meniscus in the r,z-plane, having 

a center of curvature based at the point (r0, z0)- R2 is defined (for incomplete menisci) as 

the radius of curvature in the r,#-plane, extending from r = 0 to the average radial 

position of the meniscus. For a given reservoir liquid volume, the shape of the meniscus 

is then calculated from a curve that intersects the reservoir floor and sidewalls with 

intersection angles 6\ and &i, respectively, and whose volume when integrated with 

respect to r, 0, and z is equivalent to the given volume of liquid in the reservoir. Because 

there is no explicit expression for r0, z0, and R\ given H,D\, D2, d\, &i, and V, an iterative 

method must be utilized. 

Here we present a simple method to calculate the shape of a meniscus for expanding 

reservoirs (D2 > Di), where the angle of intersection between the reservoir floor and 

sidewalls is such that 2a > njl as shown in Fig. 4.25. The derivations associated with 

cylindrical (D\ = D2, 2a = 7t/2) or contracting (D\ < D2, 2a < K/2 ) reservoirs are very 

similar and will not be shown here. The reservoir walls can be described by the line r = 

F(z) = aiz + a%. Additional geometric information for this system are the angles 

P,=2a-^-, (4.6) 

p2=7t-2a-d2, (4.7) 

/?3 =2a + 02 , (4.8) 

as shown in figure 4.5. 
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Critical Volume (Kc) 
(Reservoir being emptied) 

Complete Meniscus Incomplete Meniscus 

Figure 4.5. Geometries used in the calculation of the meniscus shape. 

Critical volume (Vca)- The critical volume Vca is the volume at which the meniscus will 

rupture from a continuous state to form a moving contact line. This event occurs at the 

liquid volume under conditions that dV/dt < 0 where the bottom of the meniscus reaches 

the reservoir floor (z0 = R\), and depends only on the reservoir geometry and 62. The first 

radius of curvature for this system can be found by equating two relationships for the z-

position of the meniscus intersection with the reservoir sidewalls, 

d3 -
2Rlcos(/33)-D] 

2tan(A) 

^3=i?,(l-sin(A)), 

(4.9) 

(4.10) 

which leads to 

R, = • 
A 

2(cos(/?3) + tan(/?!) sin(/?3) - tan(/?,))' 

From this value of R\, the critical volume can be obtained by Vc = V2 - V\, where 

(4.11) 

a3 

V2 = n \F2dz = ((̂ 1^3 + a2)
3 —a\\ 

3a 

Vl=^h(3R2
m+h2\ 

6 

(4.12) 

(4.13) 
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using the relationships Rm = /?jCos(/?3) and h = /?j(l-sin(/?3)). 

Similarly, there exists a critical volume VCb where the meniscus transitions from an 

incomplete to a complete state under conditions such that dV/dt > 0 and the distance 

between r = 0 and the position of the inner contact line approaches zero (Rl sin(#,) —> 0). 

The calculation of VCb is similar to that of Vca and is not discussed here. 

Complete Meniscus. This case arises when V > Vca under conditions such that 

dV/dt < 0, or when V > VCb under conditions such that dV/dt > 0, where in both 

situations di < H . From the trigonometric relationships 

dl=Rlcos(J33)-Dl/2, (14) 

di 

d,= ! —, (15) 
3 tan(A) 

we solve the equation V= V2 - Vi for Ri, where V2 and Vi are given above. The explicit 

solution for Ri is very complicated and will not be repeated here. The center of curvature 

for the meniscus will then be (0, z0), where z0 = ^3 + /?isin(/%). 

Incomplete Meniscus. This case arises when 0 < V < Vca under conditions such that 

dV/dt < 0, or when 0 < V < Vcb under conditions such that dV/dt > 0 (as well as the 
additional criteria that d^ < H). Using the trigonometric relationships 

d2 =Rlsin.(/33), (16) 

d3 = RY cos(<9, )-d2, (17) 

dt =d3tan(>ff1), (18) 

the equation V=Vi-V\ is solved for R\, where V2 is given above, and Vi may be written 

as 
" 3 " 3 

Vx=K\F2dz=n\ 
( \_\ 
ro+(Rl-{z-Zofy 

\ J 

2 

dz • (19) 
0 0 

Here, r0 and z0 are the center of curvature of the meniscus, and can be found via 
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r„ =^- + dx-R,cos(p,), 

z0 =d3+d2. 

(20) 

(21) 

No analytical solution can be found for R\ for this geometry, thus the solution must be 

found iteratively. Starting with an initial guess for Ri, we calculate Vcaic -V2-V1 from 

Eqns. (4.12) and (4.19). If Vcaic > V, R\ is slightly decreased andvice versa. The iteration 

is ceased when Vcaic = V. 
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Figure 4.6. (^) Predicted values of the two primary radii of curvature, R\ (black, thick line) and R2 

(red, thin line), plotted as a function of the liquid volume F contained in reservoirs with H = 2.0 mm 
and varying diameters. 
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Figure 4.6 displays calculated values of Ri and R2 for several reservoirs with varying 

upper and lower diameters, H = 2.0 mm, and contact angles d\ = 4° (glass) and $ = 18° 

(oxidized PDMS), typical of experimental values in this study. Because the cross-

sectional area of these reservoirs decrease as z increases (D2 < £>i), the magnitude of Ri 

(=/?2) will increase as V decreases for V> Vca for complete menisci, where the opposite is 

true for expanding reservoirs {D\ < Di). When evaporation causes the liquid volume in 

the reservoir to reach V = Vca, the meniscus will rupture into an incomplete state. Values 

of Ri andR2 asymptote to zero andDj2, respectively, as the liquid volume V approaches 

zero. In this limit of V —> 0, /?, °= V^2, seen for all reservoirs. The Laplace pressure for 

menisci in reservoirs with low V will thus scale as Api °c V~1/2. Because the liquid pressure 

pi in these reservoirs will be below atmospheric pressure—consistent with Eqn. (4.4)—-

flow in a common |LlFN connected by multiple reservoirs of the same dimension will 

always have flow directed toward the reservoir with smallest liquid volume, provided the 

meniscus in that reservoir is incomplete. The dependence of Ri and R2 on V is 

complicated and cannot be captured with simple analytical expressions. For incomplete 

menisci at a given value of V, Ri will decrease with both increasing D\ and decreasing d\ 

and 9i. 

Considering a situation where a very large reservoir (negligible Laplace pressures) 

with arbitrarily large capacity feeds an outlet reservoir with a stable outlet meniscus with 

liquid volume V similar to that shown in Fig. 4.1, one can solve for the instantaneous 

flow rates through the microchannel as a function of outlet reservoir liquid volume V by 

substituting Eqns. (4.3) and (4.4) into Eqn. (2). Figure 4.7 plots instantaneous values of 

Qj as a function of V in this situation for three microchannels of different width. At the 

critical volume Vcb = 1.23 pL, the meniscus transitions from an incomplete to a complete 

state and values of Qf drop due to the sudden increase in R2. For values of V < 10"2 JJ.L, 

the volumetric flow rate increases rapidly, scaling as Q. <* V~^2, which is consistent with 
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the results shown in Fig. 4.6. When the liquid volume is held constant, Qf increases 

rapidly with increasing w, consistent with Eqns. (4.2) and (4.4). 
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Figure 4.7. G/vs. V calculated from Eqn. (2) for microchannels with h = 25 um and varying width 
connected to an outlet reservoir with Dx - 2.15 mm, D2 = 1.65 mm, and H - 2.0 mm where the 
capillary forces associated with the inlet reservoir were neglected. 

4.3.2 Rate of Evaporation from a Meniscus in a Microreservoir 

An accurate relationship between the instantaneous evaporation rate Qe and the liquid 

volume V(t) is needed to accurately predict the evolution of a meniscus over time. From 

Fig. 4.2, it may be seen that for a given reservoir geometry, Qe will depend on the volume 

of water in the reservoir and cannot be assumed constant as in previous studies.54"56 This 

transient behavior is primarily due to the increase in the average distance needed for 
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water vapor diffusion as well as changes to the interfacial area as the meniscus recedes 

towards the reservoir floor. To proceed further with the development of the model it is 

necessary to make several additional, but physically justifiable assumptions. 

The micro-reservoirs used in this study have an average diameter and height on the 

order of a millimeter. For these geometries it is reasonable to assume the gas (air) and 

liquid in the reservoir are essentially quiescient, and that water vapor is transported 

upward solely via diffusion. The mole fraction of water vapor just above the well (xai) is 

assumed constant, determined by the relative humidity (RH), pressure (p), and absolute 

temperature (7) of the system. The gas phase at the air/water meniscus reaches near-

instantaneous equilibrium, and the mole fraction of water vapor at the interface (xa{) may 

be determined using Raoult's law. Because the meniscus recedes very slowly as 

evaporation proceeds the system is at pseudo steady-state, and it can futher be assumed 

that, due to the high surface-area to volume ratio, the system will be isothermal. 

Line of Symmetry — - = 0 
dr 

Figure 4.8. Illustration of the axi-symmetric CFD model utilized in this study. The computational 
grid is for presentation purposes only. 
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For dilute concentrations of water vapor at constant pressure, the volumetric 

evaporation rate from the meniscus can then be expressed as 

pRT {dh 

where A is the cross-sectional area of integration normal to h , R is the gas constant, Mw 

is the molecular weight, p is the liquid density, and Z> is the diffusion coefficient of water 

vapor in air. Because of the curved geometry of the meniscus, exact solutions for xa = 

xa(r, z) in the gas phase cannot be derived and numerical methods must be applied to 

determine the evaporation rate from reservoirs with given parameters H, D\, D2, 9\, 61, 

and V. For this study, integration of Eqn. (4.22) is performed along a plane of constant z, 

where conservation of mass requires that the plane of integration must be situated at a z-

position located higher than the top edge of the meniscus. 

Figure 4.8 illustrates the domain modeled in this study. Numerical calculations to 

determine the water vapor mole fraction distribution are performed using a 2-D 

axisymmetric CFD model. For each reservoir with given surface properties and external 

conditions a minimum of 25 simulations were performed, each pertaining to a specific 

reservoir liquid volume, where the shape of the meniscus was predetermined using the 

geometric model described above. The CFD preprocessing package Gambit was used to 

discretize the gas phase within the reservoir into 4-node elements, with typical element 

dimensions on the order of Dj/lOO. This discretization scheme has been pre-determined 

in this system to have sufficient resolution to ensure the predicted concentration field is 

independent of the mesh density. The finite volume CFD package FLUENT was then 

used to solve the 2-D concentration distribution for water vapor within the r,z-plane, 

where the mole fractions of water vapor along the meniscus and at the reservoir outlet 

were set to xa\ and xai, respectively. The species conservation equation for water vapor 

was solved using a second-order accurate scheme, and the simulations were considered 
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converged when the normalized residuals fell below 10" . After the solution for xa has 

converged the evaporation rate is calculated using Eqn. (4.22), where the integration is 

performed along the reservoir outlet plane at z = H. 

4.4 Discussion 

4.4.1 Effect of Reservoir Geometries and Surface Properties on Evaporation 

Experimentally observed evaporation rates of liquids contained in shallow reservoirs 

(DjH » 1) have been shown to be proportional to the diameter of the reservoir and 

independent of time.54"56 These functional relationships do not hold true for taller 

reservoirs such as those in this study (D{ jH ~ 1). Figure 4.9 displays mole fraction 

distributions and evaporation rates for water vapor within several reservoir geometries 

and reservoir liquid volumes. The difference in geometry between the expanding and 

contracting reservoirs would result from a reversed punch direction regarding a PDMS 

substrate. Several geometrical relationships affecting Qe can be seen in Fig. 4.9. In 

general, a decrease in Qe is seen with decreasing liquid volumes due to the increase in the 

average distance needed for diffusion as the meniscus recedes towards the reservoir floor. 

However, the evaporation rate is not only dependent on this diffusion distance, but also 

on the overall interfacial area as well as the geometry of the reservoir itself. The 

difference in evaporation rates for different reservoir geometries can be quite dramatic; 

for example, the evaporation rate for an expanding reservoir (for the conditions shown in 

Fig. 4.9) with V= 0.1 ja,L (Qe = 0.36 pL s"1) is only slightly lower than the case for a 

contracting reservoir with V - 1 (iL (Qe = 0.42 pL s" ), even though there is clearly a 

difference in the interfacial area and diffusion length between the two cases. For a given 

volume of liquid, Qe will be higher for an expanding reservoir than a contracting 

reservoir for several reasons: (/) the position of the meniscus will be higher in an 

expanding reservoir at a given volume, reducing the distance needed for diffusion and (ii) 

evaporation rates are enhanced in expanding reservoirs due to the increase in the 

124 



available area for diffusion area as z increases. The latter effect is made clear by 

examining one-dimensional diffusion in a well, and is examined in more detail in the 

appendix for this chapter. 

To determine a functional relationship between Qe and V for a given reservoir with 

overall volume Vres, a minimum of 25 CFD simulations such as those shown in Fig. 4.9 

were performed, with each simulation pertaining to a different reservoir liquid volume. 

The simulations are carried out such that a minimum of 10 simulations are evenly spaced 

along the range of Vca < V< V0, corresponding to a complete meniscus, and a minimum 

of 15 simulations are evenly spaced along the range of -6 < log(V) < log(Vco) for an 

incomplete meniscus. Interpolation between the resulting data points is accomplished by 

fitting Qe vs. V to the following relationships, 

complete meniscus (V> Vc) Qe - a{V
2 + a2V + a3, (4.23) 

incomplete meniscus (V < Vc) Qe = b{ log(V) + b2 log 
f V ^ 

V V I 
V V res J 

(4.24) 

where Vres is the overall volume of the reservoir. The two distinct relationships are 

needed due to the discontinuous nature of the meniscus before and after rupture. The 

regression analysis within this study yielded R2 coefficient values greater than 0.95 for 

systems that exhibit stable menisci (to be discussed later). There is little physical meaning 

associated with the fitting parameters in Eqns. (4.23) and (4.24) and the parameters 

describing the system, and as such their values are not reported here. 
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Figure 4.9. CFD simulations displaying the mole fraction of water vapor in several reservoirs with 
differing volumes. The simulations pertain to a reservoir with 6\ = 25°, 62

 = 50°, H=2 mm, T= 28 °C, 
p = 686 Torr, and RH = 25%, with an expanding reservoir (A = 1 mm, D2 = 1.5 mm) and a 
contracting reservoir (D{ = 1.5 mm, D2 = 1 mm). 
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Reservoir Liquid Volume (|lL) 

Figure 4.10. Effect of reservoir geometry on evaporation rate for constant contact angles of 0\ = 25° 
and 6>2 = 50° and Dy= 1.25 mm, for a system with T = 28 °C, p = 686 Torr, and RH = 25%. The arrows 
indicate the critical volume at which the meniscus ruptures (V= Vca). 
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Figure 4.10 displays Qe vs. V for a variety of reservoir diameters and heights for a set 

value of Di = 1.25 mm and contact angles of 6\ = 25° and 0i = 50°, representative of a 

typical inlet reservoir in this study constructed entirely from PDMS. Although the two 

curves for complete and incomplete menisci are discontinuous at V = Vc, the difference in 

Qe between the two states at V = Vc is predicted to be small. For a given reservoir, the 

decrease in Qe with decreasing V is clear in all reservoirs; for example, for the case in of 

£>2 = 1.75 mm and H = 1.5 mm, there is a decrease in the evaporation rate by 49% from 

the liquid volume V = 0.5 |lL (Qe = 0.93 pL s"1) to V= 10"3 uL (Qe = 0.47 pL s"1). 

Furthermore, the effect of the reservoir geometry is very significant, as evaporation rates 

in expanding reservoirs at a given liquid volume can be much greater than rates in 

contracting reservoirs: for the liquid volume V= 0.3 uL, the D2 = 1.75 mm, H = 1.5 mm 

reservoir (Qe = 0.80 pL s"1) has an evaporation rate 260% greater than the D2 = 0.75 mm 

reservoir of the same height (Qe - 0.30 pL s" ). The overall dependence on reservoir 

height is also important, as decreases in a reservoir height of H = 2.0 mm to H = 1.5 mm 

leads to increases in Qe of 38% and 34% for the D2 = 1.75 mm and D2 = 0.75 mm 

reservoir (V= 0.1 ixL), respectively. 

In addition to the effects of the reservoir geometry, the surface properties of the 

reservoir also have an effect on the evaporation rate, albeit to a lesser degree. Figure 4.11 

displays this effect, as decreases in both 0\ and &i, that is, increased hydrophilicity, will 

serve to increase the evaporation rate from both expanding and contracting reservoirs. 

This effect is more pronounced at higher reservoir liquid volumes associated with 

complete menisci, where Qe depends only on &i, and is mainly due to the increase in the 

interfacial area with decreasing liquid/reservoir contact angles. Figure 4.11also displays 

the dependence of &i on Vc, as increases in Si lead to decreases in Vc for all reservoir 

geometries. 

For the reservoirs studied here, changes in temperature, pressure, and humidity on the 

evaporation rate are independent of the reservoir liquid volume and will not be discussed 
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in detail. It should be noted that to ensure accuracy regarding the results in Fig. 4.10 and 

4.11, the maximum reservoir liquid volume was limited so that the average distance from 

the meniscus to the top of the reservoir was less than H/2, and this will be discussed 

below. 

The results shown in Figs. 4.10 and 4.11 are useful in the prediction of the evolution 

of a meniscus under conditions such that dV/dt < 0. The ranges of V in these figures are 

typical of those seen in the inlet reservoir of the passive pumping mechanism detailed in 

this chapter. For experimental menisci associated with the outlet reservoir similar to that 

shown in Fig. 4.1, we are interested in the overall effect of the size of the reservoir on Qe 

for incomplete menisci with liquid volumes in the range of V < 10"' uL. Figure 4.12 

illustrates the evaporation rate as a function of V/Vres in reservoirs with height H = 1.0 

mm for several diameters with the constraint D\ = D2. It can be seen that the dependence 

of Qe on V is very weak as V —> 0 and D\—> 0. These results suggest that the overall 

diameter of the reservoir will have a significant effect on the overall flow rate of systems 

utilizing this passive pumping mechanism, provided that Vout/Vres < 0.1. 
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Figure 4.11. Effect of reservoir contact angles on evaporation rates from two reservoir geometries 
with H= 2.0 mm for a a system with T= 28 °C, p = 686 Torr, and RH = 25%. The arrows indicate the 
critical volume at which the meniscus ruptures (V= Vca). 
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Figure 4.12. Evaporation rate as a function of the normalized liquid reservoir volume (V/Vm ) for 
several reservoir diameters with H = 1.0 mm, 7 = 25 °C, and RH - 20%. The symbols represent 
individual CFD simulations and the lines represent fits to Eqn. (24). 
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Figure 4.13. Evaporation rate as a function of the reservoir diameter for reservoirs with H= 1.0 and 
2.0 mm and v/v = 10"4 for the data shown in Fig. 4.12. The solid lines represent linear and quadratic 

fits to individual CFD simulations. 

Figure 4.13 displays the dependence of Qe on the reservoir diameter (for cylindrical 

reservoirs) for systems with H= 1.0 and 2.0 mm. For all cases, Qe increases with D\\ 

however, for smaller values of D\, Qe cc D\, while Qe oc D{ for larger values of D\, with the 

transition between the two scaling rates occurring atDjH=0(Y). This difference in 

scaling rates can be explained by examining the case for steady-state diffusion in a 

cylinder of diameter D\ and height //with a small amount of water present along the 

bottom perimeter of the cylinder. In this case the mass fraction of water obeys V2xa = 0, 

with the bottom corner of the reservoir acting as a point source xa (D] /2,0) = xa], along 

with no flux conditions dxa jdh = 0 along the boundaries r = a and z = 0. For the 

limiting case Dx /H « 1, the upper wall acts as a sink such that xa (r, H) = xa2, and the 

solution will resemble one-dimensional diffusion such that dxa jdr ~ 0 
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and dxa /dz ~ {xai - xal )/H, thus Qe will scale with the reservoir height as Qe ~ H ' . 

Furthermore, the differential area dA in Eqn. (4.22) can be calculated along a plane of 

constant-z, th\xs,Qe ~ rdrdd^Df. Conversely, for systems whereDjH » 1, the system 

resembles diffusion from a thin ring of diameter D\ into a semi-infinite medium. In this 

limiting case the evaporation rate will scale as the circumference of the meniscus, such 

thatf^ <=tD,, which is consistent with several experimental studies concerning the 

evaporation rate from shallow wells ' . This scaling law can also be derived by 

examining the analogous situation regarding the electrical potential distribution due to a 

uniformly charged circular ring of diameter D\ . These two scaling laws are valid for all 

reservoirs where Vout/Vres < 0.1 and provide a good approximation for reservoirs with non-

cylindrical geometries. 

4.4.2 Prediction of Meniscus Evolution During Evaporation 

Given a specific reservoir geometry (£>i, D2, H) and specific experimental conditions 

(T, p, RH, V0), one only needs to know values of to 9\ and &i to predict the evolution of 

an evaporating meniscus over time. Standard experimental methods cannot be used to 

measure the value of 9i due to the confined geometry of the reservoir sidewalls. 

However, because the critical volume of the reservoir depends only on Si, knowledge 

about the initial rupture diameter can be used to gain insight regarding predicted values of 

6\ and &i. Figure 4.14 shows a contour plot of the predicted dependence of 9\ and &i on 

DCap(tc) for a reservoir with D\ = 1.2 mm, Di - 1.6 mm, and H = 1.8 mm. A specific value 

of 0i determines Vc for a given reservoir geometry, which in turn establishes a 

relationship between 6\ and Dcap(tc). Using experimental values for Dcap(tc), such as that 

shown in Fig. 4.3C, a functional relationship for 6\ in terms of 0i may then be 

determined. Thus, one needs only experimental values for Dcap(tc) and an initial guess for 

0i to predict the parameters V, r0, z0, Ri and R2 as a function of time. 
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Figure 4.14. Contour plot displaying the predicted initial rupture diameter Dcap(tc) of a meniscus as 
a function of 6>i and 92 for a reservoir with £>, = 1.2 mm, D2= 1.6 mm, and H = 1.8 mm. 

To predict the evolution of a meniscus during evaporation, the time rate of change for 

the volume within a reservoir is discretized using a first order forward difference 

Vn+X =V"-QeAt , (4.25) 

where V represents the volume of the liquid at time t = nAt. The simulation is initialized 

with a liquid volume V0, and values of A? are adjusted such that QeAt < 10"4 uL. An initial 

guess for Oi and the experimental value for Dcap(tc) are used to determine a matching 

value for 6\. These values are then used along with the experimental values of D\, Di, H, 

T,p, and RH as inputs to a series of CFD simulations to determine the parameters (a\, ci2, 

«3, b\, bz, fa) associated with Eqns. (4.23) and (4.24). These parameters determine the 

relationship between Qe and V, which in turn is used in Eqn. (4.25) to calculate Fas a 
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function of time. The predicted values ofDcap as a function of time (for t > tc) can then be 

calculated using the geometric model (Appendix I in the ESI). Typically, several 

iterations involving a guess for &i are required for a good fit to the experimental data, 

where each iteration involves calculation of the parameters associated with Eqns. (4.23) 

and (4.24). 

Model Predictions 
o oo o o Experimental Data 

30 40 
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Figure 4.15. Experimental and predicted data showing the inner ruptured meniscus (Dcap) as a 
function of time. The parameters for the predictions are shown in Table 4.1. These values were 
taken in an aqueous solution with a Tween-20 concentration of 10"7 M. 

Figure 4.15 compares experimental measurements to predicted values of Dcap as a 

function of time for several reservoir geometries and constructs (PDMS reservoir, glass 

or PDMS floor). The parameters associated with the results shown in Fig. 4.15 are 

displayed in Table 4.1. The solutions used to measure Dcap vs. t had a tween-20 

concentration of 10"7 M, typical of solutions placed in the inlet reservoir in this chapter. 

Aside from small scale differences in Dcap persisting for roughly 3 minutes after the 

meniscus rupture, the model does very well with respect to predicting experimental 

measurements. The geometric/CFD model predicts the time of meniscus rupture and 

overall time of the experiment (tend) within 1.5 and 0.5 minutes, respectively, for all cases 
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(16 total experiments). The effect of reservoir geometry on the overall evaporation rate 

may be seen from the results in Fig. 4.15. For example, the difference between an 

expanding and contracting reservoir can clearly be seen between the case (C) and (F), 

where times for reservoir dry out for a 0.5 jiL droplet in an expanding reservoir was 16.2 

min compared with 64.7 minutes for dry out of a 0.65 \ih droplet in a smaller contracting 

reservoir. The reservoir in case (F) had 30% more liquid, yet took nearly 300% more time 

to dry out under roughly the same conditions. The initial slopes of Dcap shown in Fig. 

4.15 are a complicated relationship between the reservoir geometries, surface conditions, 

and external conditions. This behavior is unlike the evaporation of water from shallow 

wells, where time derivatives of Dcap are independent of the reservoir geometry and 

volume. The discrepancy between the two cases is most likely due to the pinning of the 

meniscus around the upper rim of a shallow reservoir while the lower meniscus edge 

recedes freely. Neither the upper or lower edge of menisci in the reservoirs in this study 

has been observed to be static. If either of the two contact lines of the meniscus were to 

be pinned in a micro-reservoir, the combined CFD/geometric model would likely not 

show the accuracy displayed in Fig. 4.15, since the geometric model assumes a contact 

line that can move freely along both the reservoir floor and sidewalls. 

(A) 

(B) 

(C) 

(D) 

(E) 

(F) 

Type 

PDMS/glass 

PDMS/glass 

PDMS/PDMS 

PDMS/glass 

PDMS/PDMS 

PDMS/PDMS 

(mm) 
1.17 

1.65 

1.14 

1.65 

1.65 

1.38 

D2 

(mm) 
1.65 

1.15 

1.65 

1.15 

1.13 

0.77 

H 
(mm) 

2.1 

2.0 

1.7 

1.9 

2.0 

2.2 

v„ 
(ML) 
0.25 

0.4 

0.5 

0.75 

0.75 

0.65 

T 
(°C) 

27 

28 

26 

28 

25 

28 

RH 
(%) 
23 

31 

20 . 

26 

38 

31 

e, 
(deg.) 

21.5 

9.5 

28.5 

9.8 

23.8 

28.5 

9z 
(deg.) 

48 

54 

42 

50 

50 

43 

Vc 

(ML) 
0.095 

0.259 

0.102 

0.280 

0.306 

0.192 

Table 4.1. Experimental and Predicted parameters for the results shown in figure 4.15. 
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A total of 16 experiments were fit to predictions such as those shown in Fig. 4.15 

corresponding to a range of parameters from 0.77 < D\£>2 < 2.2 mm, 1.0 < H < 3.5 mm, 

9.8 < 6\ < 30°, and A\<&i< 58°. The predicted contact angle of water and a glass floor 

was di.g/ass = 14 ± 5.6°, whereas the predicted value pertaining to a PDMS floor was 

&i,PDMs = 26 ± 3.4° (based on 8 experiments each). These values compare very well to 

experimental contact angle measurements of clean glass and PDMS oxidized with the 

conditions in this experiment (25W, 900 mTorr air, 20 s).66 The predicted contact angle 

of water and the PDMS reservoir was 02,PDMS = 49 + 4.7°, where there was no significant 

difference between &I,PDMS values pertaining to PDMS/PDMS and PDMS/glass 

reservoirs. The difference between 6IPDMS and &2,PDMS may be attributed to several 

factors, including the increase in surface roughness of the reservoir sidewalls as a result 

of the punching process and the lower efficiency of plasma penetration to the smaller 

diameter cavity. The small variance in the fitted parameters 0\,PDMS, 0\, glass, and OZ.PDMS 

with respect to the large range of experimental parameters in this study highlight the 

effectiveness of the combined geometric/CFD model. 

Regardless of the discrepancy between 8I,PDMS and &2,PDMS, these averaged parameters 

may be used to predict the evolution of a meniscus with high accuracy. Table 2 displays 

the errors associated with tc and ten(i for the evolution of a meniscus in the reservoirs 

shown in Fig. 4.15 using the averaged parameters 0\,PDMS, 0\,giass, and 0I,PDMS given 

above. As expected, the values of Atc and Atend are strongly dependent on A&z, the 

difference between the averaged value &2,PDMS and the value 0i shown in table 1. Because 

of the small dependence of Qe on 6\ and &i, as shown in Fig. 4.11, the error in Atend is 

much smaller than Atc, accurately predicting reservoir dry out within a minute for all 

cases. 
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(A) 

(B) 

(C) 

(D) 

(E) 

(F) 

experi 

tc 
(min.) 

5.5 

5.8 

12.2 

16.5 

19.3 

43 

mental, 

'•end 

(min.) 
9.5 

17.5 

16.2 

27.6 

34.7 

64.7 

tc 
(min.) 

5.52 

4.23 

12.95 

16.0 

19.5 

44.2 

predi 

lend 

(min.) 
9.47 

18.2 

16.4 

27.4 

35.3 

65.1 

ction 
A0, 

(deg.) 
-7.2 

3.5 

3.8 

3.7 

-0.1 

1.0 

A02 
(deg.) 

-0.4 

-4.4 

6.6 

-2.4 

1.6 

4.6 

error 

Atc Atend 

(min.) (min.) 
0.02 

-1.57 

0.75 

-0.5 

0.02 

1.2 

0.03 

0.7 

0.02 

-0.02 

0.6 

0.4 

Table 2. Errors of prediction for the cases shown in figure 7 by utilizing the averaged parameters 
eu,ass = 14°, 0UpDMS = 26°, and B^DMS = 49°. 

A A3 Prediction of Time-Dependent Flow 

Numerical Methods. To validate the proposed flow model, the time-dependent 

average velocity v of 0.5 |j,m diameter fluorescent tracer beads was measured in 

PDMS/glass microchannels for an initial liquid volume V0 in the inlet reservoir. 

Predictions of v(t) were obtained from the solution to Eqn. (4.1) using measured values of 

D\, D2, H, h, w, L, T, RH, d\, and &i (i,e., no adjustable parameters). To predict the time-

dependent flow occurring in these systems Eqn. (4.1) can be discretized using a first-

order difference method as 

V"+i=V+(Q:+Q"f+Q;erm)At, (4.26) 

where V" is the liquid volume in a given reservoir at time t = nAt. Given the shape of a 

meniscus in a reservoir, the evaporation rate Qe = Qe (V) can be calculated using Eqn. 

(4.23) or (4.24) and Qperm can be calculated using the liquid/PDMS interfacial area 

determined by the geometric model and a permeation flux of J = 7xl0"6 kg m"2 s"1 taken 

from the experimental measurements of Randall et al. Using Eqns. (4.2), (4.3), and 

(4.4), Qf = Qf (V) can be calculated using the relationship 
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&P = APi,in - APi,ou< =7in 

f 1 1 ^ 
• + • 

V 1,1/1 ^2,/« y 
-To, 

r 1 1 A 

• + • 

\"-\,mit "-2,out J 

(4.27) 

Predictions of v(Y) were obtained by solving Equation (4.26) for both reservoirs with a 

time step of At = 0.1 s, where at each time step values of Q", Q", and Qn
perm were 

calculated from V£ and V"ut. Because the tracer bead solutions used here are stabilized 

with a surfactant (tween-20) at a concentration of Cs = 1.5xl0"7 M, decreases in both % 

0\, and Qi are expected over time as the surfactant concentration increases in both 

reservoirs due to evaporative effects. The surfactant concentration in the reservoirs can be 

calculated utilizing Eqn. (4.26) along with 

c:::llt={Miul+Qn
fc:JnAt)/v:t, ^ 

where Ms is the molar mass of surfactant in each reservoir. From the results of Nino et al. 

68, changes in the interfacial tension with surfactant concentration can be accounted for 

via y=al log(C9) + a2 for the range 4xl0"7 M < Cs < Cs,crit, where a{ = -21.6 g s"2 and 

a2 = -65.8 g s"2; y = 73 g s"2 for the range Cs < 4xl0"7 M; and y = 33 g s"2 for the range Cs 

> Cs,crit, where the critical micelle concentration (CMC) for tween-20 in water is Cs,Crit = 

2.5xl0"5 M. 

For aqueous solutions with surfactant concentrations well above the CMC of Cs = 

8x10" M, the contact angles for the outlet reservoir were measured using the techniques 

shown in Fig. 4.15. Figure 4.16 displays experimental and predicted values of Dcap vs. t 

for two reservoirs with D\ = 2.15 mm, £>2 = 1.65 mm, and H = 1.8 mm using solutions a 

fluorescent beads with a tween-20 concentration of 8xl0"5 M. It can be seen that the 

initial rupture diameter for the two reservoirs is much smaller than the reservoirs shown 

in Fig. 4.15. This is due to the increase in surfactant concentration, where decreases in 

both 6\ and 0i will lead to a decrease in Dcap(tc) as expected from the results shown in 

Fig. 4.14. Using the results shown in Fig. 4.16, the contact angles for the outlet reservoir 

were measured to be 0i<out = 4.2 ± 1.0° and 9ifiut = 18.2 ± 2.5° (8 total experiments). °. In 
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contrast, for dilute aqueous solutions with Cs = 1.5xl0"7 M, contact angles were 9\jn = 13 

± 5.4° and &i,m = 49.6 ± 4.7° from the results in Fig. 4.15. These values are used as inputs 

to the geometric model discussed above to establish predictions for R\ and 7?2 as a 

function of Vout. Because the capillary forces associated with the inlet reservoir are small 

{R\,in,R2M » R\,OM) and Csjndoes not increase appreciably until close to reservoir dry out, 

it is reasonable to neglect variations in 0i>in and fajn with time. 

Regarding variation of Qe with temperature, values of T and RH are measured at the 

onset and completion of an experiment. For predictive reasons it is assumed that any 

changes are linear with time and values of Qe are calculated accordingly. With respect to 

the environment surrounding the reservoir, according to Eqn. (4.22) the evaporation rate 

scales as Qe °c xalVT~l, independent of the reservoir volume. 
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Figure 4.16. Experimental and predicted data showing the inner ruptured meniscus (Dcap) as a 
function of time for reservoirs with D\ =2.15 mm, D2 = 1.65 mm, and H = 1.8 mm. These values were 
taken in an aqueous solution with a Tween-20 concentration of 8x10"5 M. 
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Figure 4.17. Experimental and theoretical predictions of the average fluid velocity v as a function of 
time in microchannels with h = 28 n.m, L - 20 mm, and varying width with reservoirs with dimensions 
Dx = 2.15 mm, D2 = 2.65, H = 2.5 mm and contact angles #,,-„ = 13°, $>,,„ = 49°, fl,oa, = 4.2°, and <%,„„, 
= 18.2°. (A) Initial inlet reservoir volume V„ = 2.0 ^L. Experimental conditions were rfc<,g,„ = 24.2 °C 
-> Te„d = 25.7 °C. RHtegi„ = 0.167 -> RHf/1(/ = 0.177. (B) VB = 1.5 (oL with experimental conditions 
1 begin £—J .\J v^ 7 i e / , 

of the last data point. 
: 25.8 °C.RH^,„ = 0.173 • RKU, = 0.162. For all figures, Qf^> 0 within 45 s 
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Results. Figure 4.17 displays both laboratory measurements and model predictions of 

the average fluid velocity as a function of time in microchannels (h = 28 }im, L = 20 mm) 

with different widths connecting expanding inlet/outlet reservoirs (Di = 2.15 mm, £>2 = 

2.65 mm, H = 2.5 mm). Figures 4.17A and 4.175 correspond to initial volumes V0 = 2.0 

jiL and 1.5 (XL, respectively, placed in the inlet reservoir at t = 0. Although channels with 

larger w have lower steady fluid velocities, they possess larger values of both Qf and 

Qe,out', therefore both the time at which the inlet meniscus ruptures to an incomplete state 

(tc) and the time at which the both reservoirs are empty (tend) decrease with increasing w 

in Fig. 4.17. Measured and predicted values of ten(i were within 45 s of one another for all 

cases shown in Fig. 4.17. 

The results shown in Fig. 4.17A indicate that steady flows persist for roughly 18 

minutes before Qf —> 0, during which time over 50% of the liquid in the inlet reservoir 

was lost to evaporation. The duration of flow can be extended significantly by the use of 

several straightforward modifications, including (/) eliminating Qe^n by use of a 

immiscible liquid cap or a saturated cotton swab placed on top of the inlet meniscus, or 

(if) by reducing Qe:in by decreasing D\ and D2, such that D\ > D2, and increasing H to 

appropriate values as shown in section 4.4.1. Using these techniques, steady flows have 

been observed to persist for times lasting longer than an hour with little to no variation in 

the magnitude of v from the initial values in systems with constant T and RH. 

For each experiment shown in Fig. 4.17, substantial flow rates are generated as long 

as there is a sufficient volume of water in the inlet reservoir (V,-„ » Vout), and flow quickly 

approaches zero at t = tend as Vin —> 0 due to the equalization of the capillary forces in 

each reservoir (Rijn —> R\,out)- A brief decrease in Qf follows the meniscus rupture from a 

complete to an incomplete state at a time t = tc, after which Qf quickly returns to a value 

close to that seen before rupture. Predicted values of Vout = Vout(t) reach steady state 
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within 30 s as long as the initialization value VOM (t = 0) is smaller than the steady value, 

but the magnitude of the outlet initialization volume had no effect on the ultimate steady 

value of Qf. The steady values of Vout (t > 0) yield volumetric flow rates that change very 

little with time as shown by both the predicted and measured values in Fig. 4.17. The 

small changes observed in Qf over time may be attributed to (/) increases in Aptjn from 

evaporation and convection losses acting to decrease Qf as time increases (since 

D\ > D2); and (ii) increases in T(with small changes in RH) acting to increase Qf as time 

increases. Therefore, a system with large inlet reservoirs (Apiin = 0) at constant Tand 

RH will exist at a steady state such that dVom /dt ~ 0. 

4.4.4 Prediction of Steady-State Flow Rates 

When utilizing this passive flow approach for LOC based applications, it is important 

to understand the dependence of Qf on the microchannel and reservoir geometries, as well 

as on the local values of T and RH. To investigate the range of steady-state volumetric 

flow rates achievable in simple two-reservoir geometries, particle tracking analysis was 

performed on systems with varying h, w, D\t0Ut, D2y0ut, and Houtwith a large inlet reservoir 

to ensure that small changes in V/„ had little effect on Qf. Values of v were measured for a 

uFN with 9 channels of varying width and constant height, where measurements were 

taken within 2 minute after introduction of liquid to the inlet reservoir, with all 

measurements taken within 5 minutes such that values of T and RH could be assumed 

constant. Figure 4.18 displays experimental and predicted values of v vs. w for two 

microchannels with /z = 28 urn and L = 20 mm connected to different outlet reservoir 

geometries. Steady state values of v were predicted using Eqn. (4.1) with dV/df= 0, 

given laboratory measurements of Di, D2, H, T, RH, 0\, 62, and the assumption that Ap,-,,-n 

= 0. The experimental data points represent averaged values of v taken from 3 separate 

uFNs fabricated from the same mold, where there were 8 measurements per sample. All 

nine microchannels in the uFN were lined up parallel to each other with 40 urn spacing 
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between each channel. A single stream of 150 sequential images (lOOx magnification) 

was capable of measuring v for a minimum of 4 channels. 
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Figure 4.18. Average fluid velocity v vs. microchannel width w for two microchannels with h = 28 
urn and L = 20 mm connected to different outlet reservoirs. 
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Figure 4.19. Experimental and theoretical predictions for the Volumetric flow rate (2/vs. the 
viscous channel resistance .ATfor systems with varying microchannel and outlet reservoir dimensions. 
Experimental conditions for both figures are (D) T = 26 °C, RH = 0.215, «)T= 25.8 °C, RH = 0.16, 
(O) T= 26 °C, RH = 0.13, ( » T= 25 °C, RH = 0.11, (A) T= 25.8 °C, RH = 0.16, (0) T= 26.5 °C, 
RH = 0.14. 

Figure 4.19 displays measured and predicted steady state values of Qf as a function of 

the viscous resistance AT for microchannels with varying outlet reservoir dimensions. 

These results highlight the accuracy of the combined geometric/CFD model coupled with 

Eqns. (4.1) through (4.4) in predicting the dependence of Qf on the parameters h,w,D\, 

D2, H, Tand RH that define a system. The average deviation of the measured values from 

theoretical predictions for the results shown in Fig. 3A was 6.2% with a maximum 

deviation of 25.3%. The results shown in Fig. 4.19 illustrate the dependence of Qf on the 

dimensions of the outlet reservoir. For example, for a microchannel with w = 90 Jim, h = 

28 (im, and L = 20 mm (K= 1.7xl05 g mm"4 s"1), increasing the overall diameter of the 
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outlet reservoir from (Di, D2) = (1.4 mm, 0.91 mm) to (2.15 mm, 2.65 mm) will increase 

the volumetric flow rate by 224%, from Qf = 0.33 |nL s"1 to Qf= 1.07 |LiL s"1. 

For all of the systems shown in Fig. 3, Vout /Vres < 0.1, such that the wetted sidewall 

area in the outlet reservoir is predicted to be small and it follows that Qperm « Qe- Thus, 

responses of <2/to changes in reservoir geometry are mirrored in Qe. For cylindrical 

reservoirs with DjH « 1, the volumetric flow rate is predicted to scale with the reservoir 

dimensions as Qf °= D\ and Qf <* H~l, per the results shown in Fig. 4.13. For shallow 

reservoirs ( D, /H » 1) the volumetric flow rate will scale as Qf °<DV with the transition 

between the two scaling rates occurring near Z), /H ~ 1. The latter results are consistent 

with experimental observations of evaporation of liquid from shallow wells. ' 

Interestingly, a switch of the outlet reservoir diameters D\ and D2 at a constant value of H 

(accomplished by reversing the punch direction in fabrication) leads to only small (< 5%) 

changes in Qf. 

Figure 4.19 also displays the relationship between Qf and A'for a given reservoir, 

with Qf increasing slightly with decreasing K. The exact relationship between Qf and Kh 

complicated, since for a given reservoir decreases in ^Tlead to higher values of Vout and 

thus lower values of Ap, leading to only slight increases in Qf. This relatively weak 

dependence will prove beneficial for LOC devices utilizing this flow mechanism, as 

small deviations in microchannel dimensions from variability in the fabrication process 

will have a commensurately small effect on Qf. This effect is not seen in traditional 

capillary driven LOC devices where the meniscus curvature is restricted according to the 

geometry of the device and flow rates scale as Qf <* K~l, as given by Eqn. (4.2). Figure 

4.20 displays the predicted dependence of the steady values of Ap and Vou, on A'for the 

values shown in Fig. 4.19 (experimental measurements are omitted for clarity). For 

channels with large viscous resistances (K> 10 g mm" s" ), outlet menisci extended a 

short distance along the perimeter adjacent to the microchannel outlet. In this large K 

limit the overall size of the meniscus tends to be on the order of the microchannel size, 
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and discrepancies in Qf between measurement and prediction were larger than those 

shown in Fig. 4.19. 

Dl =2.15 mm, Dl = 2.65 mm, // = 2.0mm D\ = 1.65 mm, Di = 1.15 mm, / /= 1.6 mm 

Oi =2.15 mm, Ate = 2.65 mm, « = 2.1 mm Dl = 1.65 mm, Dl = 1.15 mm, H= 1.8 mm 
Dl =2.15 mm, Dl = 1.65 mm, ff=2.0mm . _ . _ . _ D\ = 1.40 mm, 02 = 0.91 mm, / /=2.0mm 

Channel Resistance (g mm'4 s~') 

Figure 4.20. Theoretical predictions for Ap and V0llt /Vres vs. K for the values shown in Fig 4.19. 
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4.4.5 Meniscus Stability and Model Accuracy 

It is hypothesized that there exists a stability criterion for a ruptured meniscus (as 

shown in Fig. 4.2) similar to that of a 2D meniscus lying on a solid edge with angle 2a. 

Following the example presented by Langbein,69 it is expected that for values of 

2a + d{ + d2 < K the ruptured meniscus will be stable in the concave form shown in Fig. 

4.2. Beyond this stability criterion, for values of 2a-v 6{ +62 > 7t, the ruptured meniscus 

is expected to exist in either a convex form or a shape not readily described 

mathematically. For experimental systems (PDMS/PDMS) made hydrophilic with a 

lower quality plasma (200 mTorr, 15W, 20s), the meniscus indeed ruptures to a state not 

defined by the geometric model proposed here; however, the boundary between the two 

states of stability has not been resolved. 

Because of the dilute nature of the fluorescent bead solution in the inlet reservoirs for 

the data shown in Figs. 4.18 and 4.19, it is doubtful that 0\ or Bi will change as a function 

of reservoir liquid volume. However, because the liquid within the reservoir reaches a 

point of infinite concentration as t —> temi, it is unlikely that solutions containing realistic 

solute concentrations would display constant apparent contact angles over the duration of 

the experiment. To model these systems, one would only need a relationship between 6\ 

or &i and the solute concentration, which in principle are obtainable through experiment. 

As long as solute precipitation does not interfere with the position of the mensiscus, or 

the stability criterion shown above is not violated, these systems could most likely be 

predicted with the same accuracy as the cases shown in Fig. 4.19. 

In this study, care was taken to ensure that the average meniscus position was at a z-

position lower than HI2 at the onset of the experiment. As the meniscus height 

approaches the top of the reservoir, or V —> Vres, the evaporation rate calculated by Eqn. 

(4.22) increases in inverse proportion to the distance from the meniscus to the reservoir 

outlet. Under those conditions Eqn. (4.22) will over predict the evaporation rate from the 

meniscus, resulting in an under prediction of tc and tend. Because Eqn. (4.22) achieves 
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significant accuracy as the liquid volume decreases, the model can be used for all systems 

with V < Vres to estimate the minimum time for reservoir dry out. To accurately describe 

the evolution of a meniscus in a micro-reservoir for the conditions described above, one 

must (/) develop a model that accounts for the steady-state diffusion of water vapor into 

the semi-infinite space above the reservoir and (ii) develop a function that gives a smooth 

transition between the two models as a function of the liquid volume in the reservoir. 

4.5 Applications 

4.5.1 Control over Evaporation Effects 

Rather than utilizing complex fabrication strategies or inclusion of unnecessary 

experimental protocols, the techniques in this study can be used to design inlet reservoirs 

such that the inlet concentration is within acceptable limits over a predetermined time. 

The simplicity of this approach is in significant contrast with some previous technologies; 

for example, the assay system developed by Zimmermann et al. requires an inlet 

reservoir to the jlFN to be cooled to 2 °C above the dew point in order for a 0.6 LXL water 

droplet to persist for over an hour. A reservoir such as that shown in Fig. 4.15, case (F), 

achieves the same result without the need to control the external environment. We have 

also fabricated reservoirs with D\ = 1.1 mm, D% = 1.6 mm, and H = 3.5 mm that allow a 

0.6 (J.L droplet to persist for over 90 minutes. For that case, it is predicted that (provided 

VJQf » tend) at t = 20 min, V/V0 = 0.9, which is sufficient for most analytical 

measurements. This same approach may also be used to enhance evaporation in systems 

that require analyte pre-concentration for detection. An inlet reservoir designed with 

dimensions that produce higher evaporation rates used in micro-fluidic based assays 

would lead to systems with lower detection limits, as the reservoir solution could be 

concentrated by an order of magnitude within several minutes. 
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4.5.2 Passive Pumping from Multiple Inlets 

Due to the ability to provide near-constant continuous flow rates for periods lasting 

over an hour, this passive pumping system can be applied to nearly all LOC devices that 

require pressure-driven flow. With precise control of sample-to-sample microchannel and 

outlet reservoir dimensions, this pumping mechanism has the potential to enhance the 

repeatability of heterogeneous assays requiring continuous flow for multiple hours, 

including affinity relationships possessing poor association kinetics or assays based on 

analytical measurements of live cells. Appropriate design of the inlet reservoirs of such 

systems would require only pipette delivery of sample volumes V0 < 10 uL, eliminating 

the need for syringe pumps or pressurized vessels. 

Because the capillary forces associated with the inlet reservoirs are very small 

relative to those in the outlet reservoir, a single outlet reservoir can be used to pump 

fluids from multiple inlet reservoirs with volumetric flow rates from each reservoir 

dictated by the dimensions of the uFN. A representative example of this reservoir/uFN 

arrangement can be found in the passive generation of chemical gradients utilizing the 

techniques displayed by Jeon et al. The configuration of a uFN used to passively create 

varying protein concentrations within a series of 8 outlet channels from two inlet 

reservoirs is shown in Fig. 4.21A, where the uFN had individual channel dimensions of w 

= 24 urn and h = 20 urn connected to an outlet reservoir with D[ = 2.15 mm, £>2 = 1-65 

mm, and H = 1.5 mm. The two inlet reservoirs were charged sequentially with solutions 

containing 1 ug mL'1 and 10 ug mL"1 of fluorescently labeled IgG (V0 = 3.0 uL), after 

which capillary filling of the uFN was completed in less than 30 s. Steady flow was 

maintained for over 75 min (Qf= 6.1xl0"4 uL s"1, K= 1.2x10s g mm"4 s"1), where the 

average fluid velocity along each of the 8 outlet channels was measured to be 158 ± 6 um 

s" (predicted velocities for the microchannel/reservoir system was v = 154 um s" ). 

Fluorescence images of the region near the outlet meniscus can be seen in Fig. 4.215 {t = 
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60 min); all 8 channels developed steady fluorescent profiles within 3 minutes, as shown 

in Fig. 4.22. By capping each inlet reservoir with 1.0 uL of heavy mineral oil, the 

concentrations of the aqueous solutions in each reservoir is maintained over time (Qejn = 

0), and the fluorescent intensity profile of the outlet channels at t = 60 min remains within 

15% of the profile seen at t = 3 min. The slight increase in fluorescence intensity is most 

likely due to the adsorption of fluorescently labeled protein onto the microchannel walls 

over time. Conversely, if nothing is done to mitigate evaporation from the inlet reservoir 

the concentrations in each outlet channel increases steadily over time, resulting in nearly 

a 100% increase in fluorescent intensity within each channel at t = 30 min. Because 

evaporation occurs from all reservoirs in that case, steady flow was only maintained for 

35 min. 
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.of chemical gradients 

Figure 4.21. (A) Overall uFN design for the passive generation of chemical gradients in 8 outlet 
channels from 2 inlet reservoirs. (B) Fluorescence intensity (t = 60 min) for the 8 outlet channels for 
the case with the inlet channels containing 10 ug mLl and 1 ug inL'1 of fluorescently labeled IgG, 
respectively. The position of the incomplete meniscus did not change over time. 
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Figure 4.22. Relative fluorescence intensity across the 8 outlet channels for 3 and 60 minutes when 
the inlet reservoirs were capped with mineral oil. The inset displays the same profile when the inlet 
reservoirs were open to evaporation. 
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4.6 Future Work 

4.6.1 Rapid Concentration of Solutes 

Suspended or dissolved material within the inlet reservoir is rapidly concentrated in 

the outlet reservoir in these systems due to the small, 0(1) pL, steady-state values of Vout. 

Furthermore, the recirculation profiles present in the outlet reservoir serve to mix the 

reservoir contents and help maintain a uniform concentration throughout the solution. 

These recirculation profiles are clearly seen in the tracer bead movements within 

experimental outlet reservoirs, where fluid velocities are on the order of 100-1000 urn s"1. 

This effect is evident in the fluorescence image shown in Fig. 4.215, where there is a 

sharp increase in fluorescence intensity between the microchannels and outlet reservoir 

meniscus. For this case a steady value of Vout = 2.0 pL is predicted, and after 60 minutes 

of flow the material in the outlet reservoir is concentrated by over 3 orders of magnitude 

above the inlet value. For systems where evaporation is eliminated from the inlet 

reservoir (Qe in = 0), the concentration of a solute in the outlet reservoir can be calculated 

from Eqn. (4.28). As shown in Fig. 4.20, the steady-state liquid volume Vou, will decrease 

with a decrease in the dimensions of a microchannel (for outlet reservoirs with a constant 

dimension). Figure 4.23 displays predicted values of the normalized concentration of a 

generic solute (Cout /Cin ) vs. t for the data shown in Fig. 4.17. In this figure 

microchannels of h = 28 um and different width are connected to an outlet reservoir with 

D[ = 2.15 mm, D^ = 2.65 mm, and H = 2.5 mm. The predicted steady state values for the 

w = 26, 44, and 64 um microchannels are Vout = 1.4, 8.1, and 15.7 pL, respectively. It can 

be seen that Cout /Cin increases rapidly with time, where the rate of increase is dependent 

on the microchannel width due to the inverse dependence of Cout/Cin (t) on Vout, as 

shown in Eqn (4.28). The outlet reservoir pertaining to the microchannel with w = 26 um 

will concentrate the solution in the inlet reservoir by nearly 3 orders of magnitude within 

15 minutes. 
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This passive controlled concentration of confined fluids in the outlet reservoir would 

prove beneficial to many LOC applications, such as the qualitative detection of an analyte 

via the use of heterogeneous immunoassays as seen in Fig. 4.24. The details of a 

heterogeneous assay are described in chapter 5. By performing the assay within the 

confines of the outlet reservoir rather than in the microchannels leading to the outlet 

reservoir, it is possible that the limits of detection for a given analyte can be reduced by 

up to 3 orders of magnitude due to this localized concentration of solute. 
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Figure 4.23. Predicted values of c /C vs. time for microchannels of different width connected to 

an outlet reservoir with D ; = 2.15 mm, D2 - 2.65 mm, and H = 2.5 mm. This system is the same as 
shown in Fig. 4.17. 
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(4) Localized regions of 
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immunoassay with 
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Figure 4.24. By performing a heterogeneous micromosaic immunoassay under the microchannel 
outlet reservoir rather than the microchannel, higher fractional coverages (higher signals) can be 
obtained at dilute analyte concentrations. 
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4.6.2 Passive Pumping with Multiple Outlet Reservoirs 

The concentration of material in the outlet reservoir limits the overall flow duration 

for a given system as solutes crystallize near the outlet meniscus; however, material tends 

to crystallize in the reservoir at the point farthest from the microchannel outlet, allowing 

flow to continue at a controlled rate for extended times. The overall duration of flow for a 

single outlet reservoir is thus limited by both the concentration and solubility of the 

solutes in the inlet reservoir. To date, the operational limits of this flow mechanism are 

not known. Regardless, this operational limitation should be alleviated by the use of 

multiple outlet reservoirs, where multiple reservoirs with small diameters can produce 

larger steady-state values of Vout such that the rate of concentration in each reservoir is 

minimized and flow can be maintained for longer periods of time. In addition, the use of 

multiple outlet reservoirs should provide a larger range of Qf compared to those shown in 

Fig. 4.19, because volumetric flow rates may be increased (approximately) in proportion 

to the number of outlet reservoirs. A circuit diagram of a system with one inlet reservoir 

and three outlet reservoirs is shown in Fig. 4.25. Ignoring permeation effects and 

capillary forces in the inlet reservoir, steady-state flow in this type of system can be 

solved with the following equations 

Qjo = ^ V ^ = G/2 + 2/3 + 2/4 , (4-29) 

where p0 = patm, the atmospheric pressure in the surrounding environment. Eqn. (4.29) 

describes the flow from the inlet reservoir to the junction point. Flow in the remaining 

channels are described by 

Qfi = h ~ ^ = bu I o g ( ^ ) + K iog(Vi )* ' . (4-30> 

Pi=Pam--y^ (4-31> 
C; 
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where i = 1,2,3, c, is a function of the reservoir geometry, and bij, b%i, and &3,,are 

parameters fit frqm Eqn. (4.24). The unknowns in Eqns. (4.29) to (4.30) are V,, the liquid 

volume in each reservoir, pm, the fluid pressure at the junction. Therefore, predicting Qf in 

uPNs with N outlet reservoirs involves the solution to JV+1 non-linear equations. 
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Figure 4.25. (A) Simple diagram of a system with one inlet reservoir and three outlet reservoirs. (B) 
Circuit diagram of the system shown in (A). 
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4.7 Appendix: One-Dimensional Diffusion in a Well 

\ 
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tw„ 
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Figure 4.26. Geometric parameters describing one-dimensional diffusion in a well. 

Consider a well with height H = z2 and liquid level positioned atz = zi with upper 

diameter (D2) and diameter at the meniscus (DO as shown in Figure 4.26. Assuming the 

average interface position (zO is not moving very fast, we can perform a quasi steady-

state mass balance between the plane z and z + Azto find 

dz OvO=o, (4.32) 

where Ar is the cross-sectional area of the reservoir and Na is the molar flux of water 

vapor in the z-direction. Using Fick's first law of binary diffusion, we can also express 

the molar flux as 

N. 
CD dxa 

l-x„ dz 
(4.33) 
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where c is the molar concentration of the gas phase, "D is the diffusion coefficient of water 

vapor, and xa = xa(z) is the mole fraction of water vapor. Again, the reservoir walls can be 

described by the line r = F(z) = aiz + a2, thus Ar can be expressed as a function of z 

Ar = n{axz + a2) . (4.34) 

Assuming that both the molar concentration and diffusion coefficient are constant with 

dilute values of xa, substitution of equations (4.34) and (4.33) into equation (4.32) and 

simpifying yields 

d ( , ^2 , A 

dz 
(a{z + a2) dxa 

1 - x„ dz 
= 0. 

Integration of equation (4.35) twice with respect to z yields 

(4.35) 

ln(l-* f l): 
C, 

• + C, (4.36) 
al(ajz + a2) 

The boundary conditions for this problem are then 

xa = xa\ at z = z\, (4.37) 

Xa=Xa2 at Z = Zl, (4.38) 

where xa\ and xa2 represent the mole fraction of water vapor at the air/liquid interface and 

reservoir entrance, respectively. Noting that A = 2(a\Z\+ci2) and Di = 2(a\Z2+ci2), the 

mole fraction distribution can then be found as 

xa = l -exp(F) , (4.39) 

where 

D,D2 

2 ( ^ 2 - ^ 1 )(«1 ^ + «2 ) 
In 

{\-x ^ 
1 Xa\ + 

Dllna-xa2)-Dim-xal) 

D2-D{ 

(4.40) 
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Eqn. (4.39) can be used with Eqn. (4.22) to calculate the overall one^dimensional 

evaporation rates. Figure 4.27 displays the liquid evaporation rate Qe = NaArMw/p as a 

function of the dihedral angle 2 or for several different reservoir geometries, where Mw 

and p correspond to the molecular weight and density of water, respectively. It can be 

seen that for all reservoir geometries, Qe increases with increasing a and increasing 

values of D\, consistent with the results of this study. 
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Figure 4.27. Overall evaporation rate (Qe) vs. the dihedral angle 2a for three different reservoirs 
with varying values of D\. 
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4.8 Conclusions 

In summary, a passive pumping strategy has been demonstrated that provides near-

constant flow rates from 0(1) jiL sample volumes for periods exceeding an hour . To 

gain insight into the dynamics of flow for a given system, a simple geometric model is 

proposed that accounts for the shape of an air/liquid meniscus present in a cylindrical 

micro-reservoir with variable cross section. This model is utilized as a template for 

studying the rates of evaporation from the liquid volume via computational fluid 

dynamics. The combined geometric/CFD approach has been shown to both (z) 

quantitatively predict the evolution of a meniscus over time in experimental systems and 

(ii) quantitatively predict the volumetric flow rates occurring in simple systems 

consisting of two microreservoirs connected by a microchannel. All predictions using this 

combined geometric/CFD approach possess very high accuracy. 

This method can be used with any liquids as long as the geometry of the reservoir and 

solution properties obey the relation 2a + 0] +&2 <7t. Because the passive pumping 

mechanism shown here requires only that the microchannel/reservoir system be 

sufficiently hydrophilic, these systems can be fabricated from multiple constructs and are 

not limited to PDMS or glass substrates. Appropriate flow rates for a given JIFN are 

accomplished via control over the dimensions of both the microchannels and outlet 

reservoirs. The techniques used in this study may be used to optimize a variety of lab-on-

a-chip applications that either involve a holding reservoir open to the environment or 

require steady state passive flow for extended durations of time. 
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Chapter 5 

Optimization of MicroChannel Geometries Applied to 
Heterogeneous Immunoassays 

This chapter is dedicated to the study of the effects of microchannel geometries and 

convective flow rates on the output signal of a heterogeneous immunoassay within a 

microfluidics based device. 

5.1 Introduction 

Due to the high specificity and sensitivity of the association between antigen and 

antibodies, aptamers, and complementary strands of DNA and RNA, biosensors based on 

affinity assays have become an indispensable tool for diagnostic and analytical purposes. 

Starting with the seminal work on these assays in the late 1950s and lasting roughly 30 

years,1 affinity assays were generally limited to the quantification of less than three 

analytes per test, where reagents pertaining to each analyte were tagged with a different 

label for detection purposes (e.g. fluorescence tagging or the use of radioisotopes). The 

proposed heterogeneous multi-analyte techniques by Ekins et al.2 along with the 

demonstration of high throughput microarray printing techniques displayed by Schene et 

al? moved multi-analyte affinity assays to the forefront of clinical diagnostics and 

research laboratories. These heterogeneous microarray affinity assays possess many 

advantages over their homogeneous predecessors, including (J) reduced required volumes 

of reagents and samples, (ii) the separation of analyte from the aqueous media, (Hi) the 
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concentration of analyte in specific regions on a substrate, and (/v) the capability for 

detection of multiple analytes with a single label. 

Current microarray techniques allow for the simultaneous quantification of thousands 

of analytes in a single experiment. In these experiments the analytes of interest range 

from DNA and RNA oligonucleotides,4'5 proteins,6 and small tissue biopsies.7 However, 

there are several problems and limitations with these technologies, including limited 

reproducibility and sensitivity to analyte concentrations.8'9 Microarray based assays are 

routinely conducted under static conditions such that analyte transport to the immobized 

capture regions occurs solely via molecular diffusion. Due to mass transfer limitations in 

these static assays, the creation of boundary layers void of analyte close to the 

immobilized capture regions creates a significant decrease in the time-dependent analyte 

capture rate. The relative rates of reaction and mass transfer are characterized by the 

Dahmkohler number Dax = kfiCg^/D, where k\ is the forward reaction rate constant of 

the affinity relationship, h is the height of the microchannel, CB,O is the surface 

concentration of probe molecules, and D the molecular diffusion coefficient of analyte. 

Static systems involving biologically relevant analytes (proteins, DNA, RNA) commonly 

exhibit values of Dai » 1, and are thus severely mass transfer limited. As a result, affinity 

systems possessing poor reaction kinetics or low analyte concentration require 

hybridization times lasting longer than 24 hours.10 The analyte depletion zones for a 

single capture spot can extend over several hundred microns, thus large errors can be 

induced when two spots situated near one another have competitive affinities for the 

same analyte. 

Convective delivery of analyte over the capture spots can eliminate depletion layer 

effects and reduce the time required for complete hybridization; however doing so with 

modern microarray slides requires large sample volumes and is unpractical. When active 

fluid delivery occurs through a microfluidic platform, these volume requirements are 

reduced to those used by standard microarray procedures. Convective fluid delivery 

170 



through a uFN was first shown to reduce assay times by an order of magnitude or more 

with respect to conventional static assays," and several groups have since developed 

microfluidic heterogeneous affinity assays using microarray printing technologies.12"15 By 

using the immobilization techniques first demonstrated by Delamarche et al.,16 several 

groups have developed microfluidic affinity assays without the need for expensive 
I 7 77 

microarray printers. " The fundamentals steps of these microfluidic assays are shown in 

figure 5.1. 

Although these microfluidic technologies have shown multi-analyte capability in a 

rapid, cost-effective format, they encompass a wide variety of microchannel geometries 

and convective flow rates and comparison of the different technologies is difficult. 

Performing the assay at a high flow rate comes at the cost of increased sample 

consumption; therefore the available time for the assay to be run in an active format will 

be limited. Conversely, if the assay is performed with a low flow rate the system becomes 

mass transfer limited and times required for hybridization to reach equilibrium can 

exceed that of traditional static assay, where the microchannels restrict the diffusion of 

analyte to one dimension. For purposes of assay accuracy, a large number of these 

continuous flow devices use multiple capture spots having an affinity for the same 

analyte. These spots are commonly situated along the microchannel axis separated from 

one another by a small distance. If the flow rate of the assay is sufficiently slow, a large 

analyte concentration boundary layer will be created downstream of the first capture spot. 

The reduction of analyte concentrations in this boundary layer results in a reduction of 

hybridization rates for the downstream capture spots. For quantitative assays constrained 

by time, the signal variance from these multiple spots can exceed 25%. Understanding 

the effects of flow rates and capture spot geometries on the output signal is vital in 

maintaining the accuracy and repeatability of these assays. The time dependent 

hybridization rate of an immobilized capture probe and a free analyte is a function of 

several parameters, including: the geometry and surface density of the immobilized 
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capture spot, the molecular diffusivity of the free analyte, the fluid velocity profile in the 

region surrounding each spot, and the reaction kinetics involved with the affinity 

interaction between the immobilized and free species. Fortunately, convection and 

diffusion on the microfluidic scale are well understood phenomena and there are several 

experimental systems to calculate the parameters associated with the kinetics of the 

affinity interaction.23 There have been a variety of analytical methods proposed to 

calculate hybridization rates as a function of the parameters listed above; unfortunately, 

none possess the ability to reliably duplicate rates in experimental systems.24"27 On the 

other hand, with the use of several computational methods, a variety of theoretical 

models have shown excellent prediction with experimental systems with complex 

78 11 

geometries. " These computational methods can allow efficient exploration of the 

parameter space without the time requirements and high costs of experimental methods. 
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1. Place mFN onto substrate 
2. Fill with aqueous liquid containing 

capture probes 

3. Peel away uFN 
4. Passivate entire surface 

5. Place 2nd mFN onto substrate 
6. Fill with aqueous liquid containing 

analyte 

Immobilized region 
from first patterning step 

"Capture Spot" 

Figure 5.1. Micromosaic method to perform heterogeneous affinity assay on a substrate. 

In this chapter we apply theoretical models similar to that of Zimmermann et al. and 

Parsa et al. to study the effects of microchannel geometry and convective flow rate on a 

heterogeneous immunoassay similar to those studied at Colorado State University. ' 

This dissertation proposes using the passive pumping methods described in figure 4 to 

deliver fluid to a capture spot situated on top of a local evanescent array coupled (LEAC) 

sensor.34 This passive pumping mechanism is capable of providing steady state flow at a 

rate dictated by the geometries of the microchannel and outlet reservoirs. From previous 

numerical studies, it is clear that the axial velocity profile of the fluid situated above the 

capture spot has a large impact on the hybridization rate of the affinity assay;29'31 

however, there has been no attention given to the effects of the microchannel geometries. 

This chapter discusses the benefits of reducing the overall height of microfluidic systems 
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applied to heterogeneous affinity assays. Keeping the microchannel width constant 

preserves the overall area of the capture spot and is beneficial for signal detection 

purposes. By reducing the height of a microchannel connecting two open reservoirs, the 

average fluid velocity over the capture spot can be significantly increased and the time 

for hybridization is reduced. Furthermore, we discuss possible alleviation methods to the 

effects of multiple capture spots for these systems. 

5.2 Description of the System under Consideration 

The micromosaic method for performing heterogeneous immunoassays is shown in 

Fig. 5.1, and details can be also be found in the literature. Briefly, a network of open , 

faced microchannels molded in PDMS is reversibly sealed to a substrate of interest to 

create a uFN. After sealing, an aqueous solution containing the capture probes is 

delivered through the microchannels using either passive flow mechanisms, or most 

commonly via syringe pumps. Capture probes flow through the uFN and bind to the 

substrate through passive adsorption, affinity interactions (e.g. biotin/avidin), or covalent 

bonds.16 The uFN is then peeled away, after which the substrate is rinsed with a buffer 

and immersed in a passivating solution to prevent non-specific adsorption, such as an 

aqueous solution containing bovine serum albumin (BSA). These initial steps create 

precise spatial regions on the substrate surface where the capture agent is immobilized in 

patterns mirroring the design of the uFN. A second uFN is then sealed to the substrate 

(reversibly or irreversibly) such that microchannels of interest intersect the initial 

immobilized patterns. Aqueous solution containing the analyte of interest is placed in an 

inlet reservoir and passive flow drives fluid at a steady state through the uFN and over 

the immobilized capture spot regions. If passivation of the uFN is accomplished in the 

correct fashion, analyte will be free to bind to the capture bodies immobilized to the 

microchannel floor and will not interact with the remaining surfaces. Therefore, this 

system is reduced to that of laminar flow in a duct with a reactive boundary condition of 
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axial length ls on the channel floor. Assuming the reaction kinetics favor the formation of 

the hybridized complex, the initial stages of the assay are similar to a modified Graetz 

problem such that the concentration of the analyte immediate to the capture spot 

approaches zero. 

5.3 Model 

The theoretical model used in this chapter describes the binding of an analyte to an 

capture body which has been immobilized to a specific region located on the floor of a 

microchannel under laminar flow, similar to the situation displayed in figure 1. The 

model is based on the direct binding of analyte to capture body and requires the following 

necessary, yet justifiable assumptions: (i) fluid flow occurring in the microchannel is in 

the laminar regime and body forces are negligible, (ii) the system is isothermal. (Hi) the 

bound capture body surface coverage is homogeneous and all binding sites possess equal 

affinity constants, (iv) a single capture body is capable of reversibly binding no more than 

one analyte, and that interaction can be accounted for with a standard ligand-receptor 

model. 

For steady-state, laminar, incompressible flow with constant fluid density, the 

velocity vector field v = v(x, y, z) is represented by the Stokes equation, 

-V/? + //V2v = 0, (5.1) 

along with the equation of continuity, 

V-v = 0. (5.2) 

where p and /J are the pressure and viscosity of the fluid, respectively. The solution to 

Eqns. (5.1) and (5.2) for viscous flow confined to a duct of width w and height h can be 

found in the following series solution, 
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Vy 

(l-(z//z)2)+4j(-l)"+lM;3sech(M„ w/h)cosh(Mn x/h)cos{Mn z/h) 
n=0 

(5.3) 

\v>7 4/3 - {Sh/wJ^M;5 tanh{Mn w/h) 

where Mn= {in + \)K/2 . The concentration of an analyte in the bulk solution 

CA = CA(x, y, z,t) is described by the unsteady-state convection-diffusion equation, 

7\C 
_ A + v V Q = D V 2 C A , (5.4) 

at 

where D is the molecular diffusion coefficient of the analyte present at low 

concentrations. The binding of analyte to capture body can be described using a standard 

ligand-receptor model 

A(aq.) + B(s.)<r^AB(s.), (5.5) 
k2 

where A denotes the aqueous analyte, B the immobilized capture body, and AB the 

immobilized bound complex. Assuming elementary reaction kinetics and ignoring 

surface diffusion, the surface concentration of the bound complex can be calculated as 

r—= ^iC A ^C g 0 -C A B J-K 2 C A B , (5.6) 

where k\ is the association rate constant, Jc2 is the dissociation rate constant, CB,0 is the 

initial capture body surface concentration (or capture probe density), and 

CBo= CAB + CB . Equations (5.4) and (5.6) are coupled via the boundary condition along 

the reactive spot 

n• (CAv-DVCA) = -k{CA(CBo -CAB)+ k2CAB, (5.7) 

where n is the unit vector normal to the plane of the reactive spot. The boundary 

conditions for the remaining surfaces of interest are listed as follows. 

microchannel inlet, CA = CAo, (5.8) 

microchannel outlet, h • DVCA — 0 , (5.9) 

passivated surfaces, n • {CA\ + DVCA) = 0, (5.10) 
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where CA,0 is the concentration of analyte in the solution of interest. We define the 

fractional coverage of the bound-complex as 

B,o 

where it follows that 0 < 6AB ^ 1 • 

5.3.1 Well-Mixed Condition 

In the case that the rate of transport of analyte to the capture surface is much greater 

than the rate of analyte binding to immobilized capture bodies, or Dai « 1, we can assume 

that CA -CAothroughout the microchannel. In this well-mixed case, Eqn. (5.6) can be 

solved analytically with a solution of 

9^ = CA [l - e-{k^]< I (5.12) 

At equilibrium, the fractional coverage of the bound-complex will reach a maximum 

possible value of 

e A B , e q = - ^ — - (5.i3) 

This equilibrium coverage is the maximum surface density of the bound analyte/capture 

probe complex for a system given CU,0and a dissociation constant Kd = k2/kl . Equation 

(5.13) also applies when the concentration of analyte cannot be assumed constant. For 

these systems it is useful to know the minimum time required for an assay to reach a 

fractional coverageX@AB eq > where 0 < X- 1- Solving Eqn. (5.12) for t = teq,min and 

#AB = ^a. e , -yields 

- ln(l - x) 
t • = !i — . (5.14) 
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5.3.2 Numerical Methods 

The finite volume suite Gambit/Fluent was employed to solve Eqns. (5.1), (5.2), 

(5.4), and (5.6) along with the boundary conditions (5.7) to (5.10). The geometries 

pertaining to a two-dimensional simulation are shown in Fig. 5.2. All simulations 

involved steady-state analyte flow over 4 capture regions, where each reactive spot had 

width w, length ls, and were separated from one another by an axial distance ls. This 

specific geometry was chosen as it represents experimental work performed in the 

department of chemistry. The simulation geometry consisted of a minimum axial 

length of L = 1 mm, where the leading edge of spot 1 was situated 0.350 mm downstream 

of the inlet. The appropriate two- or three-dimensional geometries were typically 

discretized with a minimum of 40 computational nodes situated along both each reactive 

spot in the ^-direction, and 30 computational nodes situated along height of the 

microchannel in the z-direction. These discritization schemes were predetermined such 

that solutions for the velocity field and analyte concentration were independent of the 

mesh density. The solution of the velocity field obtained by fixing the fluid velocity at the 

microchannel inlet to v(x,0,z) = (vy). The steady state solution to v = \(x,y,z) was 

then obtained by successive iteration until the normalized residuals for the momentum 

and continuity equations fell below 10"5. The uniform velocity profile along the 

microchannel inlet had no effect on the downstream velocity profile, where the solution 

to v = \(x, y, z) near the reactive spot was verified by Eqn. (5.3) for a variety of 

microchannel geometries. 
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Internal outlet planes 

spotl spot2 spot3 spot4 

Reactive Boundaries 

A{aq.) + B{s.)o AB(s.) 

Figure 5.2. Simple diagram of two-dimensional simulations used in this chapter. The reactive spots 
have axial length ls, and are separated from each other by the same distance. 

After the solution to the velocity field was obtained, the unsteady state solutions for 

CA - CA (x, y, z, t) and CAB = CAB (x, y, z, t) were calculated using a dual time step 

method. For assay times of t < 20 s, a time step of At = 0.01 s was used in order to 

capture the initial hybridization rates under high mass transfer conditions. After t = 20 s, 

hybridization rates were lowered to the point that a larger time step of At = 0.5 s could be 

used. All calculations pertaining to the convection-diffusion equation used convergence 

criteria such that the normalized residuals for the species equations were below 10"7 at 

each time step. For these calculations, there was no difference solution pertaining to 

different values of At for t > 20 s as long as At < 0.5 s . 

At each computed time step several variables were exported, including the average 

fractional coverage for each reactive spot and the average analyte concentration in planes 

of constant y-position situated immediately downstream of each spot (see Fig. 5.2). This 

solution method was verified for two-dimensional solutions with the solutions of 
o 1 i n 

Zimmermann et al. and Hu et al. by comparing curves of the time required to reach 

95% equilibrium vs. the average axial fluid velocity, as seen in figure 5.3. In order to 

reduce the times required for computation, a series of simulations were implemented to 
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check if a two-dimensional simulation converged to a solution produced by the 

corresponding three-dimensional simulation. It was found that as long as the aspect ratio 

of a three-dimensional simulation was below the limit h/w < 4, there was no difference 

in curves regarding OAB as a function of time between the two simulations. Therefore all 

of the simulations in this chapter were discretized in two dimensions unless otherwise 

noted. Three-dimensional solutions were required to study the effects of helical flow on 

these assays, as noted in chapter 5.5. 
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Figure 5.3. Verification of the numerical methods used in this study. These values pertain to 
electroosmotic flow over a reactive spot in a microchannel with h = 20 um, /, = 100 um, D - 10"" m2 

s"1, ki = 105 M 1 s"1, k2 = 10'3 s"1, and CB,e= 10"7 mol m'2. 
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5.3.3 Parameter Space 

In order to gain knowledge concerning the effects of convection and microchannel 

geometries of these microfluidic heterogeneous assays, parameters chosen for this study 

reflect those from experimental studies. Unless noted otherwise, the parameters used in 

this study are listed in table 5.1. Data involving the association and dissociation rate 

constant are typical of antigen binding to an immobilized antibody and are comparable to 

experimental values found in a variety of studies. ' " Similarly, the values of the 

molecular diffusion coefficient, analyte concentration, and length of capture spot are 

typical of those seen in experimental studies at Colorado State University.33 Although 

there is a substantial amount of data involving the quantification of capture probe density 

in experimental assays based on DNA and RNA hybridization, there is little to no 

information concerning the same data pertaining to immobilized antibodies or antigens, 

regardless of the methods of immobilization. The value of CB,O = 10" mol m" is expected 

to fall within the range of a typical immunoassay. 

Parameter 

Association Rate Constant 

Dissociation Rate Constant 

Capture Probe Density 

Analyte Inlet Concentration 

Analyte Diffusion Coefficient 

Length of Capture Spot 

ki 

k2 

CB,O 

CA 

D 
Ws 

Value 

105 M"1 s"1 

10-3 s"1 

1CT7 mol m"2 

10"7M 

lO^mV 
25 urn 

Table 5.1. Parameters used in this chapter. 
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5.4 Effect of the Mass Transfer Peclet Number on Assay 

The most important parameter in these systems is the rate of convective fluid 

transport over the reactive spots, which is best described by the mass transfer Peclet 

number Pe = (vy )h D , which relates the relative rate of axial convection to non-axial 

diffusion within the microchannel, where (vy) is the average axial fluid velocity. Given a 

microchannel with a capture region described by the parameters ls, D, ky, ki, and CB,0, the 

system will exist in one of two states depending on the magnitude of (vy). For sufficiently 

low rates of (ty), the system is expected to exist in a mass transfer-limited regime, and 

times to reach equilibrium will be dictated by the geometries of the microchannel. In 

constrast, for sufficiently high rates of (vy), the system is expected to exist in a reaction-

limited regime, and times to reach equilibrium will be described by Eqn. (5.12) and have 

little dependence on the microchannel geometry. 

Figure 5.4 displays the fractional coverage of the bound antigen/antibody complex as 

a function of time for two assays in a microchannel of height h = 3 um with (vy) = 200 

um s"1 and (vy) = 1 um s"1. Using Eqn. (5.13), the equilibrium coverage is calculated to 

be&ABeij = 0.91, and the minimum time to reach 95% equilibrium is calculated to be teq,mm 

= 418 s using Eqn. (5.14). The large dependence of convective flow rate on these assays 

can be seen in Fig. 5.4, as the capture spots pertaining to the assay with a higher flow rate 

of (vy) = 200 um s" reach an equilibrium state more than an order of magnitude faster 

than the assay with (vy) = 1 um s"1. For assays constrained by time, the difference 

between the two flow rates is significant. For example, at an assay time of t - 418 s, all 

four capture spots have fractional coverages greater than OAB > 0.8 for the (vy) = 200 um 

s"1 flow rate assay. On the other hand, only spot 1 in the <vy> = 1 um s"1 flow rate assay 

has a significant amount of analyte coverage (OAB = 0.042), whereas the remaining three 

spots have captured very little analyte (OAB < 0.01). The results in Fig. 5.4 for the assay 

with (vy) =1.0 um s"1 suggest that nearly all of the analyte flowing over the first spot is 
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captured, as hybridization rates for spot 2 do not reach appreciable values until spot 1 is 

near equilibrium. This effect is highlighted in Fig. 5.5, which plots the normalized 

analyte concentration (CA/CA 0) averaged over planes of constants-position situated just 

after each reactive spot (shown in Fig. 5.2). For the (vy) = 1 urn s"1 assay, downstream 

reactive spots are subjected to analyte concentrations several orders of magnitude less 

than the upstream spot as long as the upstream spot is significantly below equilibrium. 

This effect is not seen in the assay with the higher flow rate, thus hybridization rates for 

all 4 spots in the (vy) = 200 |̂ m s" assay are similar, as seen in Fig. 5.4. The effect of 

analyte depletion on downstream capture spots is discussed in detail in section 5.4. 
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microchannel with h = 3 urn. 
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Figure 5.5. The normalized analyte concentration, averaged over planes of constant j-position 
situated immediately after each reactive spot, plotted as a function of time. This assay was simulated in 
a microchannel with h = 3 |im. 

The results shown in Figs. 5.4 and 5.5 pertain to a microfluidic channel of height h = 

3 um situated above regions of immobilized capture bodies. These figures display the 

large dependence of the average fluid velocity above the capture spot on the fractional 

coverage OAB over the duration of several assays. To determine the effects of the fluid 

velocity on these heterogeneous affinity assays, a series of simulations similar to those 

shown in Figs. 5.4 and 5.5 were performed with the parameters listed in table 5.1 and 

varying fluid velocities ranging from 1-3500 um s"1 and microchannel heights ranging 

from 2-20 urn. For each simulation, curves of 6AB VS. / were used to calculate teq, the time 

for the assay to reach 95% of the equilibrium value determined by Eqn. (5.13). Figure 5.6 

plots teq vs. <Vy) for spot 1 and 4 and a variety of microchannel heights. 
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Figure 5.6. The time required to reach 95% equilibrium (teq) vs. the average fluid velocity for (A) 
spot 1 and (6) spot 4 (shown in Fig. 5.2). The simulation parameters are shown in table 5.1. The 
dashed line indicates teqjnin. These simulations pertain to individual microchannel heights of h = 2, 3, 4, 
5, 7.5, 10, 12.5, 15, 17.5, and 20 urn. 
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5.5 Effect of MicroChannel Geometry on Assay 

From the results shown in Fig. 5.6, it is clear that high fluid velocities are desirable in 

these heterogeneous affinity assays. In chapter 4, a method of passively creating steady 

state flows in microchannels is discussed, where the average fluid velocity can be 

accurately controlled by modification of the microchannel geometry. Specifically, the 

average fluid velocity can be increased dramatically by simply reducing the cross-

sectional area of the microchannel. Prior to this study, the effects of the microchannel 

height on the assay performance were unknown, as all previous literature on the subject 

was constrained to microchannels of constant height. ' ' Figure 5.6 displays the 

dependence of the microchannel height on these assays for the parameters listed in table 

5.1. As expected, larger microchannels possess lower values of teq in the diffusion-

controlled regime, as the overall cross-sectional area for diffusive flux is increased. The 

dependence of teq on the microchannel height in this regime is drastic; for example, at a 

flow rate corresponding to (V3,) = 1 urn s" , the times required to reach 95% equilibrium 

are teq = 1.3 h and teq = 10.5 h for the h = 20 um and h = 2 urn, respectively. 

This dependence of teq on h is minimized as h becomes much larger than the size of 

the analyte concentration boundary layer at the downstream edge of each spot at a given 

value of (vy). Interestingly, in the reaction-controlled regime this dependence is reversed 

as microchannels with smaller h have lower values of teq, albeit to a lesser degree when 

compared to the diffusion-controlled regime. For example, at a very high flow rate 

corresponding to (vy) = 1000 mm s"1, the times required to reach 95% equilibrium are teq 

= 620 s and teq = 490 s for the h = 20 (am and h = 2 um, respectively. 

In these systems it is useful to know the overall efficiency of the capture spot to bind 

analyte from solution given specific assay conditions. We can calculate this efficiency by 

performing a mass balance on the analyte flowing past a single spot. We define the 

analyte utilization £as the ratio between the amount of analyte captured and the amount 

of analyte flowing past each reactive spot 
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Equation (5.15) is calculated by integrating the curves of CA = Q ( 0 shown in Fig. 5.4 

with respect to time until hybridization equilibrium is achieved. Using this definition, an 

assay that captures 100% of the available analyte would have a value of £= 1, whereas an 

assay that captures no analyte would have a value of £= 0. Figure 5.7 displays the 

analyte utilization as a function of (vy) for the same assays shown in Fig. 5.6. As 

expected, ^increases as (vy) decreases due to the rates of convection approaching the 

rates of diffusion for analyte transport. In this case analyte within the entire cross-section 

of the microchannel is available to interact with the capture spots. Additionally, Fig. 5.7 

displays the dependence of the analyte utilization on the microchannel geometry, where £ 

increases as h decreases. This dependence is primarily due to the smaller distances 

required for diffusion of analyte to the capture spot as the microchannel height is 

reduced. High values of analyte utilization are very important to these assays when both 

sample volumes are limited and analyte concentrations are low. In this limiting case 

assays should be run at lower flow rates with small microchannels. For assays with 

varying inlet concentrations, we expect £ °c ln(C4 0) per the results of Zimmermann et 

al.3i 
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Figure 5.7. The analyte utilization (<£) calculated as a function of the average fluid velocity for (A) 
spot 1 and (S) spot 4. The simulation parameters are shown in table 5.1. These simulations pertain to 
individual microchannel heights of h = 2, 3,4, 10, 12.5, 15, 17.5, and 20 um. 
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5.6 Effect of Helical Flow on Assay 

Figures 5.5 and 5.6 highlight the problems associated with multiple sensing regions 

situated downstream from one another. As mentioned before, the creation of an analyte 

concentration boundary layer by the first reactive spot serves to deplete the overall 

concentration of analyte that the downstream spots are able to interact with. An example 

of an analyte concentration boundary layer typical of these systems with multiple reactive 

spots can be seen in Fig. 5.8. Figure 5.8A displays two-dimensional analyte concentration 

contours for a system with 4 reactive spots in a microchannel with h = 30 urn, (vy) - 200 

um s" , and the parameters listed in table 5.1. A progressive reduction in the analyte 

concentration gradients can be seen after each reactive spot, resulting in reduced 

magnitudes of analyte flux towards the downstream reactive spots. Therefore each 

downstream capture spot requires a longer time to reach hybridization equilibrium and 

furthermore, fractional coverages for each capture spot in time-restricted assays will be 

non-uniform. Figure 5.85 displays an experimental example of signal variance in time-

restricted heterogeneous assays. This example, taken with permission from Murphy et 

al., pertains to a multi-analyte heterogeneous micromosaic competitive immunoassay 

performed in a manner similar to that shown in Fig. 5.1. The 2nd dimension of this assay 

was performed with a series of parallel microchannels situated vertically with respect to 

the experimental image, where the flow direction was from top to bottom. Artifacts 

resulting from the induced analyte depletion layer can be seen in several of the 

micromosaic capture regions in the lower right. For illustration purposes, an assay 

performed in a single microchannel is compared to a three-dimensional simulation of a 

time-restricted assay with h = 30 urn, (vy) = 200 um s"1, and CA,0= 10"9M at an assay time 

of t = 300 s. Although the parameters pertaining to the assays performed by Murphy et al. 

are certainly different than those used in the simulation, there is a high degree in 

similarity regarding the qualitative comparison of the fractional coverage contours for the 

experimental vs. simulation cases. 
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Second-Dimension Pattern 

RTC-mAbT4 FITC-CRP FITC-pAb 3NT 

Figure 5.9. (A) Two-dimensional contours for the normalized analyte concentration (CA/CAo) for 
an assay in a microchannel with h = 30 urn. (B) Experimental fluorescence image of a multi-analyte 
mosaic competitive immunoassay performed by Murphy et al.33 The flow in the 2nd dimension is from 
top to bottom. Larger fluorescence intensities correspond to a higher fractional coverage of the bound 
antigen/antibody complex. There are several instances of the effects of an analyte depletion layer, of 
which one is highlighted to the right. The simulation pertained to an assay in a three-dimensional 
microchannel with h = 30 um andCAo= 10"9M. Both fi gures used the parameters shown in table 5.1. 
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Although there has been a great deal of focus on the creation of different mixing 

strategies for microfluidic devices, there has been very little integration microfluidic 

mixing strategies applied to lab-on-a-chip systems other than the mixing of two fluid 

streams.3 "41 Several groups have investigated the use of oblique grooves situated on the 

top of a microchannel for use in heterogeneous microfluidic immunoassays. Pressure 

driven flow over the grooves induces helical flow within the microchannel in a manner 

such as to replenish analyte delivery to a reactive surface on the microchannel floor.42"44 

In another study, researchers used a microfluidic serpentine channel (capable of 

producing Lagrangian chaotic flow) situated on top of a reactive surface in order to 

improve analyte flux.45 The inclusion of microfluidic mixing with these immunoassay 

devices improved the output signal for a variety of assay condtions; however, each study 

was conducted over a continuous reactive surface with ls /h » 1 in microchannels with 

aspect ratios h/w ~ 0.5; therefore, it is unknown if these mixing devices would benefit 

assays pertinent to this study. 

By placing these immunoassays in microfluidic channels imbedded with slanted 

grooves we hope to improve the response of the multi-spot time-restricted assays detailed 

above. The details of the creation and optimization of helical flow with slanted grooves 

can be found in chapter 2. Optimizing the geometry of the grooves for a microchannel 

situated above several reactive zones might create helical flow with a magnitude such 

that downstream capture spots are presented with a higher analyte concentration. Figure 

2.8 highlights the efficiency of optimized grooves to induce high magnitudes of helical 

flow. To test the possible efficiency of such a device, three-dimensional flow of helical 

flow over reactive spots were simulated with a variety of groove designs and flow rates. 

Figure 5.10 displays the fractional coverage of an assay simulated under three-

dimensional helical flow with the parameters listed in table 5.1, (vy) = 200 um s"1, and an 

assay time of t = 300 s. The microchannel had optimized groove geometries of 

b/w = 0.15, a/w = 0.6, d/h = 1, and h/w = 0.271 with a channel width of w = 74 um 
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and reactive spot length ls = 40 [im. From figure 5.10 it can be seen that the overall 

fractional coverage 6AB has a different pattern with respect to the contours shown in Fig. 

5.9, where the highest coverage follows the shape of the fluid streamlines in the mixer. 

Although these patterns are qualitatively different, there remain artifacts from the analyte 

depletion layers existing on the downstream capture spots. Even though the groove depth 

ratio is very large (with respect to the geometries studied in chapter 2), the relatively high 

magnitude of helical flow has little effect on the overall hybridization rates for the 

downstream spots. The simulation shown in figure 5.10 displayed values of #AB(0 that 

varied by less than 5% from the corresponding two-dimensional simulation (h = 20 (am, ls 

= 40 jam) for the entire range of average fluid velocities studied (15 simulations, 1 < (vy) 

< 3500 um s" ). This lack of assay improvement was also seen in all groove geometries (4 

simulations) and groove styles (e.g. slanted, herringbone, v-shaped) simulated in this 

study. For these systems, the most important parameter to reduce variability between the 

fractional coverages of different capture spots is the average fluid velocity through a 

system. The next section details the design of microchannels using the passive pumping 

methods discussed in chapter 4 to increase <vy> such that this capture spot variance is 

minimized. 
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Fractional coverage 
of reactive spots 

Figure 5.10. Assay simulated under three-dimensional flow. Note the shift in overall fractional 
coverage with respect to Fig. 5.9. 
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5.7 Affinity Assay Using a Passive Pumping Method 

Figures 5.5 and 5.6 highlight the effects of the convective flow rates and 

microchannel geometries on heterogeneous affinity assays. The assays shown in these 

figures carried the assumption that individual assays can be performed at a flow rate 

independent of the microchannel geometry. This independence is true for systems using 

active means of fluid pumping, such as a syringe pump; however, for passive pumping 

systems the flow rate in a given system is a function of the microchannel geometry. 

Chapter 4 details a passive pumping mechanism that uses the coupled effects of capillary 

forces and evaporation effects to pump fluids through microchannels at controlled rates. 

In these systems the flow rate is a function of the microchannel geometry, as seen in Fig. 

4.19. Therefore, it will be useful to couple the computational methods of chapter 4 to 

those shown in this chapter to predict the behavior of time-restricted assays occuring in 

microchannels of varying height. 

To predict an assay response to changes in microchannel height, we utilize the 

methods detailed in chapter 4 to predict the volumetric flow rate as a function of 

microchannel geometry for a microchannel with w = 50 urn and length L = 4 cm 

connected to an outlet reservoir with lower diameter D{ = 1.4 mm, upper diameter D% = 

0.9 mm, and height H = 1.4 mm. These dimensions are typical of those used in 

experiment.33 For an assay conducted at a temperature of T = 25 °C and relative humidity 

of 25%, the predicted steady state fluid velocities are shown as a function of the 

microchannel height within the inset of Figure 5.11. It can be seen that there a significant 

increase in (ty) as h decreases, where for example (vy) increases from 150 um s"1 to 960 

um s"1 as the channel height is reduced from 20 um to 2 um. Using these values, the 

response of the assay can be predicted as a function of channel height. Figure 5.11 

displays the predicted fractional coverage vs. the microchannel height for time-restricted 

assays of / = 300 s. For both reactive spots 1 and 4, there is a clear increase in fractional 

coverage as the channel height is reduced. More importantly, the difference in fractional 
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coverage between the spots is reduced substantially with smaller microchannels; for 

example, with a h = 20 urn channel there is a 17% decrease in fractional coverage from 

spot 1 to spot 4 (0.735 to 0.606), whereas for the /z = 2 um channel there is only a 3% 

difference (0.854 to 0.828). Futhermore, microchannels with smaller h provide reductions 

in the overall sample consumption. For the results in Fig. 5.11, the h = 20 um assay 

possessed a volumetric flow rate of Q/= 0.13 uL min"', whereas the h = 2 urn possessed a 

volumetric flow rate of only g/= 0.08 uL min"1. 

5 10 15 

Channel Height (|lm) 

Figure 5.11. Computed fractional spot coverage (6AB) vs. microchannel height (h) for a 5 minute 
assay performed in a microchannel with w = 50 um, L = 4 cm, connected to an outlet reservoir with 
height H = 2.0 mm, lower diameter D{ = 0.9 mm, and upper diameter D2 = 1.4 mm. The assay would 
be conducted at temperature T= 25 °C and 25% relative humidity. Inset. The average fluid velocity in 
this microchannel is calculated as a function of a microchannel height. 
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5.8 Conclusions 

The results displayed in Figs. 5.6, 5.7, and 5.11 highlight the benefits of using 

microchannels with reduced characteristic dimensions for use in heterogeneous affinity 

assays. These benefits include (/) increased signal for time-restricted assays, (ii) reduced 

times required for hybridization equilibrium, (z'v) reduced signal variance between 

multiple capture regions, and (iv) reduced sample consumption. In these systems, the 

introduction of passive non-axial flows through grooved microchannels provides only 

small assay enhancements, and should not be considered in experimental studies. We 

have shown that the most effective method to enhance analyte flux to the immobilized 

capture spots is through increasing (vy) to the highest levels allowed by experiment. 

In the passive pumping methods described in chapter 4, the average fluid velocity can 

be significantly increased through reducing the overall dimensions of the microchannel 

situated over the capture regions. When this pumping method is applied to these assays, 

the assay is significantly enhanced when the overall size of the channel is reduced, as 

seen in Fig. 5.11. This strategy can be used to alleviate the signal differences for multiple 

capture spots seen in experimental systems. When performing these assays with 

microchannels of very small h, experimental protocols must be examined to account for 

several potential sources of error. 

When performing time-restricted assays, care must be taken that all microchannels 

are under convective conditions for the same amount of time. This becomes apparent 

when examining Fig. 5.4. Assays performed in the reaction-controlled regime collect 

material according to Eqn. (5.12). In the preliminary stages of an assay, the fractional 

coverage will exist in the range of 0AB < 0.5 and the hybridization rates will be 

substantially higher than those seen later in the assay. In this situation the fractional 

coverage for each spot is very sensitive to the assay time. Experimentally, these assays 

are generally performed with more than 8 microchannels with separate inlet reservoirs 

(2n dimension flow). The assay is initialized by the introduction of the analyte solution 
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to each reservoir via pipette and finalized by peeling off the uFN and quickly rinsing with 

buffer. Using these methods, it is common for the outer microchannels to vary in assay 

time by more than 30 s. For an assay in a microchannel with h = 10 um, (vy) = 200 um s" 

', and the parameters shown in table 5.1, the fractional coverage of spot 1 for t = 120 s 

and t = 150 s is 6AB = 0.36 and 0AB = 0.43, a 19% difference. 

When performing these assays with microchannels of h < 5 um, extra care must be 

taken as to avoid the introduction of particulate matter into the channel. In the best case 

scenario, the particulate matter will increase the overall viscous resistance ^f of the 

microchannel resulting in flows with significantly lower values of (vy). In the worst case 

scenario, particulate matter can eliminate convective flow in the microchannel, resulting 

in a static immunoassay and a significant reduction in hybridization rates. 

5.9 Future work 

5.9.1 Identification of the Important Dimensionless Products 

Previous work. Figure 5.6 highlights the behavior of these heterogeneous assays 

under different operating conditions. For these assays there is a critical linear velocity vc 

where the system undergoes a transition from a diffusion-limited to a reaction-limited 

regime. At flow rates of (vy) » vc, the system responds as if it were well mixed and times 

to reach equilibrium tend towards teqMin. At flow rates of (vy) « vc, the system becomes 

reliant on one-dimensional diffusion along the channel axis and teq increases by more 

than an order of magnitude from teq,min- In this situation «Vy) —> 0), the times required for 

equilibrium will asymptote towards a maximum value dictated by D, ls, h, and CA,O, 

where for all of the cases shown in Fig. 5.6, teq is in excess of 20 hours. These extended 

assay times present several difficulties concerning the computational methods used here, 

and it was decided to focus on flow rates pertaining to {vy)> 1 um s"1. This restriction of 

parameter space is justified due to the difficulties present in obtaining a static flow field 
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for microfluidic systems composed of PDMS, as evaporative and permeation effects will 

induce fluid velocities in excess of 1 um s"1 for the channel dimensions studied here.46 

A first order estimate for vc can be found via dimensional analysis of the system. 

There are 7 important independent variables associated with a two-dimensional 

heterogeneous assay, listed here as (vy), k\, D, CA,0, CB,O, h, and ls. Note that we have 

disregarded the dissociation reaction constant k% as being unimportant, as we are only 

interested in the forward step of the ligand-receptor model. Using the Buckingham n-

theorem, there will be four independent dimensionless products that describe the 

relationships between these variables. The first two dimensionless numbers can be 

obtained from non-dimensionalizing Eqns. (5.4) and (5.7) by using the following non-

dimensional parameters 

t = ^ , V = W , V2 = /z2V2, v = 7 ^ , CA =-£*_, CB = - ^ , CAB =£*-. (5.16) 
" (Vy) CA,o CB,O CB,O 

Substitution of these parameters into Eqn. (5.4) yields 

Pe„ 
v dt J 

V2C\, (5.17) 

where Pem = (vy)h/D is the mass-transfer Peclet number. Similarly, substitution of the 

parameters in Eqn. (5.16) into Eqn. (5.7) yields 

V CA = Da, CA CB - Da2 CAB, (5.18) 

where Dax =kxhCho/D and Da2 = k2CBoh/DCAo are the two Damkohler numbers 

related to these assays. As mentioned above, we choose Da\ to be the important 

dimensionless product. Here we have chosen h, rather than ls, as the important 

characteristic length scale pertinent to these systems. A third dimensionless product 

a - ls /h can be chosen as the ratio of these two length scales. For the forth dimensionless 
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product, we choose f3 = CA 0h/CB 0. Provided that the correct choices were made 

concerning these important dimensionless products, two systems with different 

dimensional variables will exhibit similar behavior if they possess the same values of 

Pem, Da\, a, and /?. Unfortunately, this is not the case for the four dimensionless products 

we have chosen here. Figure 5.12 displays the dimensionless equilibrium binding time 

t = Dteq h2 as a function of the mass-transfer Peclet number (for spots 1-4) for systems 

with Da\ = 20, a= 1, and /?= 0.02. In this case we choose a dimensionless time of 

t -h2 /D. Although both simulations exhibit the same qualitative behavior, there is a 

clear difference in F for the two simulations. This difference in behavior also exists 

when the equilibrium binding time is non-dimensionalized such that I = t(v ) h . 

1 0 1 ' • — • — • — • — 

10° 101 102 103 104 

Mass-Transfer Peclet number Pem 

Figure 5.12. Non-dimensional behavior of the heterogeneous affinity assays in these systems. Both 
simulations pertain to Dai — 20, a— 1, and /? =0.02. 
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Future work. After the completion of the work shown above, a similar study by 

Squires et al. addressed the non-dimensional behavior of the same heterogeneous affinity 

assays.47 Although this study was fairly restricted in its computational nature, they 

provide a concise effort towards defining the important dimensionless products of these 

systems. The authors demonstrate that for conditions pertaining to Pem » a, a system will 

exist in the reaction-controlled regime. By using an analysis similar to the classic 

Leveque problem, they also show that the system is well represented by a 2nd mass-

transfer Peclet number Pes, where for conditions such that Pes = 6a2Pem » 1 the analyte 

concentration boundary layer thickness 8will exist such that S«h,a condition that 

ensures the system will exist in a reaction-controlled regime. The authors also provide a 

Damkohler number Da3 = k{CB a/DF, where F is the dimensionless flux function 

F = F(Pes). A functional form of F is given for only a limited number of operational 

regimes. 

The computational methods within this chapter can be used to find functional 

relationships of F vs. Pes for the remaining 2 operating regimes noted by Squires et al. 

Futhermore, these computational methods can prove valuable in identification of the 

boundaries between operational regimes, easily identified with a phase diagram plotting 

a vs. Pem. A complete set of dimensionless products with the ability to properly describe 

the time-dependent characteristics of these assays has yet to be found. This might be 

possible, however; given enough time utilizing a large scale computational effort 

combined with the results of Squires et al. 

5.9.2 Effect of Viscous Shear on the Assay 

In section 5.7 we discuss the benefits of reducing the overall height of a microchannel 

used for these heterogeneous immunoassays. For a channel with dimensions such that 

h/w « 1, the sheaf rate at the capture spot surface is Y = 6(v>. ) / h . For systems using the 

passive pumping mechanism detailed in chapter 4, a reduction in microchannel height 
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creates a significant increase in (vy), displayed in the inset to Fig. 5.11. From the results 

of chapter 4, microchannels with dimensions h = 5 um, w = 20 urn, and length L = 20 

mm connected to large outlet reservoirs can produce fluid velocities of (vy) > 8 mm s"1. In 

these systems the shear rate above the capture spot can exceed 10,000 s"1, which is much 

larger than all experimental heterogeneous immunoassays surveyed in the literature. To 

our knowledge, the effects of high shear rates on the kinetics of a heterogeneous 

immunoassay on a planar substrate are unknown. As the overall size of immobilized 

bound complex increases, it is possible the forces induced by the viscous shear can 

exceed the forces involved in an affinity reaction. Therefore performing assays within 

small microchannels might limit the equilibrium coverage given in Eqn. (5.13). 

The passive pumping mechanism detailed in chapter 4 provides a large scale 

approach to the creation of parallel microchannels with varying shear rates. These 

pumping methods combined with the experimental methods of Murphy et al. might prove 

valuable in the determination of the effects of viscous shear on heterogeneous 

immunoassays. With an appropriate uFN design, experimental immunoassays with shear 

rates ranging several orders of magnitudes could be studied in a single experiment. 
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