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ABSTRACT

MOVEMENT PATTERNS AND HABITAT USE OF FEMALE MOOSE ON

JOINT BASE ELMENDORF-RICHARDSON, AK

Joint Base Elmendorf-Richardson (JBER), which is a combined United BtatgsAir Force installation,
and neighboring Anchorage, Alaska, support a population of ndoegalces (Linnaeus, 1758) that inhabit a
fragmented landscape of habitat types interspersed with human developmanseBaevelopment plans in support
of the military mission may have significant impacts on moose maveim¢he area, JBER and Alaska Department
of Fish and Game (ADF&G) biologists began a study of moose habitandgdeehavior on JBER. In order to help
identify behaviors in wild radio-collared moose captured on JBERested Telonics tri-axial accelerometers for
accuracy in the detection of activity and the identification of behavigeglin-collared moose. Direct observations
of three captive animals fitted with radio collars containing accelerometers allewedalibrate activity readings
to observed behaviors. We developed four datasets in order to testmkettings from this type of accelerometer
could identify specific behaviors (browsing, grazing, walkistgnding, lying), behavior categories (feeding,
traveling, resting), or simply when moose were active or inactive. Muttipbshold criteria were tested in order to
maximize correlation to observed behaviors. The highest overall accuracy weagdahhen using threshold
criteria to characterize behaviors as active (92.29%rag0ur inactive (90.64% accuracy). A Fisher’s Exact Test
indicated that there was no significant difference between observed behaditesacorrectly classified using
threshold criteria for either active (p = .9728) or inactive (p = .988haviors, indicating that our threshold criteria
is correctly classifying these behaviors. In the next phase ottiag, sve collected 244,957 GPS locations frb8n
female moose captured on JBER and fitted with GPS collars equipped wétdntleemodel tri-axial accelerometer
used in the captive trialdata from the accelerometers were used to characterize moose behavior as active or
inactive. GPS locations, along with behavior patterns and movement chatmstewere used to rank JBER habitat
types. Turnig angle and speed were calculated between successive locations for each animal across the animal’s
home range. Values were pooled for all animals and used to assessemiosieanacteristics by season and habitat
type. The highest velocity recorded for a 60 minute period wasi5(5.40 kph), and 99.50% of all steps had

velocities < 0.26 m/s (0.94 kph). Turning angle groups did notaragng either habitat types (p = 1.00) or seasons



(p =0.99). A new, intuitive home range estimation methodabya Potential Path Area (dynPPA), was used to
incorporate behavioral states into the delineation of animal home ranges. VéatddlidynPPA home ranges by
season for each moose, and used this technique in combination wihh adex (which measures utilization in
relation to availability) to determine habitat preference. Seasonal dynPPA homeizaagevesraged 15.28 Krim
summer (SD = 6.43) and 23.25 kin winter (SD = 7.97). Habitat types most often used by moose oR JBE
included mixed deciduous/conifer (38.23% of summer locations af8%0of winter locations occurred within this
habitat type), shrublands (15.04% of summer locations and 28.5®#tef locations), and deciduous forest
(21.89% of summer locations and 19.08% of winter locations). Whileichdivmoose differed in habitat selection
(F =173 df =17, p <0.01), the most preferred habitat (according to Jauddse) on JBER in relation to its

availability within the home range was shrublands.
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Chapter 1Introduction

1.1 Why Study M ovements and Habitat Use of Moosein Fragmented L andscapes?

Urban mooseAlces alces) must survive and reproduce in fragmented landscapes with imany 6f
disturbance. Human development such as the construction of roads, saineittings, and paved areas has the
negative effect of removing and fragmenting patches of habitati@iaetr al. 2008, Olsson et al. 2008). However,
the clearing of land for development may also inadvertently makeghigity nutrition (in the form of shrublands)
available along edges of roadways, power lines, railroads, and around bu{ldemst al. 2010, Weixelman et al.
1998). This can attract moose into urban areas, leading to increafledcaith humans. It is of utmost
importance to understand how moose populations in these condiflbrespond to changes in habitat.

Urban communities which contain large numbers of moose must finsl tevaeal with vehicle collisions,
aggressive encounters, and damage to ornamental plants, vegetable gadiéng,trees (Child et al. 1991,
Coltrane and Battle 2014, Dussault et al. 2007, Garrett and Conway 19989anHativities can also affect moose
behavior and movements, particularly if humans frequently approaoke on foot, skis, motorized vehicles, or
aircraft (Andersen et al. 1996, Neumann et al. 2009, Stgen et al. 2010).

The National Environmental Policy Act of 1969 (NEPA) requires federal agenaiessaler potential
environmental impacts before undertaking major construction projeots.Richardson Army Post and ElImendorf
Air Force Base (EAFB) are US miilitary installations located within the Municipaignahorage in Southcentral
Alaska that combined in 2010 to create Joint Base Elmendorf-RichgiBBR). The two parts of the installation
are now referred to as JBER-Richardson and JBER-Elmendorf. Developlarenin support of the JBER military
mission are likely to have significant impacts on wildlife movement th e Eagle River and Ship Creek
drainages. These military lands comprise an important large-scale corriggidfde movement, already severely
restricted by development outside the borders

Approximately 11,600 people live on JBER (Military Installations 2018) 200,549 people (U.S. Census
Bureau 2010) live in neighboring Anchorage Alaska. The moosdatapuin the Anchorage area has increased
over the past 70 years (Coltrane and Battle 2014) even though the hojpodatipn has increased exponentially
from 3,495 people (U.S. Census Bureau 1940) to over 300eij)epduring the same period. Moose are valuable

to the community for both hunting and wildlife viewing opportunitiesy@ver, moose also represent a substantial



cost to the community in terms of vehicle collisions, bodily injurgperty damage, and disruption of military
operations (Northern Economics 2006). Moose often wander ontormggs and runways, causing disruption of
military training.

In 2004, US Army Garrison Alaska (USAG-Alaska) completed an Environmentasgxasat (EA) for fencing
sections of the Fort Richardson boundary and housing area intordieter both vehicle and pedestrian trespassers
and allow soldiers to train safely and efficiently. The effect of¢éheifig on moose movements figured
prominently in the assessment. The fence project was the sulgegteat deal of commentary by the public and
various state and federal agencies, much of which involved concerns abotg effthe proposed fence on wildlife
passage. Ultimately, chain link fence (with some one-way moose gae®rected around the cantonment
(housing) area and a pipe rail fence was built along sections of the Fatd®ich boundary. Mitigation identified
in the EA required USAG-Alaska to monitor the effects of the fence laifei Any barrier that impedes seasonal
movement of wildlife has the potential to impact populations (Department of the Z06#). As more habitat is
developed on JBER there may be a profound effect on moose nuanbersovement patterns.

There are a variety of factors that may affect how moose utilize the landsedipaing distribution of food
items, bedding cover, water, snow depth, presence of predatohssting/ (as it relates to available nutrition and
cover) and human activity (Peek 1997). Available literature contains conflietiugfs regarding the response of
moose to habitat characteristics. High browse density has been correlditedtb increased activity (Vivas and
Saether 1987) and with decreased activity (Dussault et al. 2005). Lewsebdensity has been correlated both with
increased travel distance (Risenhoover 1987) and with decreased istarsdel (Saether and Andersen 1990). High
density moose populations are typically associated with post-fire habli@ts (et al 2005, Davis and Franzmann
1979, Wolff 1978), but can also occur in locations where fire isdpfent (Peek 1997). Osko et al. (2004) found
that moose preferences can vary among moose populations in diffiezas due to relative abundance of available
habitat. This suggests that it is important to measure habitat preferences af ppecifations in order to make
management decisions.

1.2 Remote sensing of activity level

Measuring behavior and activity level is vital to gaining a more complete tad@irsy of how animals are

utilizing habitat. However, direct observation of free-ranging animals oxagrpgeriods of time and large

geographic areas is usually impossible. As radio collar technologybgiessed from simple Very High Frequency



(VHF) signals into the use of collars that provide Global Positioning SY&&8) locations, an ever greater
understanding of animal movement and activity is now possible. tézhnology that continues to advance is the
use of various types of motion sensors mounted in radio collars tamea animal’s activity level, and in some
cases even differentiate one behavior from another. This is provétiagrchers with a tool to remotely collect
data on animal activity and behavior along with location data received fr@rca@Rrs.

Over the years, researchers have used a wide variety of motion sersttemfi to remotely classify behaviors
in both wild and domestic ungulate species in free-ranging situationsex&mple, Moen et al. (1996) used a dual
axis sensor on moosd3oth Adrados et al. (2003) and Léttker et al. (2009) used dual axisrsensred deer
(Cervus elaphus). Naylor and Kie (2004) used omnidirectional accelerometers on Rocky MoetkdCervus
elaphus). Coulombe et al. (2006) predicted white-tailed d@slotoileus virginianus) behaviors with VHF variable
pulse sensors and GPS dual axis sensors. Blomberg (2011)i+ssédl taccelerometers to monitor grazing behavior
in cattle Bostaurus). In any study involving the use of activity sensors to mesalsahavior, it is necessary to first
correlate data from the specific type of sensor used with observadidetor the species involved, as variations in
motion and activity levels among species and individuals will affect remdiDgta from trials on captive anirsal
allow researchers to remotely classify behavioral states in wild radio-collared aequigdped with the same
accelerometers.

1.3 Home Range, Movement Characteristics, and Habitat Use

One of the most basic requirements in the study of animals is an undiegtainigdow the animal interacts with
its environment. It can be assumed that animal habitat use is not randoraléand Auttilla 2010). All animals
prefer certain habitats to others (Samuel et al. 1985, Harris et al. 199€)eahlysis of particular movement
characteristics (e.g., turning angle, velocity) may yield insight into the$erencesMoose movement
characteristics and home range size can vary widely between seasorer{idarid1997), and animals may vary
the distance and direction (e.g., turning angles) of their movementsdrasadying temporal and spatial
availability of resources (McClintic et al 2014, Getz and Saltz 2008). For instaraaesGat al. (2007) defined areas
where brown bears exhibited high amounts of very directional, asment as highly functional travel corridors.
Additionally, landscape features of fragmented urban environrflikethose found on JBER) can affect animal
movement. For example, Dussault et al. (2007) found that moosemeoeates crossing a highway were an

average of three times faster than steps preceding or following a grossin



The analysis of home range is another method by which one can aaivérgiroved understanding of an
animal’s interaction with its environment. Home range is an attempt to describe the spatial boundaries of an
animal’s movements. One early definition of home range was proposed by Burt (1943): “...that area normally
traversed by the individual in its noal activities of food gathering, mating, and caring for young.” Mitchell and
Powell (2004) stated that home ranges of animals are associated with the spalialidistf limiting resources on
the landscape. Home ranges have been used to study habitat selectiachéhelbial., 1993; Rhodes et al., 2005),
territorial overlap (Fieberg and Kochanny, 2005; Kjaer et al., 2008), impRessious factors on space use
(Smulders, 2006; Lynch et al., 2008), and the vulnerability of specegitwtion (Waldron, et al., 2006).

Many methods have been devised to estimate home ranges, all ohatéchktrengths and weaknesses. Two
of the most common techniques are minimum convex polygon (MCP)esndl kdensity estimation (KDE). MCP
is still widely used in wildlife research because of its comparability to pasest{iilsen et al., 2008), and possibly
because of the ease of implementation in common Geographic Infor@gstam (GIS) programs (Long and
Nelson, 2012). However, this technique has often been criticized becagesel drawbacks, including a high
sensitivity to sample size and outliers, and convex assumption (Whi@aaratt, 1990; Laver and Kelly, 2008;
Nilsen et al., 2008). While KDE is generally considered more representatineugifnal’s true home range than
MCP (Borger et al., 2006), its use is also sometimes debated, pribeséy on difficulty in selecting appropriate
bandwidth values (Gitzen and Millspaugh, 2003). KDE home ranges cdreatsizleading when used for animal
occupying a fragmented distribution of habitat patches (Mitchell and Powell,.2008)

Most existing home range techniques do not take temporal characteristics into aBagantial Path Area
(PPA) (Long and Nelson 2012) is a new method for delineathan@e range using concepts from time geography
(Hégerstrand 1970). PPA uses an animal’s beginning and ending locations, the time elapsed between these two
locations, and the animal’s presumed maximum velocity to calculate the area the animal could feasibly have been in
during that time. This results in an ellipse drawn around thetivds. The series of ellipses for an entire dataset
comprise a PPA home range. Since the technique was first developed, a dpmapooent has been added to
include behavioral states into the demarcation of a home range (LomNgksath 2015). This is termed the
Dynamic Potential Path Area (dynPPA).

Analysis of home range has often been used to study habitat us@ébigcher et al. 1993, Rhodes et al.

2005). In order to answer research questions involving habitd$ oé@ particular species in a particular area, it is



necessary to first measure how each habitat type is used and whatipnogidime is spent in each habitat type
available to the animal.
1.4 Study Objectives

While some research has been done on the effect of topographic variablessen(eng., Poole and Stuart-
Smith 2006) little has been done on habitat selection by urban mooseJBER/Anchorage area. Objectives for
this thesis were to determine: 1) what types of behaviors can be renlassijied using data from tri-axial
accelerometers embedded in Telonics radio collars worn by moose; 2) wipettifc $ehaviors are strongly
associated with discrete habitat types; 3) whether movement characteristics sucmgshgle and velocity vary
according to season or habitat type; and 4) the utility of a relativelyhoewe range estimator, the dynamic
Potential Path Area, in investigating habitat use in relation to availability. Redudiaw JBER decision makers
to increase or decrease moose numbers in various sections ofhlBEgh the careful management of habitat.

In Chapter Two, we address the question: what types of behaviors camtiieid using Telonics tri-axial
accelerometers embedded in radio collars? To accomplish this, radio weltarsmounted on three captive moose
at an Alaska Department of Fish and Game (ADF&G) facility in Palmer, AlaBkase moose were followed for
three consecutive days during daylight hours, employing focadadisiampling methodology, and observed
behaviors were correlated to accelerometer readings. Four datasets were develofadartest whether readings
from this type of accelerometer could identify specific behaviors @rmygrazing, walking, standing, lying),
behavior categories (feeding, traveling, resting), or simply when mosrgeastive or inactive. Multiple threshold
criteria were tested in order to maximize correlation to observed behaviors. r@sidtecan be used by researchers
using Telonics radio collars equipped with tri-axial accelerometers to remotdifyctasose behaviors.

In Chapter Three, the relationship between habitat type and movemensd mm@xamined. Results from
Chapter Two were used to remotely classify behaviors from wildsenoollared on JBER. Chapter Three also
investigates the utility of the dynPPA home range estimator. Jacob’s Index (which measures utilization in relation
to availability) was used in conjunction with dynPPA to determine whichaialon JBER were preferred by moose
and which were avoided. In addition, kernel density maps are usezhtifyicireas and travel corridors that were

frequently used by collared moose.



This thesis examines how moose move and the behaviors they extoibghla mosaic of habitats and
manmade landscape features. These results can be used to increase the adwuraeyarige estimation, study

habitat selection, and help remediate conflicts between moose and humans.
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Chapter 2: Identifying Moose Behavior with Tri-axial Accelerometers

2.1 Introduction

Direct observation of free-ranging animals over long periods of timéaagel geographic areas is often
impractical. As radio collar technology has progressed from simple VHF sigtmthé use of collars that provide
GPS locations, an ever greater understanding of animal movement aitgl has\become possible. One
technology that continues to advance is the use of various types of s@r®ors mounted in radio collars to get a
measure of an animal’s activity level, and in some cases even differentiate one behavior from another. This has
provided researchers with a tool to remotely collect data on animal activity sandyeddong with the location data
received from the collars.

A variety of activity sensors have been used to estimate animal actifriggiranging situations. In the 1980s,
variable pulse emitters and tip switches were mounted in VHF collars (Garskljsleé82, Gillingham and
Bunnel, 1985, Beier and McCullogh, 1988). These systems were folr@daccurate in many situations, but did
have some technical issues. Gillingham and Bunnel (1985) found gidttstiad movements prevented
conventional tip switch collars from transmitting an inactive pulse sigaaking misclassification of behaviors,
and that higher rates of activity do not necessarily result in higher pulse idtesmable pulse emitters. These
systems were improved upon in the 1990s by the addition ofutittrs(Rumble et al., 2001) and dual axis sensors
(Moen et al., 1996, Adrados et al., 2003, Yamazaki et al., 2008). Titthssensors detected head up/down
movement. Dual axis sensors detected both head up/down and-side-movement. Early versions of dual axis
sensors combined the up/down and smeide movements into one count. Later versions summed these counts
separately, which improved accuracy (Coulombe et al., 2006).

Activity sensors have been used with humans for some timeauilly for activity assessment after medical
procedures (e.g., Bussmann et al. 1998, Foerster et al. 1999). Aouetiers have been used with domestic or
livestock animals (e.g., Watanabe et al., 2005 in €ad$s(catus), Cornou et al., 2011 in pig8Sys scrofa),

Blomberg, 2011 in cattleBps Taurus), and Moreau et al., 2009 in goa®apra hircus)) and on wildlife species
(e.g., Arai et al., 2000 on Andelie penguiRydoscelis adeliae), Okuyama et al., 2004 on Hawksbill turtles

(Eretmochelysimbricate), and Yamazaki et al., 2008 on Japanese black bdesss(thibetanus japonicas)).
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In recent years, researchers have used a variety of types of mosonssenattempt to remotely classify
behaviors in wild ungulate species. Lottker et al. (2009) used a duatas @n red deer. Coulombe et al. (2006)
predicted white-tailed dee©¢ocoileus virginianus) behaviors with VHF variable pulse sensors and GPS dual axis
sensors. Naylor and Kie (2004) used omnidirectional accelerometersky Rountain elk Cervus elaphus
nelsonii). Adrados et al. (2003) used GPS dual axis sensors on re(Caeels elaphus). Moen et al. (1996) used
a dual axis sensor on moose.

The sensor used in this study to measure activity data is a Teloraggtraccelerometer designed to detect
activity in three planes of motion (front/back, side/side, up/doWwmis type of sensor has largely supplanted the tip
switches and dual axis sensors used in previous generations of GRS sgstethe measurement of motion along
three axes has been found to allow for greater accuracy in the detectativitf (Ware et al., 2015).

In any study involving the use of activity sensors to mesabahavior, it is necessary to correlate data from the
specific type of sensor used with observed behavior for the specieseithvas/variations in motion and activity
levels among species and individuals will affect readings. Calibration of anoeler data with activity levels and
behaviors of captive radio-collared moose was undertaken in ordanedaly identify behaviors in wild radio-
collared moose involved in a study on moose movements on Joint Basedekf-Richardson, Alaska. These data
will be used to rank habitat by activity patterns. In addition, we presentolimds on using several possible
methods to analyze output from the accelerometer used by Telonics in theiat@®angicollars.

2.2 Methods
2.2.1 Collars

Collars used were Telonics Generation 4 GPS Stor8oard radio collars. The sensor used to measure
activity data in these collars is a tri-axial accelerometer designed to detect chaagymderation in any one, or a
combination of, the three planes of motion. The sensor detects acceleratirealadive to gravity. The system
compares the level of acceleration detected from one second to the nextysteine detects a change in
acceleration or a change in thesition of the animal relative to gravity (or “tilt”) this second is classified as an
“active second” to indicate that some activity has occurred during that second. Data are presented in “active seconds
per minute” (Telonics, 2009). Unlike some other Systems using tri-axial accelerometers, the Telonics accelerometer

does not record data for the different axes separately.
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2.2.2 Observations

The accuracy of the accelerometers in the correct identification of behavitested on three captive moose
in an 8-hectare holding pen at an ADF&G captive facility in Palmer, Adegetation in the pen was mostly
deciduous forest, consisting primarily Bétula neoalaskana Sarg (Alaska birch)Populus balsamifera L. (Balsam
poplar), andPopulus tremuloides Michx (quaking aspen). There was also a small grassy field on onefettige
pen, and in certain areBgcea mariana (Mill.) Britton, Sterns & Poggenburg (black spruce) d&tidea glauca
(Moench) Voss (white spruce) were mixed with the deciduous forest. fideerttoose used were Blue4@ir-kg
adult female), Red (a883-kg adult female), and Diana &b4-kg adult female). Adult females were used because
all the research animals in the JBER Movement Corridor Study are adult femakrsmOtse present in the pen
were a female calf (born May 2010), two castrated adult males, and adosehalf-year old female. Also
present were a caribou female and two calves.

The data collection period took place October 17-19, 2010. Mean tempeaatilme three days was 6° (C).
Weather conditions were overcast with no precipitation and no snow ddnveobserver followed the moose for
those three consecutive days during daylight hours, employ@ad &nimal sampling methodology. Sampling
periods lasted a minimum of five minutes, but did not have a maxinmenlithit, as we were not interested in
activity budgets of captive animals, but rather in calibrating activity reatbngsserved behaviors. Instead, the
observer focused on the research animal which was exhibiting the most coh&ltenors at any particular time.
If the focal animal was displaying consistent behavior, sampling pesftetslasted considerably longer than five
minutes. In order to maintain consistency, all observations were aedday one observer, from distances ranging
approximately 3 to 30 meters. When focusing on each individildlehaviors lasting longer than two seconds
were noted. Data were recorded on Zire 31 palmOne™ personal digital assistants (PDAs), using a data entry
program custom designed for this project by Dr James Ha of the Uthjhwar8Vashington. PDAs were
synchronized with the collar time.

Placement and removal of the collars was accomplished without chemicabiliraimn, as the moose were
raised in captivity.

2.2.3 Behavior Analysis
Specific behaviors recorded included browsing, grazing, feeding<{otiost often used for drinking from a

trough), standing, lying, walking, and runnin§ee AppendixA on page 29 for a detailed definition for each
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behavior. Observed behavior data was then compared to the one-minutacoalarometer readings for the same

time periods. In order to determine how best to correlate readingsaivetbdbehavior, four datasets (one of which

consists of two subgroups) were developed. In order to etimtrenly one behavior was causing accelerometer

readings, all minutes in which more than one behavior occurred waoed from analysis in three datasets. This

allows for the most consistent readings possible, but limits the sampla siame cases, particularly with traveling

behaviors. For instance, it was very rare to see the moose walk fominfite, so there were only two minutes of

walking behavior included in these datasets. The two data subgroups under “Partial Minutes: Behavior Categories”

explored methods of classifying minutes in which more than one ioeheas observed, primarily in an attempt to

expand the sample size for traveling behavior. The datasets are listed below:

1)

2)

3)

Specific Behaviors. The first dataset correlated activity readings with the exact behaviors observed
(browsing, grazing, feed-other, standing, lying, walkingl amning) for each full minute.
Behavior Categories. For the second dataset, we determined the behavior category for eachdtdl. min
Browsing and grazing behaviors were placed in the feeding categing and standing behaviors were
placed in the resting category. Walking (the only traveling behaviowtmbbserved to last a full minute)
was placed in the traveling category. This allowed for a slightly laayaple size, as (for example), if an
animal was browsing then halfway through a minute switched to grahia entire minute was
characterized as feeding and could be included in analysis. This dataset didudet iniciutes which
contained more than one behavior category (e.g., feeding for 80dsethen traveling for 30 seconds).
Partial Minutes. Behavior Categories. The following two subgroups of data were developed as an
attempt to expand the sample size for traveling behavior by determiningrttieasht behavior category for
each minute of data collection.
a. Behavior Categories: 40 Seconds. In this subgroup, if there were at least 40 seconds of one
behavior category (feeding, resting, traveling) in a one-minute péhedll minute was
classified as that category. These “partial minutes” were then added to the minutes in which one
behavior category lasted a full 60 seconds.
b. Behavior Categories: 30 Seconds. In this subgroup, if there were at least 30 seconds of one

behavior category (feeding, resting, traveling) in a one-minute péhnedyll minute was
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classified as that category. These “partial minutes” were then added to the minutes in which one
behavior category lasted a full 60 seconds.

4) Activellnactive. In the last dataset, we characterized each full minute of observation as simg@yactiv
inactive. Resting behaviors were characterized as inactive, while feeding and tregbbrgrs were
characterized as active.

Feeding-Other was excluded from all datasets, as feeding from a trough Isetiaivior exhibited by wild

moose.
2.2.4 Results

In order to test homogeneity of variance, Levene’s Test for Equality of Variances (p = 0.029) was used to test

mean accelerometer readings, and the Brown-Forsythe test (p = 0a38%&d to test median readings.

Activity readings did not follow a normal distribution, even after logdfammation (see Figur2.1l). In order

to ascertain whether activity readings are normally distributed, a ShapirdNéfitkality Test (p < 0.01) was
conducted.
Since this data is not normally distributed, log transformation did nobiregrormality, and the variances are
not statistically equal, we used nonparametric tests.
2.2.5 Specific Behaviors

The first dataset consists of accelerometer readings for the specific belolgiensed during data collection,
taken only from minutes during which one behavior lasted the entirec6@ds. Summary statistics for this dataset
are in Table.1. This dataset yielded a total of 751 minutes (Talfe 2Vhile a Kruskal-Wallis Analysis of
Variance (ANOVA) indicated there were statistically significant differences in accedézoneadings between
some behaviors (p < 0.01), there were not significant differences bettvesgrbehaviors, and there was too much
overlap in readings in this dataset to be able to differentiate some behanoctiiers with any degree of
accuracy.
2.2.6 Behavior Categories

Table2.3 illustrates summary statistics for the Behavior Categories dataset. When obseinatiaikthree
moose were combined, there were 422 minutes of feeding, 342 minugssiiod, and two minutes of traveling
(Table2.4). The mean activity count for feeding behaviors was 4.07%h&nchean activity count for resting

behaviors was 0.183. There were only two minutes in the entire thygefddata collection during which a moose
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being observed walked for a full minute. While it seems there may beddfeaences in activity counts for
traveling (the mean activity count for the two minutes of traveling behamas ten active seconds/minute), the
captive moose being observed very rarely walked for a full minute wtigtopping and standing for a few seconds,
resulting in a very small sample size.

Although a Kruskal-Wallis test indicated that there was a significant differenc&dbé2.5; p < 0.0}
between accelerometer readings for feeding and resting behaviors, lthkeghes were not applied to this dataset
since there was not a large enough sample size of traveling behavior &dule liss possible that if sample size
could be increased for traveling behavior, we would be able to differentiatedrefeeding, traveling, and resting
behaviors.
2.2.7 Partial Minutes. Behavior Categories

These two subgroups of data, which add “partial minutes” (those minutes in which one behavior lasted 40-59
seconds or 30-59 seconds) to those with one behavior catagting a full minute, were developed in an attempt to
expand the sample size for traveling behaviors and enable us to differtestéitg, traveling, and resting. Tables
2.6 and2.7 list summary statistics for these two subgroups. FiguBeand2.3 show mean active seconds per
minute within each behavior category for each moose for thessutvgyoups. This approach did not expand the
sample size (Tablea8 and2.9) enough to enable us to differentiate traveling from feeding witldaegsee of
confidence, but it can be seen that traveling behaviors will generally lgher lsiounts than feeding or resting
behaviors (Table2.10and2.11). However, including activity counts from partial minutes may bias the
identification of resting behaviors. Since resting behaviors which la#itraifuute most often result in a reading of
zero active seconds per minute, any traveling or feeding behavidn edéars during that same one minute period
will likely result in higher activity readings. In fact, a reading abzeas found in only 13% of those minutes in
which resting behavior was found to account for between 30 anecb8ds. This could cause resting behavior to
be mistaken for another behavior (most likely feeding). Howeugre minutes that contain both resting and some
other behavior category occur rarely, and most often when an anitreaisgioning from one behavior to another
(e.g., a moose has been bedded, then rises to start feeding), thismypeladsification may not greatly affect
accuracy. Figure®.4 and2 5 illustrate the percent of behavior categories found within specific aativiges for

each of these subgroups.
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2.2.8 Active/lnactive

Table2.12 lists summary statistics for the Active/lnactive dataset, and PabBists sample size for each
behavior, by research animal. Applying threshold criterihitodataset (0 active seconds/minute = “inactive”; >0
active seconds/minute = “active”) resulted in an overall accuracy of 92.04% (93.16% for active behaviors, and
90.64% for inactive behaviors). See TabI¥4 for details on accuracy for each research animal. Multiple threshold
criteria were tested in order to maximize correlation to observed behaviors. A Fisher’s Exact Test indicated that
there was no statistically significant difference between observed behavidtoaaaorrectly classified using
threshold criteria for either active (p = .9728) or inactive (p = .988haviors, indicating that our threshold criteria
is correctly classifying these behaviors.

2.3 Discussion

There was some individual variation in activity readings among tke thoose. Most notably, Diana
consistently had lower readings than the other two when engaged in the same behaviors. For instance, Diana’s mean
activity reading for feeding behaviors (when looking at the “Full Minutes” dataset) was 3.538, compared to Blue’s
5.270 and Red’s 5.183. This may have been due to differences in collar fit, sample size, individual behavior (Diana
seems to be the dominant animal in the pen, and so may be moesliieléver movements), age (Diana is several
years older than Blue and Red) or a combination of factors.

There was a disparity in sample size among the three mdosexample, more feeding behavior was
collected from Diana than from the other two. This is primarily dueet@vioral differences among the study
moose. Diana exhibited very little reaction to the observer, resulting indairgerrupted feeding bouts. Both
Blue and Red had a tendency to stop and stare at the observer fos pétiog, even during feeding bouts. Once a
moose exhibited standing behavior for at least two seconds, this wadbpnaokedobserver. This resulted in their
feeding behavior more often being interspersed with standing behd&geding behaviors exhibited by Blue and
Red were more often removed from the analysis, since it wasdesson for these behaviors to last for a full
minute.

The data collection period took place in mid-October, at a time when thefliakding behavior consisted of
“grazing” fallen leaves from the forest floor (see appendix on pag@ for behavior definitions). Some browsing

behavior was observed, but this primarily consisted of chewing luking other seasons, feeding behavior may
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result in different accelerometer readings. For instance, during theesumhen moose are stripping leaves off
limbs, higher readings may be recorded.
2.3.1 Characterizing Accelerometer Data from Research Collars

Out of the datasets we developed, the highest accuracy was achieved by dappgimgid criteria to the
active/inactive dataset. Using a threshold of zero (O=Inactive, >0=Active), whilenthersome individual variation
among research subjects, the accelerometers were found to correctly eletssif behavior 93.16% of the time,
and inactive behavior 90.64% of the time. This level of accuracy compaleto other studies involving the use of
activity sensors to predict ungulate behavior. Blomberg (2011) used HOBO® and IceTag™ tri-axial accelerometers
to monitor grazing behavior in cattlBds Taurus), achieving an overall accuracy of 84.2% when the tw
accelerometers were used in conjunction. Loéttker et al. (2009) fouactaracy of 93% with a Vectronic dual axis
sensor on red deer. Coulombe et al. (2006) were able to accuratéty pretk-tailed deer@docoileus
virginianus) behaviors 87% of the time with a VHF variable pulse sensor, and 92% tirinta with a GPS dual axis
sensor. Naylor and Kie (2004) found an accuracy of 87% using Actiwatoidirectional accelerometers mounted
in LORAN-C radio collars on Rocky Mountain elkdrvus elaphus nelsonii). Adrados et al. (2003) found an
overall accuracy rate of 88% with a Lotek GPS dual axis sensor on re(Cdeais elaphus). Moen et al. (1996)
found a 75% accuracy rate with a Lotek dual axis sensor on ninds®h the Coulombe (2006) and the Léttker
(2009) studies, the dual axis sensors were more accurate in predictingbelitivone axis than with the other.
The Telonics accelerometer detects activity on three axes, but the only outpoipgeaceunt of active seconds per
minute. Improved accuracy would likely be achieved if the data weretedmeparately for each axis, allowing
researchers to examine output from each plane of motion separately.

Based on these results, data recovered from the collars in the JBER Mo@Grédor Study were
characterized as active or inactive in 15 minute bouts around the GPS locations(feeof location, and seven
minutes on either side). Active seconds from the 15 minutessuermed. Those bouts with >15 active seconds
were classified as active; those with <15 active seconds were classified as induvamethod should account for
very short behaviors which may throw off interpretations of acceleromestdings (e.g., vigorous head shaking
which would produce high readings in an otherwise inactive periblis follows the method used by Moen
(1996), in which the activity readings of minutes neighboringcalfminute are taken into account when classifying

the behavior of the focal minute, in order to increase accuracy.
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2.3.2 Further Analysis

Experimenting with other data analysis techniques may increasectima@g of interpretation of accelerometer
readings. Most notably, further variations on the method usétbley (1996) should be investigated. The design
of our data collection on captive moose did not lend itself to the investigdtimw much this might increase
accuracy, but future data collection periods may be redesigned to allow fantthise believe it is still a useful
technique in characterizing activity periods with data recovered from callalyéd in the Movement Corridor

Study.
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2.4 Tables

Table 2.1. Summary statistics (all moose combined) on activity countsfor specific behaviors.

Browsing | Grazing | Standing | Lying | Walking
M ean 6.96 3.46 1.05 0.09 10.00
M edian 6.00 3.00 0.00 0.00 10.00
St Dev 4.15 2.31 1.79 0.44 4.24
Min 0.00 0.00 0.00 0.00 7.00
M ax 16.00 12.00 8.00 4.00 13.00

Table 2.2. Total number of minutesincluded in analysisfor each specific behavior.

Browsing | Grazing | Standing | Lying | Walking | Total
Blue 15 47 12 161 235
Diana 23 245 20 14 2 304
Red 39 53 24 113 229
Total 77 334 50 288 2 751

Table 2.3. Summary statistics (all moose combined) on activity countsfor behavior categories.

Feeding Traveling Resting
M ean 4.075 10.000 0.183
M edian 4.000 10.000 0.000
St Dev 3.027 4.243 0.690
Range 16 6 5
Min 0 7 0
M ax 16 13 7

Table 2.4. Total number of minutesincluded in analysisfor each behavior category.

Feeding Traveling Resting Total
Blue 63 0 175 238
Diana 277 2 28 307
Red 82 0 139 221
Total 422 2 342 766

Table 2.5. M ean active seconds per minute, (Standard Error), and Letter indicating groupswith significant
differences. Behavior categoriesin the samerow with the same letter designation are not statistically different
from one another according to a Kruskal-Wallis ANOV A multiple comparison test (p < 0.05). All
COMparisons ar e acr 0Ss r ows.

Feeding Traveling Resting
Blue 5.270 (0.444) A 0.206 (0.053) B
Diana 3.538 (0.153) A | 10.000 (3.000) A | 0.000 (0.000) B
Red 5.183 (0.392) A 0.281 (0.084) B
Total 4.116 (0.147) A 10.0 (3.000) A 0.219 (0.044) B
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Table 2.6. Summary Statistics (all moose combined) on activity countsfor minuteswith one behavior lasting

40-60 seconds (full and partial minutes combined).

Feeding Traveling Resting
M ean 4.138 14.429 0.534
M edian 4.000 13.000 0.000
St Dev 3.043 9.554 1.414
Range 16 29 9
Min 0 3 0
M ax 16 32 9

Table 2.7. Summary statistics (all moose combined) on activity countsfor minutes lasting 30-60 seconds (full
and partial minutes combined).

Feeding Traveling Resting
Mean 4.127 16.000 0.731
M edian 4.000 14.000 0.000
St Dev 3.024 9.535 1.969
Min 0.000 3.000 0.000
M ax 16.000 32.000 16.000

Table 2.8. Total number of minutesincluded in analysis with one behavior lasting 40-60 seconds (full and

partial minutes combined).

Feeding Traveling Resting Total
Blue 70 2 186 258
Diana 291 4 38 333
Red 94 1 160 255
Total 455 7 384 846

Table 2.9. Total number of minutesincluded in analysis with one behavior lasting 30-60 seconds (full and

partial minutes combined).

Feeding Traveling Resting Total
Blue 71 2 189 262
Diana 297 5 39 341
Red 98 5 166 269
Total 466 12 394 872

Table 2.10. M ean activity count for minuteswith one behavior lasting 40-59 seconds (partial minutes only).

Feeding Traveling Resting
Blue 5.333 22.000 4.364
Red 4.222 21.000 3.048
Diana 5.143 8.000 1.800

21




Table 2.11. M ean activity count for minuteswith one behavior lasting 30-59 seconds (partial minutes only).

Feeding Traveling Resting
Blue 4.714 22.000 4.571
Diana 4.950 6.667 2.180
Red 3.846 21.600 4.630

Table 2.12. Summary statistics (all moose combined) on activity countsfor active/inactive behaviors.

Active I nactive
Mean 4.144 0.219
Median 4.000 0.000
St Dev 3.051 0.811
Range 16 7
Min 0 0
M ax 16 7

Table 2.13. Total number of minutesincluded in analysisfor active/inactive behaviors.

Active Inactive Total
Blue 63 175 238
Diana 279 28 307
Red 82 139 221
Total 424 342 766

Table 2.14. Per centage of active/inactive behaviors correctly classified using a threshold of 0.

% correctly
# of minutes # correctly classified classified
Active I nactive Active I nactive Active Inactive
Blue 63 175 60 157 95.24% | 89.71%
Diana 279 28 254 28 91.04% | 100.00%
Red 82 139 81 125 98.78% | 89.93%
Total 424 342 395 310 93.16% | 90.64%

22




2.5 Figures
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Figure2.1. Distribution of log transfor mation of accelerometer readings (active seconds per minute) + 1.
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Figure 2.2. Mean activity countswithin each behavior category for each moose, for minutes with one behavior

lasting 40-60 seconds (full and partial minutes combined).
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Figure 2.3. Mean activity countsfor each moose, for minuteswith one behavior lasting 30-60 seconds (full and
partial minutes combined).
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Figure 2.4. Percent of behavior categoriesfound within specific activity rangesfor minutesin which one
behavior accounted for 40-60 seconds (full and partial minutes combined).
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Chapter 3Movement Characteristics, Habitat Use, and Home Range

3.1 Introduction

In Alaska, mooseAlces alces) are managed for a variety of uses, including recreational hustibgistence
hunting, and wildlife viewing While moose are valuable to communities for both hunting and wildlife ngewi
opportunities, moose-vehicle collisions represent a substantial cost to the mityr(idarthern Economics, 2006).
Increasing human development is likely to reduce and alter the distrilmitresources for moosé&uch changes in
habitat availability or disturbance could decrease nutritional condition and fitheslviduals and reduce or alter
the number or distribution of moose on the landscape (Neumann é14l;,Ahdersen et al., 1996). Thus,
understanding moose use of space upon the landscape is criticédtivefmanagement of moose populations.

The National Environmental Policy Act of 1969 (NEPA) requires federal agenaiessaler potential
environmental impacts before undertaking major construction projectsRiEbardson Army Post and EImendorf
Air Force Base (EAFB) are United States (US) military installations within thadipatity of Anchorage in
Southcentral Alaska. These two military installations were combined in 2@0l@m@amed Joint Base ElImendorf-
Richardson (JBER). Development plans in support of the JBER missipmave significant impacts on moose
movement. These military lands comprise an important large-scaleccdoidvildlife movement, already severely
restricted by development outside the borders (Farley 04818 Farley et al. 2012). 20052007 brown bear
(Ursus arctos) study provided insight into important movement corridors withilitary lands, but small sample
size and species-specific behavioral patterns may have failed to identifyralyptarge animal movement patterns
(ADF&G, 2008).

The analysis of movement characteristics such as velocity, turning andldensity of locations within habitat
types,ard how these characteristics diftecording to an animal’s utilization of habitat, may be used to better
understand use of spacEor example, if a particular area contains few resources, an animalawalyrapidly
through in a linear manner (low angular deviation) in order tomime the time spent within that habitat type. If an
area contains valuable resources (food, cover, etc.), the animal mayostovibecause it is stopping to eat or rest,
and turn frequently because it is searching for food (Fryxell e0@8;2lohnson et al, 2002; Graves et al, 2007).

Potential Path Area (PPA;Long and Nelson, 2012) uses time geographytsdhtégerstrand, 1970) to

delineate animal home ranges by taking temporal constraints in animaiaovinto account. This technique uses
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an animal’s beginning and ending locations, the time elapsed between these ttimngead the animal’s

maximum velocity, to delineate the locations accessible to the animal dwitighyéhelapsed. This results in an
ellipse drawn around the two points. The series of ellipses aroundagachrtsecutive points for an entire dataset
of an animal’s locations comprise a PPA home rang&he current version of the technique, dynamic potential path
area (dynPPA), includes a dynamic component, incorporating beheastied into the estimation of a home range
(Long, 2014).

Home range analysis can be used to study habitat selection, however it ianygoegsantify how habitat is
used and what proportion of time is spent in each available habitat typesodqhB@80) defined the availability of a
component (e.g., a habitat type) as its accessibility to the consumer, &atdedbction as a process in which an
animal actually chooses a resource or habilahnson separated habitat selection into four orderings. First order
selection is the selection of the geographical range of a species. Second ortien sekbe choice of a home
range by an individual within the geographical range of the species. drtliedselection addresses the use of
habitat types within the home range. Fourth order selection is the finestadkildentifies the actual procurement
of different food items within each habitat type.

Determining habitat preference is a critical element in the study of habitat seldatiobs Index (Jacobs,
1974) calculates an absolute preference value for each habitat type by caltiadingpunt of time spent in each
habitat in proportion tits availability. A habitat type is considered togreferred if it is selected in a great
proportion than availability; if it is selected in a lower proportion to availabilis/considered to be avoided.

In addition to determining habitat selection of collared moose on JBER, ahfogthis study was to provide
JBER biologists and land managers information on which specific &r@B&R saw the highest use by collared
moose, particularly within and in close proximity to, the CantorirAesa. This can help guide future decisions on
the location of buildings, ranges, and recreational areas. One way to éshdhip is through the use of density
maps which serve as graphical representations of amount of use by collasedahearious areas on the
installation.

Moose movement rates and home range size can vary widely between ¢dasalestmark, 1997).
Additionally, landscape features of fragmented urban environn{iédashat found on JBER and in Anchorage) can
affect animal movement (Dussault et. al, 200Xgcordingly, the objectives for this study were to 1) measure

differences in behavior, turning angle and velocity among indivigdsalsons, and habitat types; 2) utilize the
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dynPPA home range estimato measure habitat utilization on JBER at the levels of second and third order
selection; 3) utilize Jacobs Index to determine which habitats are preferrecdicavmidelected at a level
corresponding with their availability; and 4) provide JBER biologistslamdl managers with specific information
on which areas of the installation were used most intensively by coffarese through the use of kernel density
estimation maps.
3.2 Study Area

JBER is a 74,641-acre military base located within the Municipality of Aagjeoin southcentral Alaska
(Figure3.1). JBER is located within the Cook Inlet-Susitna Lowlands, aiplgyaphic province within the Pacific
Mountain System. Elevations range from sea level to over 5,000Tketclimate is transitional between the
northern continental climate of the Alaskan interior and the maritime climate &futi of Alaska. Average
monthly high temperatures range from -8.8 C, with the highest monthly average occurring in JulyerAge
monthly low temperatures range fro@6+4o -12° C, with the lowest monthly average occurring in January (US Air
Force Alaska, 2012). The predominant habitat types within the stedyaee mixed deciduous/coniferous forest,
barrens, deciduous forest, and shrubland. Other habitat types thaablosuver proportions include grassland,
coniferous forest, vegetated wetland, and water.
3.3 Methods
3.3.1 Animal Captures

We captured animals under approved Alaska Department of Fish and Gamelpi@@@®)5) for animal care
and assurance. Moose were darted with a mixture of 3.0 to I@nfegtanil (carfentanil-citrate, Wildlife
Pharmaceuticals, Fort Collins, CO) &fdto 175 mg xylazine (xylazine-hydrochloride, Wildlife Pharmaceuticals,
Fort Collins, CO). Dart wounds were cleaned with a 0.1% providone-iodiatos and filled with antibiotic
ointment (0.2% nitrofurazone, Squire Laboratories, Inc., Revere, MPaddition, a prophylactic dose of 4,000 to
7,000 mg oxytetracycline (Oxytet, Norbrook, Lenexa, NJ) was administaradhuscularly. We placed moose in
sternal recumbency to monitor anesthesia, collect samples, and attach radio Aokmthesia was reversed within
30 minutes of darting by administering 400 mg Naltrexone (naltrexgdethloride, Wildlife Pharmaceuticals,

Fort Collins, CO) and 800 mg Tolazoline (tolazoline-hydrochloride, Wildlife mhaeuticals, Fort Collins, CO).
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3.3.2 Radio Collars and Relocations

We equippe®4 moose with Telonics Generation IV Global Positioning System (GPS) @tdveard radio
collars (Telonics, Inc. Mesa, AZ) programmed to collect locations every@@tesior every 60 minutes. Collars
were equipped with very high frequency (VHF) transmitters, tri-axial acceddeosn(to permit remote classification
of behavior), and were marked with highly visible numbers to peisual identification of individual animals from
a distance (Figurd.2). Collars deployed in March 2012 were equipped with CR-2a autonombaisretease
mechanisms (Telonics, Inc. Mesa, AZ) programmed to automatically ffropl@ctober 2012. All other collars
were retrieved through recapture or death of study animals, and dattdded. During the annual calving period
(May 15 - 30), we attempted to locate females each day to determine wahp#réurition event had occurred. We
attempted to monitor calves at least twice a month through August for surViwadughout the rest of the year, we
located collared animals at least monthly by ground and/or air in ordeségs health, functionality of the radio
collar, and presence/absence of calves.
3.3.3 Movement Characteristics

Velocity and turning angle were calculated for each moose, across thelPAyrome ranges, allowing us to
rank habitat according to movement characteristics. Turning angle was calculagetth@simovement path metrics
function in Geospatial Modeling Environment (Beyer, 2012), as the angle at timmeetdf as the moose moved
between locations t- 1, t, and t + 1 (-180° to 180°). Ierdalcalculate turning angle distributions, all angles were
made positive by taking their absolute value with the abs functionwerRign 3.0.2; R Development Core Team
2013). Velocity (nfs) was calculated using R (version 3.0.2; R Development Core Team&913)

vi=di/ti

where di= distance (step length) and ti = time between consecutive GPS locations.
3.3.4 Potential Path Area

The equation for the basic PPA metload be expressed as:

Dmax =vmax * T

where Dmax is the maximum distance the animal could have traveled jsthaxmaximum velocity of the animal,
and T is the time difference between two successive points. GeomettivalBRA is an ellipse around the
beginning and ending points (Long and Nelson, 2012), septing the set of all locations available to an animal

between those two known locations in space and time, given tmegsnaximum velocity of the animal and the
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time difference between the beginning and ending poistBPA home range is computed by generating a series of
PPA ellipses for a set of consecutive GPS locations.

Since the spatial and temporal locations of the starting and ending gr@ihisown, PPA requires only a single
input parameter, vmax. Maximum velocity is determined either frorwlaume of the capabilities of the animal or
estimated directly from the data. Long and Nelson (2012) give a rastaistical procedures based on estimating
the bounds of a distribution that can be used for estimating the \anaxeter for a dataset. The vmax parameter
could be derived from the actual maximum velocity of an animal. Bbase been known to achieve speeds of 56
kph, (Cottam and Williams1943), but they typically only do so for very short periods, @mlgl when displaying a
stress reaction such as fleeing a predator or a defensive charge. It isasoreble to estimate normal
(unstressed) movement speedugyng a telemetry dataset to calculate the upper bound of a distribution of speeds
recorded during the time between GPS fix intervals and thereby deraleeafor the vmax parameter.

For this project, we used the van der Watt method (1980) of estinvaiag, suggested by Long and Nelson
(2012), which considers the ordered set of vi (velosiigh that vi<v2<v3...<vm-1l<vm and m=n-1. This method
can be described by the formula:

vmax=(k+2/k+1)vm- (1/k+1)vm - k
where 1<k<m represents the kth ordered value of vi.

While the basic method for delineating PPA home ranges requires oniméxeparameter, the technique has
been enhanced by adding a dynamic component (Long, 2014), using the animal’s behavior to vary the calculation of
available area according to activity level.

3.3.5 Dynamic Potential Path Area

Commission and omission errors are important factors to consitlernia range estimation. An omission error
can be defined as an area that an animal utilizes, but is not included in theahgmea commission error can be
defined as an area that an animal does not utilize, but is included withimtleerésage (Long and Nelson, 2012).
Since a PPA home range should include all locations that were available to thg @man be thought of as the
largest spatial unit that does not include omission errors. When used for mg#ras exhibit highly variable
activity levels (typically related to different behaviors), the basic PPA methbdweilestimate vmax for periods of
low mobility, leading to increased errors of commission (Long@idon, 2015). Incorporating a dynamic

approach should reduce commission errors by reducing overestimagiaavailable to an animal between
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locations during periods of low mobility by utilizing remotely sed data to differentiate low mobility (resting)
periods from high mobility (feeding, traveling) periods.
Dynamic vmax is defined by the formula:

vmaxP = F(viP)
where vmaxP is the estimate for vmax for the Pth dynamic phaseib$eat ®f a telemetry dataset, and F(viP) is a
statistical technique used for determining the upper bounds of a distribpfiad to the vi in phase P.

3.3.5.1 Activity

Behavior was remotely estimated as active (feeding, traveling) or inaotidd€d) based on accelerometer
readings calibrated to observed behavior of captive moose and incorpotatihe estimation of dynPPA home
ranges.Based on results documented in Chapter 2 of this thesis, we characterized dat@defcom the collars in
the JBER Movement Corridor Study as active or inactive in 15 mintgevals around the GPS locations (the
minute of location, and 7 minutes on either side). Active secondsipetenfrom the 15 minutes were averaged
Those bouts with an averagelactive seconds per minute were classified as active; those with an avdrage <
active seconds per minute were classified as inactive.

3.3.5.2 Parameters

Dynamic PPA home ranges were calculated and plotted for each moosthadtgackage dynPPAHR
(version 0.1; Long, 2014), then imported into ArcGIS 10 (ESRIRecilands, CA).We used the “class.col” option
within the dynPPAHR package to specify behavior classes. Using the/metctive classifications for each 15
minute period around the GPS location, the dynamic PPA code calculated seglaatg distributions for steps
preceding active and inactive points, resulting in separate vmax valuetiieraaml inactive sfesfor each animal.
The vmax parameter was then set for active and inactive points separatel\grbaset distribution.

The dynamic approach allows for the setting of additional parameters, agsist in more accurately
describing the animal’s use of space and in correcting for some issues inherent to the PPA tecli#itjuellipses
are based on both time and distance between fixes. When the time betavéi@ag is much larger than normal
(because one or more fixes are missing due to irregular samplieduses or to the GPS unit failing to engage
satellites), the vmax parameter for calculating the ellipse drawn arourdtttmgoints (and for contributing to the
generation of the overall PPA home range) is overestimated, and the thigeelipse for that segment becomes

large, dominating the home range calculation. The tol parameter is udtst tut segments for which the time
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between fixes is overly longUse of this parameter dictates that segments greater than the value for the tol
parameter will not be used in the calculation of the home range (Lo#g. 200r fix interval was 3600 seconds (60
minutes). Occasionally the GPS system embedded in the radio collarsaa&es minutes to collect a location, so
this parameter was set at 4000 seconds so as to only filter out segimiehtsvere at least double the standard fix
interval.

The vmaxtrunc parameter sets the maximum velocityishated for calculating velocity distribution and for
the drawing of ellipses used in the dynPPA home range. We setrum@aat 0.26 s, excluding the top 0.5% of
outliers. These outliers are included in the home range (ellipses aroumdtitiess's are drawn using 1.05 i vbut
are not included in the calculations for computing vmax.

Areas that fell within dynPPA home ranges but were not utilized due to is@utiss(fenced and marine
areas) were removed from home range calculatitvis calculated dynPPA home ranges for sumrdefined a$
Jun—26 Aug, and winter, defined as 8 Nevl4 Mar, in order to examine moose movements for seasonal
differences.

3.3.6 Habitat Selection and Preference

Jorgenson et al (2003) conducted an ecological survey of Fort Richamdased vegetation data from 231
survey plots to classify ecotypes and delineate 54 vegetation classes. WeR)g(@0ped the original 54
vegetation classes into seven habitat types. Forested habitat types were those witee26%etr and consisted
of: deciduous forests (dominated by deciduous trees), conifer f@destinated by conifer trees), and mixed forests
(co-dominated by deciduous and conifer trees). Non-forested hab#atdgpsisted of: barrens (alpine tundra,
pavement, floodplains, mudflats, landscaping, sites with <30% growed,@nd open water), shrublan&al(x
spp. L. [willow], Alnus spp. Mill. [alder], and seral scrub communities), vegetated wetlands (bogsedtaohds
generally containing an understoryMfrica gale L. [sweetgale], willow, an®etula spp. L. [birch]), and
grasslands (wetland and upland graminoid communities lacking a ebetttory). Open black spruce vegetation
classes were classified as either vegetated wetlands or conifer forests depedibigad characteristics: stands
with a boggy substrate with a large shrub component were classifiedetatedgvetlands, and stands with a non-
boggy substrate in upland zones were classified as conifer forests. rposgsiof this study, we separated open

water from the barrens habitat type into its own type, as movement chatastéor moose moving through open
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water may be very different from alpine tundra, pavement, etc. This resutteght habitat types: deciduous,
mixed deciduous/conifer, conifer, barrens, shrublands, vegetated vgetimasislands, and water.

Habitat analysis was performed at the scales of second and third ordéosele used Jacobs index (index D
in Jacobs, 1974) to study habitat preferences (Revilla et al.,2000; Dryghle2608; Kauhala and Auttila, 2010)
This is calculated as

D = (r—p)/(r + p—2rp)

where r is the proportion of habitat used and p is the proportioabitbh available. We used this index to measure
both second order selection (r = proportion of habitat type within eank henge; p = proportion of habitat type
within the study area) and third order selection (r = propodidacations within each habitat type; p = proportion
of habitat type within the home range). Values range from -1 (indicatidemce) to +1 (indicating preference).
Values near 0 indicate that habitasélected in proportion to its availability. Although habitat use among animals
varied, we combined data from all individuals in each season in ordbtaim an overall picture of seasonal habitat
use (White and Garrott, 1990).
3.3.7 High Use Areas/Travel Corridors

In an effort to provide JBER biologists and land managers with spediienation on areas of high moose use
on the installation (particularly about travel corridors within the CantonAregi), all GPS locations for moose that
were collared for all of calendar year 2010 (selected because this is thieeykihest number of moose were
collared) were pooled and the kernel density tool in the Spatial Analyst toolbAxcf@IS 10.3 was used to
constructa map showing density of moose locations (Figgi& n = 10). In addition, in order to determine seasonal
areas of higher use, density maps were created for these ten moasarfer2010(Figure3.4) and for winter
20102011 (Figured.5). Cell size was set for ten meters. In order to only illustrate areas that sagtthst use,
those areas in which less than one-fourth of the GPS locationseaxtevere removed from the density surface
Values generated are for locations per square kilometer.
3.3.8 Satigtical Analysis

Statistical analysis was performed using R (version 3.0.2; R Development Cor@TEamIf > 5% of an
animal’s locations, or 5% of area within tlheimal’s home range were outside the boundaries of the JBER study
area (for which habitat information is available), that animal was remowedHome range analysislome range

sizes were tested for homogeneity of variance using Levene and Bianaythe tests, and tested for normality of
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distribution with a Shapiro-Wilks Normality Test. Amount of area withirhdzabitat type in home ranges were
first transformed into percentages, then analyzed using Multivariate Anafygariance (MANOVA). A Shapiro-
Wilks test was used in order to determine whether Jacobs Index vaMew/€d normally distributed, then a
Kruskal-Wallis one-way analysis of variance was used to determihé vidied by season for each habitat type
Velocities for individual moose were not normally distributed, so a Mahitiay U test was used to assess
differences in velocities between active and inactive st&psskal-Wallis one-way analysis of variance was used to
test for differences in velocity distributions between habitat typesrder to determine the effect of season and
habitat type on turning angle distributions, count data for turning anglggmvere transformed into proportions,
then a chi square test was usédchi square test followed by post hoc analysis with a Bonferonréan was
used to examine associations of habitat types with active vs. inactive reshaip alpha level of 0.05 was used to
detect significance for each analysis.
3.4 Results
3.4.1 Animal Captures

Twenty-four adult female moose were captured a total of 62 times betweeh R09- March 2012 (Figure
3.6). Moose captured from 20022011 were darted from the ground, typically within 0.5 kmoafds, often in or
adjacent to the cantonment (central developed) area of JBER. Moose captOieswete conducted from a
helicopter, and took place north of Eagle River, in the “backcountry” of JBER.
3.4.2 Radio Collars and Relocations

Collars were programmed to collect locations every 30 minutes or every @tesjihowever only 60 minute
locations were used for analysis. In order to rank habitat types fodBER moose home ranges by behavior
patterns and movement characteristics, we collected 244,957 locations fremal& moose fitted with GPS
collars equipped with tri-axial accelerometers.
3.4.3 Movement Characteristics

While moose may be capable of achieving high speeds, they rareljhg highest velocity we observed being
sustained over a 60 minute period was 1/§(B4 kph), and 99.5% of all steps had a velocity < 0.25@94
kph). Out of 244,933 GPS locations recorded among the 18 madaeities greater than 0.9/e1(3.24 kph) were
recorded in only eight steps. As expected, inactive steps typically inztdlower recorded velocities than active

steps. A Mann-Whitney U Test indicated significant differences betweenvaksnities of active and inactive
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steps (p < 0.01) and between mean velocities by season (p < Bl@4). active velocity = 0.03 m/s (0.11 kph);
mean inactive velocity = 0.01 m/s (0.04 kph). A Kruskal-Wallis wag analysis of variance indicated that velocity
distributions varied between habitat types (H = 1298.38, p < .001; 3&leA chi square test was used to
determine that turning angle groups (Figus&sand3.8) did not deviate significantly from expected among habitat
types (X = 1.652, df = 48, p = 1.000) or seasorfs<.406, df = 8, p = 0.999).
3.4.4 Dynamic Potential Path Area

We analyzed 19 summer home ranges and 14 winter home ranges3fadrthe 24 moose. Seasonal dynPPA
home range sizes averaged 1%&8 in summer (SD = 6.43) ar&8.25 km?in winter (SD = 7.97). Seasonal home
range size was testéer homogeneity of variance using Levene’s test for the mean (p = 0.369) and Brown-Forsythe
for the median (p = 0.346). Seasonal home range size variancesquateand home range size followed a normal
distribution (W = 0.95, p = 0.140).
3.4.5 Habitat Selection and Preference

Table3.1 illustrates proportion of habitat types occurring on JBER, as well as utilizgtiotoose. A
MANOVA indicated that proportion of habitat type within each home rangedracross individualé;715=1.73
p = 0.00) and seasons {f; = 2.59, p = 0.039 A chi square test indicated that activity level varied by habifat (x
2039.194, df = 7p < 001). Adjusted p value from post hoc analysis with Bonferonni correctidnatet! that the
only habitat types which did not differ significantly according to actikatyel were deciduous and mixed
dedduous/conifer (adjusted p = 0.917). Measurement of habitat preferentacelas Index at the level of second
order selection on JBER indicated a deviation from availability, particulatheisase of shrubland$n regard to
JIV (Figure3.9), slection of a particular habitat type was considered to be “neutral” (selection was proportional to
availability) if the value 0 was within the 95% confidence interval of the niBaror that habitat. JIV indicated
that moose on JBER select home ranges which contain high propoftwotsfer (summer JIV = 0.22; winter JIV
=0.16). While mixed deciduous/conifer forest was the most utilized habitat type $tutthg area, it was selected in
proportion to its availability in both seasons (summer JIV = 0.01; wifter -0.01). Shrubland was selected
against (avoided) in the summer but selected for (preferred) duringrttex fgummer JIV = -0.19; winter JIV =
0.11). In contrast, results of Kruskal-Wallis one-way analysimoénce indicated that deciduous forest (p =
0.020), shrubland (p = 0.010), and vegetated wetland (p = Ou&¥8)the only habitat types for which JIV varied by

season.
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JIV measured at the level of third erdelection on JBER also indicated a deviation from availabilityird
order selection JIV (Figurg.10 indicated a definite preference for shrubland in proportion to its ailéyjlatithin
the home rangeThis preference was much more pronounced during winter (8I\38) than summer (JIV = 0.14).
While more locations were recordedmixed deciduous/conifer in both summer and winter than for gy o
habitat typemoose preferred this habitat during summer (JIV = 0.14) but wetmhguwinter (JIV = 0.01).
Moose tended to select home ranges which have some degree of conifeneatnpot they actually avoided
conifer within the home range during winter (JIV = -0.14) aedeaneutral during summer (JIV 700). Results of
Kruskal-Wallis one way analysis of variance indicated that grassland (49 @u0d shrubland (p = 0.044) were the
only habitat types for which JIV varied by season.

The most utilized habitat on JBER in both seasons (Figuidsand3.12) was mixed deciduous/conifer
(38.23% of summer locations and 30.03% of winter locations occurrhhwiixed deciduous/conifer).
Shrublands were second most utilized during the winter (28.578thiladimost utilized during the summer
(15.04%). Conversg] deciduous forest was second most utilized in the summer (21.8)irdun the winter
(19.08%). Conifer was fourth most utilized in both summer (12.98%Wamter (7.77%). Barrens, grassland,
vegetated wetland, and water each saw an average utilization of less thalo6&tiafis, although certain
individuals differed from the norm and spent more time in barrensegetated wetland.
3.4.6 High Use Areas/Travel Corridors

When interpreting the maps of high use areas on JBER, it is importaoitetdhat these maps only reflect areas
used by collared moose. Areas where low or no use from collaresem@s documented during this study may or
may not have been used (at unknown levels of intensity) by oth@senin the area. In most cases, the highest use
areas represented locations from five or fewer moose. In some casesmal three moose were responsible for
most locations in high value areas, likely indicating that certain individidis restrict movements to one small
area (where all habitat requirements are being met) moralthathers. However, in no case was one moose
responsible for all locations in a high use area.

The density maps shown in Figu28- 3.5 demonstrate that the greenbelt around Ship Creek constitutes an
important travel corridor for moose on JBER during all seasdhere is also a corridor in the Cantonment Area
which was highly utilized by collared moose (particularly during theen), stretching from the wooded area

around Grady Highway, north through the Richardson Antenna Fieldbearmdea between Ammo Area A and
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Warehouse Loop. This is not surprising, as this is the largest expamnsediands between the EImendorf Airfield
and the Glenn Highway, and is the primary route from the wooded @frBlasth Post down to Ship Creekny
additional development in this corridor will likely cut moose off froméapatches of habitat. While other habitat
types are present, there is a substantial amount of shrublands in tidisradue to anthropogenic disturbance
reinforcing other findings demonstrating how important shrulsameto moose. During the winter, this corridor
extends east to the large patch of shrublands just to the west of the sootliPeladine Road (number nine in the
list of habitat patches in Appendix B), but that area was not visited at all by thesdlaeed moose during the
summer Appendix B lists and shows the locations of important patches of haitabbse contributing to the
high use areas and corridors within and in close proximity t€#monment Area.

3.5 Discussion

3.5.1 Movement Characteristics

Almost all moose had more turning angles in the 160-180 degnge than in any other grouping, indicating
they reversed direction often. This is true across all habitat typeo#nddasons. However, overall, moose turning
angle distributions were more uniform than those for some otlgeriata species. Boulanger and Gunn (2002)
found that, while there are some seasonal differences, caRbogifer tarandus) tend to move in a forward (low
turning angle) trajectory the majority of the time. Bruggeman e2@07) found that bisorBfson bison) tend to
move in a forward trajectory most of the time. In contrast with thikse angulates, moose seem to have little
variation in turning angles, most likely indicating that they spend mutieoftime moving in a meandering
fashion, foraging (foraging behavior tends to result in slow, dogumovement patterns (Sawyer, et. al, 2009)). This
may be because caribou and bison migrate over long distances, wheosastemd to confine their movements to a
smaller home range.

Mean velocities were higher in summer than in winter in all habitat types. nRably this is because during
much of the winter, deep snow makes travel more difficult. Velocities throalgitats with less nutrition (barrens,
water) were higher than others, as moose likely weren’t feeding, they were just moving through those areas.

Velocities in open habitats such as barrens may also have been affected sgihdigt@rbance (such as military
training and vehicle traffic) in those areas. However, this assumptimn isinforced by turning angle

distributions, which were not found to differ significantly by habitat.

40



3.5.2 Dynamic Potential Path Area

The winter period used in this study was longer than the summer pasiadntained more GPS locations
Odum and Kuensler (1955) found that home range size will typically ser@esymptotically as the number of
locations increasesAn increased number of GPS locations are likely to capture excumitside the core area
increasing the area of the home rangée fact that winter periods in this study contained more locations than
summer periods may have caused larger winter home ranges, bigvagtpast studies indicates that the size of
seasonal home ranges varies. Doerr (1983) documented winter hoe leaggr than summer home ranges in
migratory moose in Southeast Alaska. Lynch and Morgantini4l@8cumented winter home ranges significantly
larger than summer home ranges in Northwestern Alberta. They attributedthi@ditoited availability of browse
species in their study area. Schwartz (1992) found that in genenady apd summer foods are 1.5 to 3 times more
nutritious than winter foods. There is ample nutrition available to enonsIBER and surrounding areas during
summer months, but many wintering areas are overbrowsed (Dawailaswh, 2006). It is possible the larger
winter home ranges in this study were caused by a need to range fartimd sufficient nutrition.

Many of the ellipses produced by dynPPA calculations in this stedglamost round (Figur@13). This is
most likely because moose have a tendency to travel to a habitat patch, them stdatively small area for a
period of time, feeding and resting. Since the dynPPA includes all pathsimal could reasonably have traveled
given its maximum velocity, when two consecutive locations are clgs¢hier, the ellipse drawn around the two
points is close taperfect circle, and likely covers a considerably larger area than the animalyactveled
between locations.

The seasonal home range for JB42 in summer 2010 (R3dL8gwas the only dynPPA generated that consisted
of two separate polygons. In this case, the polygons are not ¢emhecause this moose had a missing fix
followed by an abnormally long step length when it traveled to aamesu The tol parameter (which filters out
steps where the time between fixes is larger than the parameter valueg¢dahm ellipse drawn for this step
When the moose traveled back to the original area, the exact same tlpegdeipan abnormally long step,
immediately preceded by a missing fix, so the tol parameter remasgeallinse as well. This resulted in two
separate unconnected polygons. It is likely that this occurred in other plabgd®PA home ranges generated for
this project, but in most cases it is not obvious, since most missingnsestialld occur within the core area of

activity and be covered by the rest of the home range. This reflects a pisssiblaiith setting the tol parameter to
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filter anything other than consecutive fixes, but as this primagdults from outliers we believe this is still the best
approach and will prevent overly large ellipses (which would increases @froommission).

The vmaxtrunc parameter (which removes outliers) was set at 0.26 m/sex farpbse of generating all
dynPPAs in this project. Referring again to FigBiE3, the summer 2010 home range generated for JB42, it can be
seen that a fenced area cuts off one point (labeled 8/4/2010 4:00 PMh&aoest of the home range. As the
dynPPA does not show a pathway taken by the moose around thetlfencatural assumption might be that the
vmaxtrunc parameter is set too low, but this parameter is based eadcadigtribution of the dataset rather than an
actual maximum speed. There will generally be outliers in any datasetflveh@nimal was moving faster than
normal.

Long and Nelson (2012) suggest that due to the need for temporallya®&cations, PPA (or dynPPA)
home ranges should not be used with telemetry datasets with long fixalateWhile the addition of the dynamic
component and the ability to set the tol and vmaxtrunc parameters have ignpetlyed the utility of this home
range estimator, increased time between fixes will also increase uncesfamypath taken by the animal,
resulting in drastically enlarged home range size and errors of commig3atasets with a large number of missing
GPS fixes will also have this effect unless the tol parameter is used todtliecations that are far apart
temporally, or the vmax parameter for those segments is inputathantis likely that some species are more
suited to the use of dynPPA than others. Due to certain details o€ fnebavior and anatomy (they are tall so the
transmitter is high off the ground, and their movements are gensi@alyand unhurried), most GPS fix attempts
made by their radio collars are successful, so moose datasets tend to hase veigsing fixes. It would be much
more difficult to use PPA or dynPPA with datasets from animals whighto smaller size, more rapid movement,
and tendency to inhabit denser cover, have a larger number of unsudiessteinpts (e.g., bears, wolves).

While averaging accelerometer readings over 15 minutes is one methdrtcbyto assign behavioral states
and calculate velocity distributions, 5% of inactive steps had step lengtkcesseof 144 meters. This was likely
due to a period of activity earlier in the step, after which the animal wasdeddng the 15 minute classification
period. Remote classification of behavior may be improved by expeaigenith assigning behavior classes for
drawing dynamic PPAs by utilizing different methods for analyzireglecometer readings (e.g., averaging
accelerometer readings over longer periods of time), using a cdinhindaccelerometer and step length, or

simply using step length for behavior classification.

42



The home range is a commonly used concept for the study of sgmaewildlife conservation. The Dynamic
Potential Path Area home range estimator is a simple, intuitive, technique basettepts from time geography
that can be used as a stand-alone method to study movement and habBaicasese it explicitly considers the
space accessible to an animal given distance and time, it can be usettmeafsurements of use of space, can be
used in conjunction with other home range estimators to study efremsigsion and commission, and may be
particularly applicable in habitat use versus availability studies. It is best used withsdedasaining temporally
close locations, with few missing fixes. If used with datasets wittymmagsing fixes, careful setting of parameters
(e.g., vmaxtrunc, tol) should be considered.

3.5.3 Habitat Selection and Preference

Peek (1997) stated that moose select habitat primarily for the most abundhighresd quality forage. Welch
(2012) found that the shrubland habitat type could support 11ti;84 more moose than any other habitat on
JBER However the majority of collared moose did not spend the highest proportioeiotithe in shrub habitats.
The mixed conifer/deciduous habitat type was the most utilized, but thatseagh@most common habitat on
JBER, and JIV indicated a strong preference for shrubland irogiop to its availability, particularly during the
winter. It can be seen that moose spend a disproportionate amount of timeceithin areas of their home range.
Most notably, moose that resided close to the Cantonment Area (the hanesipngf JBER had home ranges
containing a large percentage (as much as 28.9%) of barrens. Howevengseohad more than 13.6% of locations
occurring within barrens, and most had considerably less (meaneuwlIV = -0.59; mean winter JIV = -0.51)

This is not surprising, as the barrens habitat type includes paved areas,ebist ahdisparity between available
barrens, grasslands, vegetated wetlands, and water within home rashgespamtion of locations actually located
within those habitat types. It can be argued that this is partially due toissiomrerrors in home range analysis.
This is not unique to the dynPPA method, but is true to some extent of @lraoge methods. Some areas that
animals did not actually visit are bound to be included in any home rangeniinConvex Polygon is one method
known to be very prone to this drawback, but it may be impossilslenpletely purge commission errors from any
home range estimation technique until technology allows for mimygtainute monitoring. However, it is also true
that animals value certain areas more than others. On JBER, the habi&antgi utilized by moose were (in
descending order) mixed deciduous/conifer, shrublands, and desiftwest. Most moose had more locations

within the mixed deciduous/conifer habitat type, but this was netdfall individuals. There was a high amount of
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variability in habitat selection. Overall, JIV indicated that shrublands were most stsahggdyed in
disproportionate amount to their availability on the landscape, and this habétatagputilized substantially more
during the winter than during the summer.

Moose on JBER selected home ranges with a conifer component, but selectstcagifier within the home
range. The selection of home ranges containing conifer may simplye to the fact that coniferous forest occurs
within close proximity to habitat types which moose do prefer, aschrubland and mixed deciduous/coniferous
forest. It is also possible that coniferous forest is a needed habitat component, but ieisassany for moose to
spend large amounts of time there. Conifers are likely usedforamrest periods or for traveling between habitat
patches than for foragingh common assumption among researchers is that the presence ahahiami habitat
type indicates selection of that habitat type; however, the proportiimefin animal spends in a habitat is not
necessarily an indication of the value of that habitat to the animal (Beyer2€t1@), Time spent in a habitat is
often the only variable that we can measure to obtain a sense ofub®fthe habitat to the animal, but it is
possible that animals are obtaining high amounts of nutrition in a sherirtisbme habitats.

While it is true that there was a tremendous amount of variety in habitat sefgotoig individuals, no moose
selected for (third order selection) the barrens habitat type in either seatail,ranose selected for shrublands
during winter. Vegetated wetland was also avoided by almost all moosg thoth seasons, however this habitat
type was selected for very strongly by JB987 during the vardER009 (JIV =.76) and 2010 (JIV = .80), and by
JB234 during the summer of 2010 (JIV = .71). Water was avoigeabist moose during both seasons (i.e., there
were few GPS locations within the water habitat type; moose are known to fiMeweorridors and feed within
and in close proximity to water, but most moose in this study ethjdeid not spend much time actually in water).
In fact, nine seasonal home ranges contained no locations at all wittén iHowever, JB367 selected for this
habitat strongly during the winter of 2010 (JIV = .60) andQB$&elected for water during the summer of 2010 (JIV
=.52). There were even a few moose that selected against shrublands fibbduring winter), which was the
most preferred habitat type, and the one that has been found to yield thautriben (Welch, 2012). These
examples merely serve to exhibit the diversity in habitat selection deatedstry moose on JBER.

3.5.4 High Use Areas/Travel Corridors
The summer 200 home range of moose 3B3 (Figure3.14) illustrates a typical pattern for this population

of urban moose. This moose followed the narrow corridors ofiland through the Cantonment Area, where
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movements are constrained by barriers such as fenced areas, rodusldamgh, therits locations “fan out” when

the moose reached larger patches of habitat such as the Antenna Fields or northofi¥¢aroop. Contrast this
with the summer 2012 home range for JB282 (Figutd), a moose that lived exclusively in the contiguous forest
on North Post. This moose had a much more centralized home rargmytwlile excursions through narrow
pathways which characterized home ranges of collared moose inhabiting urlsa higdlustrates the importance
of maintaining connecting pathways for moose that have home ranggsimdlude parts of the Cantonment Area.
Wilson et. al (2015) found that moose on the Kenai Peninsula, whkitaths not strongly bisected by roads, have
home ranges roughly twice the size of moose in Anchorage andedt IBnstraint by barriers may contribute to
the smaller home ranges of Anchorage moose, or it may be that the greatet afhearly and mid-successional
plant communities created by disturbance for anthropogenic developnadaté enoose to meet habitat
requirements without traveling as far.

The density maps were primarily constructed to give JBER biologidttaad managers a picture of where
collared moose moved within the Cantonment Area. While it is difficult to quah&fiocation of needed travel
corridors on JBER, one could make the argumentttiaatiighter colors” (signifying lower to middle densities of
locations) on the density maps between areas seeing higher useepoefint needed connections between
important patches of habitat.

3.5.5 Management Implications

Moose movements and home range must be consideegdhropogenic development on JBER increases
Construction of physical barriers such as fences may block traditionainnemt routes, causing disruption of
population dynamics and even impedance of gene flow. For instailsen\t al (2015)found that the Glenn
Highway (and associated fencing), which bisects JBER and servespamtigal road access to Anchorage,
constitutes a barrier to moose movements. While some collared moose oclyasiosséd the Glenn Highway
during this study, it was very uncommon. Some study moosas seossed, and of those that did cross, the
movement typically consisted of a single excursion in which thesemomssed the highway, stala few days, then
cros®dback into the main part of their home range. The barrier effect of the Bighway has resulted &
genetic subdivision of the local moose population. Any development imén route between Ship Creek and

North Post (the wooded area stretching from the Richardson Antennaréetdbetween Ammo Area A and
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Warehouse Loop) is likely to further fragment natural areas on the instadattbimpede movements of moose
between habitat patches.

There was a very high degree of variability in habitat selection among researdis in this studyout all
moose selected for shrublands during the win@ther habitat types strongly utilized in both seasons included
deciduous, conifer, and mixed deciduous conifer. Shrubland aeefmuad throughout JBER, but there is a large
guantity of shrubland along roadways and fences within the Cantoresnandn the Small Arms Complex on
South Post. If conducting habitat management to benefit moose, ingrédas proportiorof early successional
shrubland habitats (particularly willow) through the introduction ofudiEtnce such as controlled burns (probably
not practical on JBER due to the proximity to buildings and hgusieas), cutting mature woodlots, or mechanical
crushing of vegetation, would likely be the most effective use of ress@and provide the most benefit. However,
as shrubby areas along roadways and in developed areas can attract chinsease the likelihood of vehicle
collisions and other conflicts (Danks and Porter 2010), we recomthathehen possible, shrublands should be
located away from major roads, ranges, and populated areadeim@reduce conflicts with humans and minimize
interruptions to training.

Any wildlife management program should contain a set of clear objeces@gned to achieve desired
population characteristics at the scale with which the wildlife manager isroedceThe population of moose on
JBER is a part of the larger population in Game Management Unit (GMU) Adtbe landscape scale, moose
management activities on JBER contribute to objectives established for GMbyl40F&G, and JBER Natural
Resources staff have a long history of working cooperatively WitR&G. When habitat on JBER is manipulated,
whether land is being cleared for firing ranges, new buildingsaits are being constructed, or wildlife plots are
installed, land managers should take into consideration whether the nesf/mabitats will be sufficient to meet
moose resource needs. For instance, moose winter home rangesdomtaaverage of 3.4 Krof shrubland (an
average of approximately 15% of the total home range area, usually 8paagh the home range in a mosaic of
cut areas and road edges). On average, moose spent almost 30% of theiritignéaeluvinter in shrublands.
Particular care should be taken to provide enough shrublands, butdsyadiers should take the same care in
examining the habitat makeup of the entire area, comparing figures for haibitation with the Jacobs preference
index and Welch’s findings on nutrition available in each habitat type, and provide for all needed resources within

the area that is accessible to moose.
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While habitat management on the installation will affect overall moose abundancectexdemt, another
important reason to conduct habitat management on JBER may be toraffeset distribution. JBER land and
wildlife managers should decide where on the installation higher noieosities are preferable as well as where
lower moose densities would be more appropriate, taking into account fwtbras intensity of training,
placement of recreation areas and firing ranges, and frequenayosk-vehicle collisions, and utilize the

information contained within this thesis and other studies to designscipalaccordingly.
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3.6 Tables

Table 3.1. Joint Base EImendor f-Richar dson study area by habitat type and percent of pooled moose
locations within each habitat type for summer and winter for 18 female moose (M ar ch 2009 — October 2012).

% Summer % Winter
Habitat Type Area (km?) % of Area L ocations L ocations
Barrens 55.69 19.15% 2.40% 5.37%
Coniferous 17.74 6.10% 12.98% 7.77%
Deciduous 54.99 18.91% 21.89% 19.08%
Grassland 2332 8.02% 5.60% 5.74%
Mixed Deciduous/Conifer 87.11 29.95% 38.23% 30.03%
Shrub 3512 12.08% 15.04% 28.57%
Veg Wetland 131 4.50% 3.26% 3.01%
Water 3.73 1.28% 0.59% 0.43%
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Table 3.2. Mean velocity in kph (Standard Error) Letter indicating groupswith significant differences. Habitatsin the samerow with the same letter
designation are not statistically different (p < 0.05) from one another (Dunn’s test with Bonferroni correction). All comparisons are across rows.

. . Mixed Vegetated
Barrens Coniferous Deciduous Grassland Decid/Conifer Shrub Wetland Water
Season

0.14 (0.0018) 0.09 (0.0006) 0.10 (0.0005) 0.13 (0.0012) 0.09 (0.0003) 0.11 (0.0008) 0.14 (0.0019) 0.22 (0.0082)

Summer A B C C D D C E
Wi 0.09 (0.0008) 0.07 (0.0004) 0.06 (0.0003) 0.08 (0.0007) 0.06 (0.0002) 0.05 (0.0002) 0.05 (0.0009) 0.08 (0.0025)

Inter AE B C A B D D E
. 0.10 (0.0007) 0.08 (0.0004) 0.08 (0.0003) 0.10 (0.0006) 0.07 (0.0002) 0.07 (0.0003) 0.09 (0.0009) 0.12 (0.0029)

Combined A BE c A B D E F
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3.7 Figures
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Figure 3.1. Location of the study area, Joint Base EImendorf-Richardson, Alaska.
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Figure 3.2. M oose fitted with radio collar bearing highly visible numbersto per mit visual identification of
individual animals from a distance or on remote cameras mounted on one-way “moose gates” along the
Glenn Highway.
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Figure 3.3. Kernel density map for 10 female moose (Alces alces) for the period 1 January 2010 — 31

December 2010 within the Cantonment Area on Joint Base EImendorf-Richardson, Alaska (all moose

locations pooled). Numbers on map correspond to habitat patches described in Appendix B.
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Figure 3.4. Kernel density map for 10 female moose (Alces alces) for the period 6 June 2010 — 26 August 2010
within the Cantonment Area on Joint Base EImendorf-Richardson, Alaska (all moose locations pooled).

Number s on map correspond to habitat patches described in Appendix B.
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Figure 3.5. Kernel density map for 10 female moose (Alces alces) for the period 8 November 2010 — 14 March
2011 within the Cantonment Area on Joint Base EImendorf-Richardson, Alaska (all moose locations pooled).
Numbers on map correspond to habitat patches described in Appendix B.
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Figure 3.6. Geographical location of captures of 24 female moose tracked M ar ch 2009 — October 2012 on
Joint Base EImendorf-Richardson, Alaska. Data wereretrieved for 18 of these moose.
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Turning Angle Distribution, All Summer Locations
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Figure 3.7. Turning angle distribution during summer for 18 female moose (Alces alces) tracked M arch 2009
— October 2012 on Joint Base EImendorf-Richardson, Alaska (all moose pooled).

Turning Angle Distribution, All Winter Locations

8000 —

6000

4000

2000 —

[0,20)
[20 40}
[40 60)
[60,80)
80,100}

[100,120)

[120,140)

[140,160)
[160,180)

Figure 3.8. Turning angle distribution during winter for 18 female moose (Alces alces) tracked M arch 2009 —
October 2012 on Joint Base EImendorf-Richardson, Alaska (all moose pooled).
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Figure 3.9. Jacobs Index for second order selection for each habitat by season for 18 female moose (Alces
alces) tracked March 2009 — October 2012 on Joint Base EImendorf-Richardson, Alaska (all moose pooled).
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Figure 3.10. Jacobs Index for third order selection for each habitat by season for 18 female moose (Alces
alces) tracked March 2009 — October 2012 on Joint Base EImendorf-Richardson, Alaska (all moose pooled).
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Figure 3.11. Number of active and inactive locations during summer in each habitat for 18 female moose
(Alces alces) tracked M ar ch 2009 — October 2012 on Joint Base EImendorf-Richardson, Alaska (all moose

pooled).
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Figure 3.12. Number of active and inactive locations during winter in each habitat for 18 female moose (Alces
alces) tracked March 2009 — October 2012 on Joint Base EImendorf-Richardson, Alaska (all moose pooled).
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Figure 3.13. Dynamic Potential Path Area homerange for moose JB42 during the summer of 2010 on Joint
Base EImendorf-Richardson, Alaska.
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Appendix A

The below list includes all moose behaviors and behavior categories useddduiairngllection. It also
includes some behaviors that were included in the data collection progranhitiutvere not actually seen during
the data collection period.

Feeding Behaviors: Stepping and moving during feeding bouts is still counted as feeding.

e Browsing: Biting off and ingesting pieces of woody plants, inclgdimigs and leaves.

e Grazing: Biting off and ingesting grasses and forbs close to thedyroupating leaves off the forest floor.
During the data collection period, the majority of feeding behavior consisted of “grazing” leaves off the
forest floor. There are no sudden, abrupt movements associated witartaisor, which may have
contributed to lower activity counts than browsing.

¢ Feeding - Other: This classification was intended for use to note drinkinindesn aquatic vegetation,
feeding from a trough, or any unanticipated behavior deemed to fihimteeding category. During the
data collection period, this classification was used when subject animals were feditige trough or
drinking. As feeding from a trough is not a behavior exhibited il moose, this classification was
excluded from analysis.

Traveling Behaviors: Traveling behaviors are used for recognizable long distance traveling.ingtepd moving
during feeding bouts is still counted as feeding.

¢ Walking: A mode of travel wherein at least two feet are in contact with the geduatidtimes.

¢ Running: A mode of travel wherein less than two feet are in contact witijrétund at some times. This
category includes trotting, galloping, etc. Very little running behaviorolbasrved during the data
collection period, and the few times it was noted it only lasted for adeands. These observations were
only included in the “Active/Inactive” dataset (as an active behavior).

e Travel Other: Any unanticipated behavior deemed to fit into the traveling catearing the data
collection period, this classification was only used for instances of mauatine interactions between
moose in the captive pen, and these observations were only included in the “Active/Inactive” dataset (as an

active behavior).

64



Resting Behaviors
e Lying: Bedded, typically head up.
e Standing: Standing, little or no movement.
¢ Resting Other: Any unanticipated behavior deemed to fit into the resting catéidusyclassification was
not used during the data collection period.
Activevs. Inactive Behaviors
e Active: All traveling and feeding behaviors are considered “active”.
e Inactive: All resting behaviors are considered “inactive”.
Break: The “Break” button in the data collection program was used when there is a brief interruption in data

collection (e.g., the observer lost sight of the focal animal momentarihik ignot reflected in the datasets and is
only mentioned as part of the methodology of data collection.
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Appendix B

Important patches of habitat for moose (based on kernel density maps, habstabm&pocations, and
observations during field work) which contribute to the high use amésorridors within and in close proximity to
the Cantonment Area include (Figu&S8-3.5):

1. Richardson Antenna Fields: The Richardson Antenna Fields contain a hightarhauailable forage year
round, and are near a dense stand of conifers to the north thidiepcover. The close proximity to development
may yield a slight reduction in the probability of predator encounter whapamed to the northern forests,
although Ship Creek is a known corridor for bears. This am@ei®f the most important pieces of habitat in the
Cantonment Area.

2. Shrub Clearcut South of Ammo Area A: This is a young growth foresklhleavily utilized by moose year
round. It has close proximity to cover forests and is on the edfje @antonment Area.

3. Conifer forest directly north of the Antenna Fields: While there is little available naofritic area seems
to be a very important cover area for moose in the Cantonment Atés @so a link between the two shrub areas
noted above. It is likely an important component of the corridor betweélatitenment Area and the extensive
forests of North Post.

4. Ship Creek/Grady Highway: This area, from Cottonwood Park on JBERardson to the Eagleglen Golf
Course on JBER-EImendorf, received consistent use from multiglg staose year round. It contains thick cover
and is in close proximity to foraging areas. It also appears to ingpantant area for calving.

5. The greenbelt between the east side of Richardson housing and théHiglleway fence: This thin strip of
forest connects the Ship Creek greenbelt to the block of woods nahth Bfchardson main gate. This may be
more of a “pure” travel corridor, as some moose simply pass through quickly without spending large amounts of
time in the area.

6. Northern Perimeter of the Warehouse Loop fenced area: Some moose will tehegldewest across the
Richardson side of the Cantonment Area by roughly followiegtavis Highway. However, it seems to be more
common that moose will circumvent the Cantonment Area by movingghrte woods north of Warehouse Loop

and south of the Cantonment Area fence.
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7. Davis Highway south of Warehouse Loop: While this region appearsl¢ésdatilized than the northern
perimeter of Warehouse Loop, some moose will pass through the tilizagusome of the small woodlots in the
vicinity.

8. Camp Carroll/Air National Guard: This mosaic of disturbed and undistuhabitat sees relatively heavy
use.

9. Young growth forest near the corner of Davis Highway and Poleline R iSTan extensive cut area with
high forage availability between the widespread forests of North Pogha@hntonment Area. This area is used
more during the summer than during the winter, as can be seempwriog Figures 3.4 and 3.5.

10. Small Arms Complex/McVeigh Marsh: There was a high degree of fidelitgwdin collared moose to
this complex mosaic of open ranges, roadside shrubs, cut areasdwétiaps, and mixed deciduous/conifer forest.
In addition, other than during training exercises there is a very lowrstrod human disturbance, as the Small Arms
Complex is a restricted area.

11. Moose Run Golf Course/Corner of Oilwell Rd and Bulldog Trail: This @tlzer area consisting of a
mosaic of habitats that is heavily utilized by many moose. The sheatruts at the junction of the two roads is an

important foraging site for moose on the south side of the Glagmdy.
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