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 ABSTRACT 

 

 

 

NOVEL LASER IGNITION TECHNIQUE USING DUAL-PULSE PRE-IONIZATION 

 

 

 

Recent advances in the development of compact high-power laser sources and fiber optic 

delivery of giant pulses have generated a renewed interest in laser ignition. The non-intrusive 

nature of laser ignition gives it a set of unique characteristics over the well-established capacitive 

discharge devices (or spark plugs) that are currently used as ignition sources in engines. A 

judicious choice of the focusing optics allows one to generate a laser spark in a location where the 

mixture is homogenously mixed thus eliminating any unwanted wall effects that can negatively 

impact the flame growth. In addition, laser ignition eliminates the electrode configuration of the 

current ignition devices. The cold surface of the electrodes tends to act as a heat sink impeding the 

development of the early flame kernel near the lean limit.  Finally, the different physics governing 

the laser induced optical breakdown process makes operation at higher pressure easier than in the 

case of capacitive devices for which erosion at high pressures is a limiting factor in the plug 

lifetime.  Overall, this can have a positive impact on engine operation leading to a reduction in 

NOx emission, fuel saving and an increased operational envelope of current engines. 

Conventionally, laser ignition is achieved by tightly focusing a high-power q-switched 

laser pulse until the optical intensity at the focus is high enough to breakdown the gas molecules 

(Ithreshold~300 GW/cm2). This leads to the formation of a spark that serves as the ignition source in 

engines. However, there are certain disadvantages associated with this ignition method. This 

ionization approach is energetically inefficient as the medium is transparent to the laser radiation 

until the laser intensity is high enough to cause gas breakdown. This results in very high energies 
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required for ignition (about an order of magnitude higher energy than capacitive plugs at 

stoichiometric conditions). Additionally, the fluid flow induced during the plasma recombination 

generates high vorticity leading to high rates of flame stretching.  

In this work, we are addressing some of the aforementioned disadvantages of laser ignition 

by developing a novel approach based on a dual-pulse pre-ionization scheme. The new technique 

works by decoupling the effect of the two ionization mechanisms governing plasma formation: 

multiphoton ionization (MPI) and electron avalanche ionization (EAI). An UV nanosecond pulse 

(� = 266 ��) is used to generate initial ionization through MPI. This is followed by an overlapped 

NIR nanosecond pulse (� = 1064 ��) that adds energy into the pre-ionized gas into a controlled 

manner until the gas temperature is suitable for ignition (T=2000-3000 K). This technique is 

demonstrated by attempting ignition of various mixtures of propane-air and it is shown to have 

distinct advantages when compared to the classical approach: lower ignition energy for given 

stoichiometry than conventional laser ignition (~20% lower), extension of the lean limit (~15% 

leaner) and improvement in combustion efficiency. Moreover, it is demonstrated that the 

alignment of the two pulses influences the fluid dynamics of the early flame kernel. This finding 

has a number of implications for practical uses as it demonstrates that the flame kernel dynamics 

can be tailored using various combinations of laser pulses and opens the possibility for applications 

such as: flame holding and flame stabilization in high speed flow combustor (such as ramjet and 

scramjet engines), reducing flame stretching in highly turbulent combustion devices and increasing 

combustion efficiency for stationary natural gas engines. As such, the work presented in this 

dissertation should be of interest to a broad audience including those interested in combustion 

research, engine operation, chemically reacting flows, plasma dynamics and laser diagnostics. 
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CHAPTER 1:   

Introduction 

 

 

 

1.1 Motivation 

Laser generated plasma has found a variety of applications in combustion devices. Recent 

advances in laser technology and fiber optic spark delivery systems are contributing to an increased 

interest in practical laser ignition systems for industrial ground based turbines1–5, aero-turbines6,7, 

rocket engines8–10 or scramjet engines11–13. Several research groups have investigated the 

feasibility of replacing traditional electrical spark plug systems used in internal combustion 

engines with laser ignition systems14–18. Experimental results indicate many potential advantages 

over conventional ignition systems, including greater control over the location and timing of the 

ignition kernel inside the engine. Also, due to its electrodeless configuration, it eliminates 

problems such as spark plug erosion (present especially at high pressures) and reduces the 

possibility of flame quenching due to heat loss through the electrodes. Finally, because of the 

different mechanism of plasma formation, laser induced breakdown has been shown to lead to 

higher plasma temperatures than conventional sparks. All of the aforementioned advantages can 

potentially contribute to leaner engine operation with reduction in NOx formation19, higher 

pressure engine operation, and more reliable hardware systems.  

In general, there are four types of laser ignition as described by Ronney20:   

1. Non-resonant breakdown: in which laser plasma is formed by tightly focusing a high-

power laser beam until the intensity (or the electric field strength) is high enough to cause 

breakdown of the gas molecules at the focus. Typical laser intensities values for gas breakdown 
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are on the order of ~ 300 GW/cm2 at NIR wavelengths. The main mechanisms that govern the 

plasma formation using this technique are: multi photon ionization (MPI) that leads to the 

formation of the initial free electrons, and electron avalanche ionization (EAI) in which the free 

electrons are accelerated through the inverse bremsstrahlung process and generate further 

ionization through collision with gas molecules. 

2. Thermal ignition: In general, this method involves heating the combustible mixture 

through laser excitation of a vibrational or rotational mode of the gas molecules. The subsequent 

quenching of the excited states leads to gas heating. This method does not require the generation 

of a plasma to serve as an ignition source. 

3. Resonant breakdown: The laser wavelength is chosen such that ionization of a particular 

molecular species is achieved (usually through a resonant multi-photon ionization scheme). This 

leads to plasma formation, much like in case the case of non-resonant breakdown, but the energy 

is coupled more efficiently into the plasma (due to its resonant nature) and thus requires less energy 

overall. 

4. Photochemical ignition: Gas dissociation is achieved through the absorption of photons by 

target molecules. This leads to the formation of important radicals that can initiate the combustion 

event.  

It is important to note that the last three methods generally require wavelength-specific 

laser sources making their practical implementation more challenging. The most common laser 

ignition method involves the generation of laser sparks through non-resonant breakdown of the 

gas molecules. But while creating laser sparks for ignition presents several advantages over the 

classical capacitive spark plugs (i.e.: elevated flame speeds, freedom in positioning the plasma 

kernel inside the combustion chamber or elimination of spark plug erosion), this approach also has 
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several disadvantages. The un-tailored plasma generates temperatures in excess of 100,000 K, 

almost two orders of magnitude to what it is required for achieving ignition in practical devices. 

Several studies have also shown that a blast wave is likely to follow the optical breakdown21–24 

and a significant part of the energy is consumed by the propagating wave25. It was also 

demonstrated that ignition near the lean limit is more difficult due to the high rate flame stretch, a 

phenomenon that is aggravated at low pressures26. Finally, the energy requirements for achieving 

optical breakdown represents the biggest challenge for making possible the practical 

implementation in real world applications. For example, the development of a fiber spark delivery 

system for engines requires the use of specialized fibers that can transmit high power laser pulses 

with minimal losses due to bending and vibrations while also maintaining a good beam quality at 

the fiber output.  

The scope of this dissertation is to address some of the aforementioned disadvantages by 

developing a novel laser ignition technique using a dual-pulse pre-ionization scheme. This 

approach uses an initial ultraviolet (UV) laser pulse at 266 nm to provide pre-ionization (but not 

full breakdown) along with an overlapped near-infrared (NIR) pulse at 1064 nm to add energy to 

the pre-ionized gas. In this respect, the dual-pulse laser ignition technique is a combination 

between the non-resonant breakdown and thermal ignition techniques described above. However, 

the dual-pulse approach presents certain advantages when compared with the two techniques. 

Since full breakdown is not achieved, the optical power required is considerably smaller than for 

the non-resonant breakdown technique. Moreover, gas heating is achieved without tailoring the 

laser wavelength to the gas mixture which represents a big advantage compared to the typical 

thermal ignition systems in which specialized lasers are required.  
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The dual-pulse method is demonstrated for laser ignition of various fuel-air mixtures with 

the aim of decreasing the lean flammability limit, increase combustion efficiency and reduce the 

energy required for ignition at a given equivalence ratio compared to non-resonant breakdown 

laser ignition. Also part of the motivation for this research is to develop a better understanding of 

the plasma physics phenomena involved in the generation of weakly ionized plasma.  In particular, 

the focus is on demonstrating the ability to tailor the plasma parameters (temperature, electron 

number density, plasma size) as well as understanding how this influences the early flame kernel 

development.  

1.2 Literature Review 

1.2.1 Historical Perspective 

The study of electrodeless gas discharges at optical frequencies is a relatively recent field 

coming into existence shortly after the construction of the first Q-switched high power laser 

capable of generating “giant” pulses. The first report on laser induced breakdown was made in 

February 1963, at the International Congress on Quantum Electronics in Paris by Maker, Terhune 

and Savage27. The authors report that, when the beam from a ruby laser emitting at 694 nm is 

focused using a converging lens, a spark is generated around beam waist similar to what is 

observed in the case of capacitive discharge devices. The discovery of laser “sparks” essentially 

lead shortly thereafter to the development of a new branch of quantum mechanics that deals with 

the theory of multiphoton processes. One of the first comprehensive descriptions of the phenomena 

is given by the soviet physicist Yuri Raizer who discusses in detail the theory responsible for laser-

induced breakdown in his work published in 196528 later also translated in English in his book 

published in 197729. Other early reports include DeMichelis who reviewed the topic in 196930 and 

Morgan who has investigated the role of de-ionization processes such as diffusion recombination 
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and radiative losses in laser plasmas and compiled a set of early breakdown experiments31. More 

recent reviews include Radziemski and Cremers’s review book on the various modern applications 

of laser plasmas such as Laser Induced Breakdown Spectroscopy (LIBS) or laser vaporization of 

metals and ablation32.  

When it comes to the use of laser plasma for combustion applications, the first successful 

demonstration of laser spark ignition in internal combustion engines is reported by Dale et al.33 in 

1977. The authors used a CO2 laser operating at 10.6 �m to generate a laser spark inside of the 

cylinder of an ASTM-CFR engine. Their investigation showed that laser ignition lead to less cycle-

to-cycle variation (which lead to a decrease in CO and HC emissions) and an increase in flame 

speed when compared to capacitive ignition devices. More recent studies have expanded on these 

initial findings and focused on other aspects of laser ignition such as extension of flammability 

limit, minimum ignition energy or the stochastic nature of the minimum energy required to achieve 

gas breakdown. 

1.2.2 Review of Laser Breakdown Literature 

Analyzing the threshold behavior of laser induced plasma represents one of the main topics 

discussed in this dissertation (see Chapter 3). The existence of a threshold laser intensity for plasma 

formation is widely observed for NIR and visible laser pulses, and is variously defined in literature 

by the naked eye observation of a visible plasma glow34, a threshold of total electron number (e.g. 

Ne~1013)29 or a threshold ionization fraction (e.g. Ne/N~10-3)31,32. For widely used Q-switched 

pulses with typical duration of ~10 ns, attainment of the breakdown threshold depends on both the 

plasma growth rate and pulse duration, provided initial seed electrons are present in the focal 

volume. The breakdown threshold has been measured by several authors35,36 at NIR and visible 

wavelengths. For example, Phuoc et al. studied laser-induced breakdown thresholds and their 
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pressure dependence for combustion gases at λ=532 nm and λ=1064 nm and found a stronger 

pressure dependence for 532 nm pulse, suggesting the importance of diffusion losses35. A study 

by Buscher et al.36 investigated the frequency dependence of the breakdown threshold of several 

inert gases at the first and second harmonics of the ruby and neodymium lasers and reported 

monotonically increasing breakdown intensity with laser optical frequency. Results at these 

frequencies (NIR and VIS) are explainable by avalanche cascade ionization theory. As shown by 

Raizer, for cascade ionization driven plasmas, one expects a frequency dependence of the threshold 

intensity of the type: Ith~ν2, where ν is the laser frequency37. However, Buscher et al. observed a 

decline of the threshold intensity for λ=350 nm (second harmonic of the ruby laser) which they 

attributed to the increased MPI contribution in the ionization process. Several investigations38–40 

have reported different breakdown trends for Nd:YAG harmonic wavelengths (i.e. 1064, 532, 355, 

266 nm) which may be due to difficulties in determining laser spot sizes, different pressures and 

focusing configurations, and differing breakdown criteria, particularly for the UV, as it will be 

addressed in this dissertation. There have been several recent reports of nanosecond UV laser 

plasma formation with thresholds substantially lower than those in the VIS and NIR (lower than 

predicted by cascade theory). Zvorykin et al. employed a KrF laser operating at λ=248 nm to form 

weakly ionized plasma channels for lightning control41. Measurements of electron number density 

showed a continuous increase with laser intensity from ne ~ 108 cm-3 at I ~ 1 MW/cm2 to ne ~ 1015 

cm-3 at I ~ 100 GW/cm2. In another study, Way et al. used an ArF excimer laser at λ=193 nm to 

generate low temperature (T~1000 K) atmospheric air plasmas at intensities of ~5.5 GW/cm2 (E = 

280 mJ)42.  This dissertation work builds on past research by presenting an experimental 

comparison of the breakdown threshold characteristics for laser plasma formation in air using the 
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fourth harmonic (UV, λ=266 nm) and fundamental output (NIR, λ=1064 nm) of the Nd:YAG laser 

in Chapter 3. 

1.2.3 Pre-ionization Plasma Investigations 

Gas pre-ionization techniques have been studied by other research groups in the past. 

Shneider et al. conducted a numerical study of laser induced plasma filaments using femtosecond 

laser pulses for microwave guiding43. Simulations show that if an overlapped NIR pulse follows 

the pre-ionization, the waveguide lifetime can be extended by suppressing electron attachment and 

dissociative recombination reactions in the plasma. Additionally, it was also shown that heating 

can occur in the channel due to inverse bremsstrahlung absorption. Zhou et al. have shown 

experimentally that a similarly pre-ionized plasma channel can be revived several milliseconds 

after its initial decay by overlapping a second NIR laser pulse44. In contrast, a study by Starikovskiy 

et al. demonstrated that laser breakdown can be suppressed at low pressures if the initial gas is pre-

ionized45. The suppression is caused by the fast electron energy transfer away from the focal region 

(due to free electron diffusion at low pressures). The use of pre-ionization for laser ignition of 

methane-air mixtures was also demonstrated by Michael et al.46. In their work, seed electrons were 

generated by a femtosecond laser pulse with a subcritical microwave pulse providing energy 

addition. Dual-pulse approaches have also been examined in laser induced breakdown 

spectroscopy (LIBS), generally to enhance signal levels, but in configurations where the first pulse 

produces fully ionized plasma47. 

1.2.4 Laser Ignition Literature 

From a practical point of view, commercial adoption has not yet occurred in part due to the 

need for fully reliable systems, potentially with fiber optic delivery48–52, which should be based on 

relatively inexpensive laser sources. There has been substantial recent progress towards 
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appropriate sources, for example VCSEL pumped Nd:YAG lasers53 and ceramic microchip 

lasers54,55. Improvements in plasma energy coupling, as demonstrated in this work through the 

development of the dual-pulse approach, can benefit and expand the applicability of different laser 

sources to practical ignition systems. Past research on laser ignition has looked at the extension of 

the lean limit and minimum ignition energy. Weinrotter et al.56 were able to ignite methane–air 

mixtures as lean as � = 0.52, while Gupta et al.14 noted a lean limit of � = 0.5 under laser ignition 

(compared to � = 0.6 from a conventional capacitive discharge ignition system). One of the first 

laser-ignition studies on methane–air conducted by Phuoc and White15 found a lean limit 

corresponding to an equivalence ratio of � = 0.66.  

Several studies have also looked at the minimum ignition energy (MIE) for laser ignition. 

For example, Lee et al.57 have looked at the MIE for several hydrocarbon mixtures: propane, 

dodecane and Jet-A fuel. They report a MIE for laser ignition on the order of ~2-3 mJ at 1 atm 

which is consistently higher than using electric spark plugs. Lewis and von Elbe report ignition 

energies for spark plugs an order of magnitude lower (~0.4 mJ)58 under similar experimental 

conditions. Beduneau et al.59 performed a parametrical study to characterize the effects of 

equivalence ratio, flow velocity and lens focal length on the laser ignition of methane/air mixture. 

The authors also found that laser ignition requires much higher energies than spark plugs. 

However, the energy requirements between the two ignition methods become negligible at the lean 

and rich limits. Flow instabilities and longer focal length can further increase the MIE. Other 

parameters that influence the MIE such as spark size and energy deposited inside the focal volume 

have also been investigated by Lim et al.60 Normalizing the ignition energy based on this two 

parameters seems to bring the MIE values closer to those observed by Lewis and Von Elbe using 

spark plugs. Another important aspect for laser spark ignition is the stochasticity of the ignition 



 

9 

 

process. Dumitrache et al.61,62 have demonstrated laser ignition of methane-air mixtures inside a 

rapid compression machine and found that the probability of ignition follows a logistic distribution 

with laser energy. It is posited that the stochasticity of the breakdown process which leads to a 

variation in energy absorbed into the spark plays an important role in determining the successful 

ignition of a combustible mixture. All of the findings presented above further motivate this 

dissertation work. To complement existing literature, the ability of the dual-pulse to ignite leaner 

fuel-air mixtures with lower MIE than laser spark ignition is investigated. 

There have also been several studies focusing on the fluid mechanic aspects of flame kernel 

formation under laser breakdown ignition. Morsy et al.63 showed numerically that a toroidal shaped 

flame kernel is formed in the wake of the shock wave prompted by the laser spark. Typically, the 

flame ignited using this method develops a front lobe that appears on the upstream (incident) laser 

side and propagates toward the laser source. The front lobe is often referred to as the third lobe, 

since the toroidal kernel resembles a two-lobe structure in two-dimensional cross-sectional images. 

The three lobe structure has been observed in air as well as both flammable and non-flammable 

mixtures23,26,64. Morsy et. al. noted that it is possible for the third lobe to separate from the main 

flame kernel but do not discuss this in connection with flame quenching as we investigate here. 

The formation mechanism of the third lobe is first discussed by Bradley et al.26 who suggest that 

the third lobe forms due to an asymmetric inward flow induced by the passing rarefaction waves. 

The interaction between the rarefaction and the expanding hot gas behaves as a Taylor instability 

within the kernel, generating a pair of counter-rotating vortices – one at the upstream (laser 

incident) side and one at the downstream side of the kernel. Owing to the non-uniform energy 

addition around the beam waist (with more energy absorbed towards the laser29), the downstream 

vortex is stronger and forms the third lobe through the entrainment of the surrounding cold gas in 
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an axial jet which impinges upon and expels the hot gases in the plasma core. Ghosh and Mahesh 

also discuss the dynamics of vorticity in laser-induced sparks as observed in their numerical 

simulations65. They suggest that at short time scales (prior to plasma recombination) vorticity is 

generated through a baroclinic torque induced in the flow by misaligned pressure and density 

gradients, while at longer time scales additional vorticity is created by roll-up of the plasma core 

(similar to the model of Bradley et al.).  Similar mechanisms to those discussed here (in the context 

of laser ignition) are also responsible for kernel dynamics induced by conventional spark plugs 

and in nanosecond discharges between electrode pairs. However, in these cases the energy 

deposition is more symmetric so that two matched vortex rings persist and no third lobe forms66–

69. Finally, Endo et al. have reported a comparative study between laser breakdown ignition and 

discharge spark plugs indicating that the plasma-driven fluid dynamics play an important role in 

flame kernel augmentation64. They suggest that flame vorticity entrains the surrounding 

combustible mixture which leads to an increase of the effective kernel energy in the early stages 

of flame development. The fluid dynamics effects induced by the dual-pulse laser ignition 

technique are investigated here for the first time. 

1.3 Dissertation Outline 

This dissertation develops a novel laser ignition technique based on a dual-pulse pre-

ionization technique. There are three main directions that are pursued in order to form a unified 

understanding of how this new technique can improve on current laser ignition technology: 1) 

investigation of the plasma characteristics at various laser wavelengths, 2) demonstration of the 

new technique for ignition of fuel-air mixtures and comparison with the reference non-resonant 

laser breakdown ignition method, 3) understanding the impact of the thermal/fluid dynamic 

processes that accompany plasma recombination on the early flame kernel development. The 
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dissertation achieves these goals through a combination of experimental investigations and 

numerical modeling. As such, the dissertation is organized in six chapters. Chapter 1 gives a 

motivation for this work and covers the existing literature on the topics of laser breakdown and 

laser ignition. Chapter 2 is devoted to the physics of laser plasma formation. The main goal of this 

chapter is to understand what are the conditions under which successful breakdown can be 

achieved. The mechanisms of multiphoton ionization and electron avalanche ionization are treated 

theoretically and their role in electron generation and plasma growth at various laser wavelengths 

is explained. Additionally, the various kinetics pathways involved in the ionization process are 

presented and the main electron loss mechanisms are outlined. Chapter 3 presents an experimental 

investigation of the threshold characteristics of ultraviolet (UV) λ=266 nm and near-infrared (NIR) 

λ=1064 nm nanosecond laser generated plasma in ambient air. For UV pulses at the conditions 

studied, energy absorption by the plasmas increases gradually with laser pulse energy and the 

absorption of UV radiation does not necessarily result in visible plasma emission. For the NIR 

induced plasmas, the energy absorption profile is far more abrupt. In contrast with UV, the 

absorption of NIR radiation is always accompanied by intense optical emission.  The contrast in 

the UV and NIR plasma threshold behavior are attributed to differing roles of avalanche ionization 

and multiphoton ionization. These experimental findings are further endorsed by a numerical 

simulation of the electron rate of growth under UV and NIR radiation. Finally, differences in the 

fluid dynamics for UV versus NIR pulses are shown with Schlieren imaging. Chapter 4 builds 

upon these findings and proposes a new laser ignition technique based on the overlap of the UV 

and NIR pulses. The new technique is successfully demonstrated for the ignition of propane-air 

mixtures at various equivalence ratios. A comparison with the classical laser spark ignition method 

shows that the dual-pulse technique is superior leading to a reduction in the minimum ignition 
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energy, lowering of the lean flammability limit and an increase in combustion efficiency. Another 

important experimental finding presented in this chapter is that the plasma induced flow can have 

a big impact on the flame kernel aerodynamics. The content of chapter 5 is motivated by this latter 

finding. A custom computational fluid dynamics (CFD) code is developed to study the flow field 

induced by the laser plasma. It is shown that the flow pattern is primarily dictated by how the laser 

energy is deposited along the optical axis. If the energy deposition is not homogenous 

(corresponding to a slight misalignment between the focal points of the two beams) then a third 

lobe is formed propagating towards the laser source. In contrast, if the energy is deposited 

homogenously around the waist the flow develops into a symmetrical toroidal shape with no third 

lobe. Instead, a stagnation plane is observed to appear at the center of the kernel. This ensures that 

the temperature at the core stays higher for longer periods. The dissertation concludes with Chapter 

6 in which the main findings are summarized in the form of conclusions. The main implications 

of the findings reported here are explored in this chapter as well. Finally, several recommendations 

and directions of future research are presented. 
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CHAPTER 2:  

Physics of Laser Plasma Formation 

 

 

 

2.1 Introduction 

The main concern of this chapter relates to the physical and mathematical description of 

the optical breakdown phenomenon. The mechanisms of optical breakdown have been studied 

extensively and are discussed at length in the books of Raizer29,37, Bekefi70 and Radziemski and 

Cremers32 and reviews by Ostrovskaya and Zaidel’71 and Morgan31. Two principal ionization 

mechanisms lead to plasma formation and growth: multiphoton ionization (MPI) and electron 

avalanche ionization (EAI). The initial generation of free electrons is predominantly by MPI 

whereby a neutral gas molecule becomes ionized through absorption of a sufficient number of 

photons within the excitation lifetime (though some free electrons may also be present due to 

thermal ionization and cosmic ray excitation). The MPI process is shown schematically in Figure 

2.1-a and it occurs with greater probability for at shorter wavelengths as fewer photons are required 

to overcome the ionization potential of the gas molecule. For nanosecond pulses, the initial seed 

electrons generated through MPI rapidly gain energy through inverse Bremsstrahlung absorption 

of laser radiation (see Figure 2.1-b) and, upon collision with surrounding molecules, induce further 

ionization into the gas. The rate of exponential plasma growth, characteristic to the formation of 

laser sparks, is dictated by the competition between EAI and various loss mechanisms, such as 

electron attachment, elastic and inelastic collisional losses, recombination, and diffusion. It is 

during this phase that most of plasma heating takes place. During the final part of energy 

deposition, the plasma is observed to propagate along the beam path growing towards the laser 
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source (Figure 2.1-c). It is important to note that once the plasma has formed the energy required 

to propagate the discharge is much smaller than what is required for breakdown. Even in very 

weak electric fields the ionization spreads through the adjacent layers being aided by processes 

such as pressure wave heating, heat conduction, thermal radiation and electron diffusion29,72,73. 

The final stage of laser plasma development involves the formation of a blast wave that propagates 

outward from the main plasma kernel (Figure 2.1-d). One of the main challenges in studying the 

laser induced plasmadynamics comes from the fact that each process described above takes place 

on vastly different time scales. MPI requires sub-nanosecond time scales because it involves the 

excitation of virtual energy levels with each photon absorption. EAI takes place over longer time 

scales (nanosecond or larger) because it is a collisional ionization process. Finally, the blast wave 

formation and the plasma induced fluid dynamics take place over microsecond timescale. 

 

Figure 2.1: Schematic of the different stages for laser induced breakdown using nanosecond 

pulses. (a) Multiphoton ionization, (b) electron avalanche ionization, (c) plasma growth, (d) blast 

wave propagation74. 

For sub-nanosecond pulses the mechanism governing plasma formation is somewhat 

different than the one described above. In the last few years, of particular interest was the study of 

plasma generated through the filamentation of femtosecond laser pulses. Owing to their short pulse 
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duration, no EAI is present and the gas ionization process is much more controllable being 

governed entirely by MPI. The femtosecond filament enables the propagation of a very narrow 

beam over great length without the support of a self-guiding mechanism. When the laser intensity 

is high enough (~1013-1014 W/cm2), the phenomena leads to the formation of long weakly ionized 

plasma channels (also called filaments)75,76. This is due to the Kerr lensing effect that balances the 

MPI-induced defocusing tendency77. For this type of plasma, the acoustic wave the accompanies 

plasma cooling and recombination is observed to be much weaker than the typical blast wave 

associated with the nanosecond laser generated plasma78,79.  

At the other end of the spectrum, if the pulse is very long (or even continuous) optical 

breakdown of gases cannot be achieved owing to the high peak intensity required for cascade 

ionization breakdown (����_���������~2 × 1011�/��2)32. Thus, most common application of 

continuous wave (CW) lasers is on laser-sustained plasma whereby a plasma generated by other 

means (short pulses, capacitive discharges etc) is maintained at steady state by the use of a high-

power CW laser. This type of plasma is also referred in literature as a continuous optical discharge 

and shares many characteristics with the other gas discharges mentioned above80. The mechanism 

involves the continuous replenishing of free electrons through inverse bremsstrahlung absorption 

to counteract various loss mechanisms (such as electron diffusion, recombination or attachment). 

Additionally, if the laser radiation frequency is greater than the plasma frequency the beam can 

propagate deep into the plasma kernel becoming absorbed at high intensities near the focus. This 

enables one to generate a steady state high density laser plasma.  

In this dissertation, the main focus is on nanosecond pulses. However, the other types of 

laser plasma will be mentioned briefly for comparison purpose where appropriate. 
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2.2 Multiphoton Ionization 

The creation of initial electrons by laser radiation is most commonly achieve through 

multiphoton ionization of atoms or molecules. In this section, the theory of MPI is first developed 

intuitively using statistical mechanics arguments. Later, the result of this analysis is compared to 

more complex models that are found in literature.  

Multiphoton ionization involves the quasi-simultaneous absorption of several photons by 

a gas molecule or atom. The main requirement for ionization to occur is that the total energy of 

the absorbed photons needs to be larger than the ionization potential of the particle. The MPI 

reaction can be described as follows: 

 � + �ℎ� → �+ + �− (2.1) 

Where � represents the number of photon required to photoionize the molecule and ℎ� is the 

energy of one photon. The ionization mechanism, shown schematically in Figure 2.2-a, can be 

explained as follows: a high-power laser pulse is focused using a lens to achieved high irradiance 

at the beam focal spot. Provided that the flux density is high enough, multiple photons can interact 

with the gas molecule that is initially in its ground state. If the photon energy does not match any 

of the molecule’s allowed quantum transition (energy levels) then absorption of the photon energy 

can only take place to a virtual state. However, the electron cannot remain in that state. In fact, the 

electron residence time in a virtual state is governed by Heisenberg’s uncertainty principle and it 

is related to the photon energy: ∆� = ℎ ℎ�⁄ 81. If a second electron is absorbed during this time, 

then the electron will be excited to a higher virtual energy state corresponding to: 2ℎ�.  Depending 

on the molecular structure of the gas to be ionized and the laser frequency used, multiple photons 

are needed to overcome the ionization potential, with each subsequent photon absorption requiring 

a decreasing residence time in a virtual state (for the nth photon in an MPI scheme the residence 
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time becomes ~1 ��⁄ ). As a consequence, the MPI process takes place over very short time scales 

(sub-nanoseconds) and it is a strong function of the gas mixture and laser wavelength. A shorter 

laser wavelength (more energetic photons) yields a shorter residence lifetime to a given virtual 

state but will require fewer photons overall to overcome the molecule’s ionization potential.  

Another related ionization mechanism could take place if the photon energy matches one 

of the quantum energy levels of the gas molecule. In this case fewer photons are required for 

achieving ionization and the residence time increases (since the transition is allowed). Such 

mechanism is called resonant-enhanced multi-photon ionization (or REMPI) and, if the conditions 

are met for it to take place, it’s probability is higher than MPI29,82. However, REMPI is a much 

more challenging process to achieve because it requires tailoring the laser wavelength to the gas 

mixture. An example of a 2+1 REMPI ionization scheme is shown in Figure 2.2-b. Here, two 

photons are required to reach an intermediate excited state (� + 2ℎ� → �∗) and a third one takes 

the electron above the ionization threshold (�∗ + ℎ� → �+). Usually high power tunable lasers 

are required for achieving gas ionization through REMPI.  

At longer wavelengths in the IR (� > 1 ��) photoionization is enabled by yet another 

mechanism. If the laser irradiance is very high (~ 1015 � ��2⁄  for � = 1 ��) ionization can be 

induced by electron quantum tunneling. If the electron in an atom or molecule absorbs sufficient 

energy it can pass through the quantum potential well and the particle becomes ionized83. It is 

largely agreed that for very long radiation wavelength (especially in microwaves) photoionization 

can only take place through electron tunneling84,85. A schematic of the tunneling photoionization 

is shown in Figure 2.2-c. 
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Figure 2.2: Diagrams describing the various photoionization mechanisms: (a) MPI, (b) 2+1 

REMPI and (c) electron tunneling ionization 

In the experimental work presented in this dissertation, it is believed that MPI is the main 

pre-ionization mechanism present86. A mathematical expression for the probability of MPI can be 

derived based on statistical mechanics arguments that follow naturally from the discussion 

presented in the previous paragraph. Let us consider the interaction between the laser beam and a 

molecule or atom. The photon flux at the location of the beam waist is given by: �� and the photon 

energy is: ℎ�. The number of photon required to ionize a molecule through MPI is therefore:  

 � =
��ℎ� 

(2.2) 

where, ��, represents the energy required to pass the ionization potential of the particle. If we 

assume that the excitation is purely a collisional process then we can define a sectional area in the 

close vicinity of the particle that has to be crossed by the photons in order to excite that particle.  

If this area is defined as � then we know that, in general, the average number of photons crossing 

this area over a time interval, Δ�, is given by: 

 ��ℎ_��� = ���Δ� (2.3) 

According to Tozer87 it is reasonable to assume that the probability of � photons crossing � in time Δ�~ 1 �⁄  obeys a Poisson distribution (which implies that the photon distribution is random over 
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molecular/atomic distances). Using this argument, the probability for ionization of a single particle 

can be defined as: 

 � = ���(−���/ν)[(���/ν)�/�!] (2.4) 

If one is interested in determining the number of free electrons generated in a gas of density, N, 

over a laser pulse length, � then this can be obtained from Eq. (2.4): 

 �� = (� � �) × ���(−���/ν)[(���/�)�/�!] (2.5) 

The reaction rate for MPI can also be obtained by dividing the probability by the time interval 

allowed for the excitation into the virtual state to take place: 

 � = � ×  ���(−���/ν)[(���/�)�/�!] (2.6) 

A similar expression for multiphoton ionization rate was obtained by Grey Morgan81 who 

solved a system of rate equation for the upward and downward transitions from various virtual 

states. His derivation assumes that the cross-section for the photon excitation is the same for each 

virtual state and that the decay from each of these state is spontaneous within a lifetime governed 

by the uncertainty principle. The equation obtained is very similar to Eq. (2.6): 

 � = � �ℎ�2�� 2��
(� − 1)!

 
(2.7) 

For practical applications, another important relation is the photon flux required to achieve 

optical breakdown (formation of laser spark) by MPI. This can be obtained from Eq. (2.5) by 

setting gas ionization fraction � = �� �⁄ = 0.001 and solving for the flux ��: 

 ��|�ℎ���ℎ��� =
�� �� �!� � ���(���/�)�1 ��  

(2.8) 

The solution of the implicit equation (2.8) for the four harmonics of the Nd:YAG are plotted in 

Figure 2.1 below. Results indicate that the intensity required to achieve breakdown by MPI alone 

increases with the laser wavelength. Note that at the fundamental wavelength of the Nd:YAG (� =
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1064 ��) the breakdown intensity is about an order of magnitude higher than at 266 nm. As it 

will be demonstrated in the next section, MPI is not the dominant mechanism for achieving optical 

breakdown at NIR laser frequencies. 

 

Figure 2.3: Breakdown intensity by MPI for the four harmonics of the Nd:YAG in a pure N2 gas 

mixture. The calculation neglects electron loss mechanisms. 

2.3 Electron Avalanche Ionization 

It was noted in the previous sections that MPI is essential for the initial formation of seed 

electrons in a gas mixture (also referred as gas pre-ionization). However, for the successful 

formation of a laser spark (gas breakdown) MPI is not a sufficient condition in most cases. The 

main requirement for gas breakdown under intense laser radiation is the rapid multiplication of 

free electrons in order to counteract the various loss mechanisms such as electron diffusion, 

attachment or recombination. At optical frequencies, this is achieved through the process of 

electron avalanche ionization (EAI). This section is concerned with the development of a 

mathematical model describing the probability of EAI.  
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The electron avalanche (sometimes also referred in literature as the cascade growth) can 

be described by the following reaction: 

   �− + ℎ� + � → 2�− +  �+ (2.9) 

Reaction (2.9) describes an avalanche because it leads to a net gain of electrons in the plasma. The 

probability of electron multiplication is governed by the rate at which the electrons gain energy in 

the electromagnetic field generated by the laser beam at the location of optical breakdown. In 

quantum mechanics, this process is called inverse bremsstrahlung (IB) absorption of radiation 

(from the German words bremsen = to slow down and strahlung = radiation). However, IB is not 

the only possible interaction between free electrons and laser radiation. A competing mechanism 

is present in the form of stimulated emission which acts like a quenching mechanism for EAI. This 

quantum mechanical description of avalanche ionization was treated in detail for the first time by 

Zel’dovich and Raizer28 in their seminal work on cascade ionization of a gas by a light pulse 

published in 1965. Here only the main result will be presented. The rate of electron density growth 

can be described by solving the Boltzmann’s kinetic equation for the electron distribution function 

in velocity space32: 

   ��(�)�� = � �(�) + �� ���(�, �′)�(�′)��′�  
(2.10) 

The first term in Eq. (2.10) represents the rate at which an electron gain energy in the EM field 

generated by the laser pulse. According to Zel’dovich and Raizer28,32 this corresponds to: 

   �(�) = ���(� − ℎ�)�(� − ℎ�) − ���(�)�(�) + ���(� + ℎ�)�(� + ℎ�)− ���(�)�(�) (2.11) 

Where ��� and  ��� represent the inverse bremsstrahlung and stimulated emission rate coefficients. 

A diagram of all four processes is shown in Figure 2.4 below.  
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Figure 2.4: Schematic diagram showing the two competing quantum processes through which an 

electron interacts with a photon during EAI: inverse bremsstrahlung absorption and stimulated 

emission. 

Various relations for the IB rate coefficient can be found in literature88,89. It is important to note 

that, depending on the plasma parameters, the dominant IB mechanism can change from electron-

neutral IB (at T< 10,000 K) to electron-ion IB (T> 10,000 K)90,91. On the other hand, stimulated 

emission coefficient can be implied through detailed balance once the IB coefficients are known. 

The second term in Eq. (2.10) represents the gain/loss of electrons upon collisions with 

molecules32: 

   ��(�, �′) = � 2���0.5 ��′ 0.5��(�′) ��� − �′ + ��� − �0.5��(�) �(� − �′)� (2.12) 

Electrons at energy, �, can be generated from a collision between a molecule and an electron at 

energy �′ > � (first term in Eq. (2.12)) or an electron at energy � can be lost when the excited state �′ is formed (second term in Eq. (2.12)). The cross-section for impact ionization of molecules, ��, 
is obtained from experiments. 

According to Raizer29, a simpler analysis for the rate of EAI can be conducted if the average 

electron energy is higher than the photon energy. This is valid in the microwave region but it can 

also be used for qualitative results at optical wavelengths.  In this scenario, the motion of the 
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electron inside of an EM field induced by a laser beam can be described using classical mechanics. 

From Newton’s second law: 

   �� �2�⃗��2 = −���⃗ − ������⃗  
(2.13) 

Where the first term describes the oscillatory motion of the electron inside the electric field: ��⃗ =�0���(−���). This is in fact the Lorentz force where we have neglected the contribution of the 

magnetic component (which is minimal in a laser field). The second term deals with the 

translational motion of the electron as a consequence of collisions with surrounding particles (�� 

is the collision frequency). This term can be thought as acting like a “drag” because the electron 

is forced to slow down due to collisions with other particles in the field. By integrating Eq. (2.13) 

one obtains the velocity of the electron in the E-field: 

   ��⃗ =
−����⃗�� [� + ���] 

(2.14) 

The rate of electron energy increase inside the field (i.e. the power gained by the electron) can be 

computed by taking the time average product between the E-field and the velocity vector: −�〈��⃗ ��⃗ 〉. 
Note that for complex numbers this is equivalent to:  〈��⃗ ��⃗ 〉 =

12��{� �∗}, where �∗ is the complex 

conjugate of the electron velocity. Substituting expression (2.14) into this gives the rate of electron 

energy increase in the laser field: 

   ���� =
�2

2��[�2 + ��2]
 

(2.15) 

In the simplest scenario when all the electron loss mechanisms are ignored, the plasma growth rate 

due to EAI can be computed as follows: 

   ����� = ���� 
(2.16) 
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The ionization frequency, ��, is governed by the time it takes for an electron to increase its energy 

from the ground state to the ionization potential, ��:  

   �� =
1�� ���� =

1�� �2
2��[�2 + ��2]

 
(2.17) 

An important quantity for practical applications is the E-field required to achieve gas breakdown 

through EAI. This can be obtained by integrating Eq. (2.16) over the laser pulse duration:  

   �� � ��_�������_�������� = � ������
0  

(2.18) 

By considering a square pulse the integration can be done analytically very easily and a 

relationship for the root-mean-squared E-field required for breakdown becomes apparent: 

   ����2 =
���2���� �� � ��_�������_����������[�2 + ��2] 

(2.19) 

Here the breakdown requirement is defined as: 
��_�������_������� = 1013 the same as in the previous section 

when we looked at MPI. The breakdown intensity is plotted in Figure 2.5 as a function of laser 

wavelength. It is worth noting that for EAI, the breakdown intensity increases with photon energy. 

This is in contrast with the results obtained for MPI where higher energy photons increase the 

probability of ionization. Moreover, in the NIR range, the breakdown intensity for MPI is higher 

than it is for EAI. This suggests that in NIR most of the electrons generated in a laser spark come 

from avalanche ionization. Also important to note that, since: ��~�, breakdown threshold 

decreases with increasing pressure: ����~
1√�. This is an important result for the laser ignition 

applications because it shows that it is easier to generate laser sparks when engines are operated at 

higher pressure.  
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Figure 2.5: Breakdown intensity due to EAI at the four harmonics of the Nd:YAG in a N2 gas 

mixture.  

2.4 Plasma Growth and Electron Losses 

2.4.1 Master Equation 

The previous two sections of this chapter presented the mechanisms of electron generation 

in a gaseous mixture under laser illumination with complete disregard to any losses that might 

occur during the plasma formation period. However, optical breakdown is achieved when the 

electrons generated through a combination of MPI and EAI is higher than the various electron loss 

mechanisms that are present in the plasma. There are various definitions for the breakdown 

threshold as described in the literature survey section of this dissertation. In this work, the 

breakdown threshold is associated with the generation of a critical ionization fraction: �� �⁄ ~0.001.   

The focus here is on evaluating the kinetics pathways involved in the ionization process 

and try to understand the conditions under which successful breakdown can be achieved. The rate 

of growth of electrons in a plasma is governed by the following master equation: 
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   ����� = ������ + ������� − ���� − ������ − ������ 
(2.20) 

The subsection that follow describe each term in detail. An example calculation using Eq. (2.20) 

is given in CHAPTER 3: when discussing the threshold characteristics of UV and NIR laser 

plasma.  

2.4.2 Primary Ionization Mechanisms (MPI & EAI)  

The first term represents the rate of generation of electrons through electron avalanche 

ionization. Note that EAI cannot take place in the absence of free electrons already present in gas 

that were either generated through a photoionization mechanism or background ionization. This is 

illustrated in Eq. (2.20) by the dependence on electron number density, ��. The EAI rate, ����, can 

be computed using the models presented in the previous section (see Eq. (2.17), for example) but 

other models have been proposed in literature by Shneider92 or Bekefi70 which have also shown 

agreement with experiments. The second term describes the rate of ionization through multiphoton 

ionization. The MPI process dependence on laser intensity is given by a power law: ��, where 

“m” is the number of photons that need to be absorbed “simultaneously” to achieve ionization.  

2.4.3 Secondary Ionization Pathways 

The first two terms represent the primary paths through which electrons can be generated 

in a gas. In reality, there are a series of secondary processes that can lead to ionization that are not 

accounted for in Eq. (2.20) because their probability is very low in laser induced breakdown. One 

such mechanism is the ionization by excited atoms in the gas and can be described by the following 

reaction: 

   � + �∗ → �+ + �− (2.21) 
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Under this reaction an excited atom, �∗, with sufficient kinetic energy could, in principle, ionize 

another particle through collisions. The main issue with this process is that the kinetic energy 

required by the excited atom to induce ionization needs to be extremely large (~10-100 keV) 

according to Raizer37. This is equivalent with the atom moving at close to relativistic speeds ~108 

cm/s. An improvement is obtained if the excitation energy of one atom is greater than the ionization 

potential of other atoms present in the gas mixture. This process is also referred in literature as the 

Penning effect93 and it can be promoted in practical applications through resonance excitation of 

an atom followed by collisions with neutrals. An example is the resonance excitation of He (21 P) 

atoms followed by impact with Ar, Xe or N2. Still, unless the laser wavelength is tailored to 

promote resonance-excitation, the ionization through collisions with excited atoms is not very 

common in laser generated plasma.  

Free electrons can also be formed through associative ionization when two atoms (in which 

one or both can be in an excited state) collide to form a single positive ion. The process is described 

by the reaction: 

   � +�∗ → �2+ + �− (2.22) 

This process happens when the atomic binding energy is higher than what is required for ionization 

of a single atom. The excess energy resulted from the binding reaction can promote ionization of 

the newly formed molecule. This process can be important in inert gases such as He or Hg but it 

is very unlikely in most gaseous plasma of interest for laser ignition applications37.  

2.4.4 Electron Diffusion 

One of the main loss mechanism in laser plasma is electron diffusion from the focal volume 

where plasma initiation takes place. In contrast with neutral gas mixtures, in a plasma there are 
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two types of diffusion: free diffusion and ambipolar diffusion and their respective role depend on 

the plasma density and temperature. The rate of diffusion is given by: 

   �� =
�Λ2 

(2.23) 

Where D is the diffusion coefficient and Λ represents the characteristic diffusion length. At low 

electron densities, the dominant diffusion process is free diffusion. From the kinetic theory of 

gases, the diffusion coefficient in this case is given by:  

   � = 〈 �2
3��〉 (2.24) 

Note that free diffusion is dependent on the gas pressure through the collision frequency ��~� 

being much more important for laser breakdown at low pressures. The electron velocity can be 

estimated as: �2 = 2�/̅�� where the average electron energy, �,̅ is usually taken as one third of the 

ionization potential (�̅ = � ̅� 3⁄ ). If the plasma density is high, electron diffusion becomes affected 

by the other charged particles present in the gas. This reduces diffusion because the electrons 

cannot leave the focal volume without “dragging” the heavier ions after them. This type of 

diffusion is called ambipolar and leads to a reduction of the diffusion coefficient by the square root 

of the ratio between the mass of the electron to that of the ion (��� ����⁄ ~10−2)32. Ambipolar 

diffusion becomes the dominant mechanism when the Debye length is smaller than the beam waist: 

 �� = � ����
4����2�1/2

< �0 
(2.25) 

One can use Eq. (2.25) to determine the critical plasma density for which ambipolar diffusion is 

dominant: 

 ��_�������� > ���� � 1

4��02�2�1/2
 

(2.26) 
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The characteristic diffusion length in Eq. (2.23) is dependent on the geometry of the 

ionization volume29: 

 (��������):                             (1 Λ⁄ )2 = (2.4/�)2 + (�/�)2            

                             (��ℎ���):                                  (1 Λ⁄ )2 = (�/�)2 

(2.27) 

Overall, diffusion can be significant when optical breakdown is attempted in low pressure mixtures 

and beam waist is small (see dependence on beam radius in Eq. (2.27)). 

2.4.5 Recombination 

In the absence of an electric field, electron-ion reactions also play a significant role in 

plasma decay. For example, dissociative recombination is one of the main electron loss mechanism 

at low temperatures (such as pre-ionization plasmas) due to the presence of molecular ions. The 

reaction describing dissociative recombination can be written as follows: 

   �2+ + �− → � + �∗ (2.28) 

Typically, the collision of an electron with a molecular ion leads to atomic dissociation and 

subsequent excitation. In air plasma some of the most important reactions involve the dissociation �2+, �2+ and ��+ ions94: 

   

⎩⎪⎪⎨
⎪⎪⎧ �2+ + �− → � + �� �2 �,       � = 2 × 10−7  ×  �300�� �0.5

 [��3/�]

�2+ + �− → � + �,                   � = 2 × 10−7  ×  �300�� �0.5
 [��3/�]  

��+ + �− → � + �,               � = 4 × 10−7  ×  �300�� �1.5
 [��3/�] 

 

 

(2.29) 

 

As suggested by Eq.(2.29), the likelihood of dissociative recombination decreases with increasing 

plasma temperature (note the inverse dependence on Te). Moreover, in high density plasma 

molecular ions are replenished almost instantaneously through conversion reactions of the type: 
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�+ + � + � → �2+ +�. The rate of conversion can be significantly faster than that of 

dissociative recombination due to the high abundance of atoms in the early stages of the discharge. 

Accordingly, conversion reactions can produce larger ion complexes such as �4+and �4+ that have 

even larger rate coefficients than those presented in (2.29)94: 

   

⎩⎪⎨
⎪⎧ �4+ + �− → �2 + �2,                   � = 2 × 10−6  ×  �300�� �0.5

 [��3/�]

�4+ + �− → �2 + �2,                   � = 1.4 × 10−6  ×  �300�� �0.5
 [��3/�]  

 

 

 

(2.30) 

Plasma decay, accompanied by light emission, is also possible through the process of 

radiative recombination. This mechanism of electron loss can be described by the following 

reaction: 

   �+ + �− → � + ℎ� (2.31) 

As noted by Raizer37 this mechanism is not as important as dissociative recombination in 

accounting for the loss of electrons in a plasma. However, it is of importance in the field of 

spectroscopy because the light emitted through reactions of the type (2.31) allows for species 

detection. Typical rate constants for this process are on the order of : ���~10−12��3/�.  

In high pressure gas discharges, recombination can also take place through 3-body 

electron-ion reactions: 

   �− + �+ +� → � +� (2.32) 

Where �+ = �2+,�2+,��+,�+,�+ and � = �2,�2. The presence of the third body in this type 

of reaction is almost mandatory in order to absorb the excess energy resulted from the collision of 

highly energetic electrons with ions. Nonetheless, reactions of the type (2.32) have a very low 

probability94 (typically: ��−���~10−19 − 10−25 ��6/�).  
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2.4.6 Attachment 

Electron attachment can be the dominant mechanism for electron loss in mixtures 

containing gases with high electronegativity. Typical example of atoms and molecules with high 

electron affinity (0.5-3 eV 37) includes: �, �, �2, �2� and halogen gases (not considered in this 

work). In air breakdown, the process is characterized mainly by reactions of the type: 

   �− + �2 +� → �2− +� (2.33) 

with: � = �2,�2,�2� . When the electron collides with molecular oxygen, the binding energy is 

distributed over the vibrational modes of the molecule resulting in the formation of a stable 

negative ion. A typical attachment frequency of electrons in an air mixture at p=1 atm is given by 

Raizer37: ��~108 �−1. Electron attachment has been shown to play a significant role in allowing 

plasma revival at very long delays after the decay of electron densities. For example, if a secondary 

pulse is added to the previously ionized gas, the weakly bonded electrons can be detached from 

the negative ions and multiplied through a cascade process leading to the revival of a plasma kernel 

at hundreds of microseconds after its initial decay with only moderate laser irradiance required 

(below that required to achieve breakdown in the first place)44.  

Ion-ion recombination (or charge transfer) reactions can play an important role in plasmas 

in which attachment is significant due to the high concentration of negative ions: 

   �− + �+ → � + � (2.34) 

The binary reaction described in (2.34) is only reasonable at low pressures. At high pressures (p 

>1 bar) the ions lose energy through frequent collisions with molecules and cannot undergo 

neutralization anymore with opposite charge ions37. 
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CHAPTER 3:  

Threshold Characteristics of Ultraviolet and Near-Infrared  

Nanosecond Laser Induced Plasmas1 

 

 

 

This chapter is concerned with the energy absorption, optical emission, temperature and 

fluid dynamics of ultraviolet (UV) λ=266 nm and near infrared (NIR) λ=1064 nm nanosecond 

laser induced plasmas in ambient air. For UV pulses at the conditions studied, energy absorption 

by the plasmas increases relatively gradually with laser pulse energy. Additionally, measurements 

of plasma luminosity show that the absorption of UV radiation does not necessarily result in visible 

plasma emission. For the NIR induced plasmas, the energy absorption profile is far more abrupt 

and begins at much higher laser energies. In contrast with UV, the absorption of NIR radiation is 

always accompanied by intense optical emission.  This indicates that the mechanism governing 

the plasma formation at UV and NIR wavelengths is different. The temperatures of both types of 

plasma have been measured with Rayleigh scattering thermometry (at times after the Thomson 

signal sufficiently diminishes). The UV plasmas can attain a wider range of temperatures, 

including lower temperature compared to the NIR plasma. The temperature of NIR plasma is found 

to be consistent with what was previously reported in literature and. The high temperature of the 

NIR plasma correlates well with those of gas optical breakdown. Differences in the fluid dynamics 

                                                 
1 This chapter is based primarily on material published as a journal article: Dumitrache, C., Limbach, C. M., Yalin, A. 

P., “Threshold Characteristics of Ultraviolet and Near Infrared Nanosecond Induced Plasmas”, Physics of Plasma 23, 

093515(2016). My contribution to this was to perform the experiments and write the manuscript. Section 3.2.12 is 

based on two AIAA conference proceedings papers: (1) Dumitrache, C., Wilvert, N, Yalin, A.,P. “Laser Plasma 

Formation Using Dual Pulse Pre-Ionization”, AIAA2013-2632. (2) Dumitrache, C., Limbach, C. M., Yalin, A. P., 

“Laser Thermal Ignition Using a Dual-Pulse Approach”. I collected all data presented here from the two AIAA papers 

and I wrote both manuscripts. 
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for UV versus NIR pulses are also investigated in this chapter using Schlieren imaging. The 

contrast in the UV and NIR plasma threshold behavior are attributed to differing roles of avalanche 

ionization and multiphoton ionization as is also illustrated by a simple numerical model. Finally, 

the two pulses are overlapped in an attempt to quantify the ability of the dual-pulse to tailor the 

plasma parameters. It is demonstrated that temperatures relevant for ignition applications can be 

obtained using the combination of the UV and NIR pulses. 

3.1 Description of Experimental Procedure 

3.1.1 Optical Layout 

The optical layout used for the laser plasma generation and measurements of energy 

absorption, optical emission, and Rayleigh thermometry is presented in Figure 3.1. The UV laser 

plasma is generated by the fourth harmonic of an unseeded Nd:YAG laser (Continuum Powerlite 

8010) at 266 nm. The delivered laser energy is adjusted with a variable attenuator comprised of a 

half waveplate and polarizer. Shot-to-shot variations in delivered energy are monitored by 

collecting a small fraction (~3%) of the laser light (picked off by a beam splitter) with an energy 

meter (Ophir PE-10). Optical breakdown is produced by focusing the beam with a single plano-

convex lens of focal length 300 mm. NIR pulses are produced from the unseeded fundamental 

output (1064 nm) of a second Nd:YAG laser (New Wave Gemini PIV). Again, a variable 

attenuator (half-waveplate and polarizer) and energy meter are used to vary and monitor the output 

pulse energy before it reaches the plasma formation area. The NIR beam is also focused with a 

plano-convex lens of focal length 300 mm. Laser plasma formation occurs inside an aluminium 

chamber (with a volume of 195 cm2) that can be filled with different gases and to different 

pressures (measured with pressure gauge Omega DGP 409-500A).  The two beams are combined 

with a beam splitter such that they share a common optical axis through the chamber (though the 
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current experiments only use one beam at a time). The waist sizes are made consistent (within ~10 

µm) by appropriately setting the focusing lenses.  Sizes and durations of the beams have been 

characterized and are also given in Table 3.1. 

Transmitted beam energies after the laser plasma formation and chamber are measured 

with a photodiode (MODEL Thorlabs DET 10A). The photodiode signals (whose temporally 

integrated areas are used) have been calibrated to energy measurements with an energy meter. As 

discussed below, the combination of the delivered energy measurement and the post-plasma 

measurement allow determination of energy absorbed by the plasma. 

 

Figure 3.1: Optical layout for the laser plasma formation experiment using UV and NIR pulses. 

The Rayleigh scattering setup used for measuring gas temperature is also shown.  

 

Table 3.1: Parameters for the three Nd: YAG lasers used in the Rayleigh scattering experiment 

Laser Wavelength (nm) 
Pulse Duration 

(ns) 
Waist Diameter (μm) Energy (mJ) 

UV 266 7 150 0 – 60 

NIR 1064 10 150 0 – 75 

Rayleigh 

Scattering 
532 10 170 10 

Schlieren 1064 15 N/A < 1 
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3.1.2 Energy Absorption 

Single-shot measurements of the energy absorption by the plasma are obtained from the 

energy meter and calibrated photodiode at the chamber output. The fraction of absorbed energy F 

is calculated as:  

 � = � �� − ����  
(3.1) 

where Ei and Et are the incident and transmitted pulse energies. A correction factor C that accounts 

for optical losses through the chamber and a calibration factor between the two instruments was 

obtained by evacuating the chamber (p < 10 mbar) and measuring the input and output laser energy. 

The energy absorption measurement approach requires that any scattering of incident laser light 

by the plasma itself be negligible, as is also widely assumed by other researchers22,26,59 . 

3.1.3 Plasma Emission 

Spatially resolved optical emission from the laser induced plasmas is collected using an 

ICCD camera (pco DICAM pro) with pixels binned 2 x 2. The gating and exposure is set such that 

each image shows the plasma luminosity during the first 100 ns immediately after the laser pulse. 

The photons were collected perpendicular to the plasma and imaged onto the detector array using 

an f/3.0 plano-convex lens. Prior to reaching the ICCD the light is passed through a 532 nm 

bandpass filter (full-width at half-maximum of 10 nm) placed in front of the ICCD camera. The 

peak plasma luminosity, i.e. the signal from the most luminous part of the plasma, was determined 

by querying the images for the location with the maximum binned pixel intensity. 

3.1.4 Rayleigh Scattering 

The Rayleigh scattering probe beam is the second harmonic (532 nm) of an additional 

Nd:YAG laser (Spectra Physics PR-II) with pulse duration 10 ns. In order to obtain maximum 
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scattering intensity, the polarization of the 532 nm beam was set orthogonal to the viewing 

direction (S-polarization). The Rayleigh beam is focused using a f=250 mm plano-convex lens to 

a waist diameter of ~170 µm and directed into the chamber such that it passes through the center 

of the plasma kernel and is orthogonal to the plasma formation beams. Since the core region of the 

plasma kernel moves slightly with changes in chamber pressure, the Rayleigh beam is re-aligned 

for each test to ensure overlap in each case. Scattered photons are collected using an f/3.0 lens and 

imaged on an ICCD camera (pco DICAM pro) with an array size of 1280 x 1024 pixels (6.7 µm 

per pixel). The camera exposure is set to 50 ns and the gain is held constant for all the 

measurements. Due to potential interference to Rayleigh signals from stray light, several baffles 

are installed across the length of the chamber. In order to increase signal-to-noise, the scattering 

signals are averaged over a set of 300 images and pixels are binned 2×2. Uncertainties in Rayleigh 

signal and resulting temperature measurements are discussed below. 

Rayleigh scattering is a linear, elastic process that produces a signal proportional to gas 

density95,96. The spatially resolved thermometry approach is based on inferring temperature from 

density (through the ideal gas law); essentially, an image of the unknown temperature field from 

the laser plasma is divided by a known reference image. Temporally resolved measurements are 

obtained by changing the image delay relative to the laser pulse. The approach requires background 

subtraction, uniform pressure and composition, and negligible Thomson scattering, as will be 

discussed. The following procedure is used: First, an image of the background stray light (a result 

of the Rayleigh beam passing through the cell) is acquired with the chamber evacuated (p < 10 

mbar). Next, a reference Rayleigh image is obtained at known scattering conditions (ambient air 

at p0 = 1 bar and T0 = 300 K). An image of the plasma optical emission (also a form of background) 

is also obtained without the Rayleigh beam present. Camera dark counts (with no plasma or 
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Rayleigh beam) are separately determined. Finally, the following relation is used to obtain the 

plasma temperature at each pixel in the images: 

 
 � = �0 �0 − �� − �� + ��� − ��  (3.2) 

where T represents the plasma temperature, I is the Rayleigh signal with plasma, I0 is the intensity 

at reference conditions (no plasma), and IB, IP and ID correspond to background counts, plasma 

luminosity counts, and dark counts respectively. The terms –Ip+ID in the numerator of Eq. (3.2) 

were only used when plasma emission was present. Note that the approach also automatically 

normalizes for variations in laser spatial intensity along the beam. 

The applicability of Rayleigh thermometry is fundamentally limited by molecular 

dissociation and ionization in the plasma which alters the mean scattering cross-section of the 

mixture97. Of particular importance is Thomson scattering, or scattering by free electrons, which 

possesses a differential scattering cross-section 130 times greater than the (effective) Rayleigh 

cross-section of air at 532 nm 98, i.e. σT/σR = 130. Because it is also elastic, i.e. centered at the 

Rayleigh laser wavelength, it is also collected with the Rayleigh signal. Data from two-wavelength 

interferometry 99 and two-color laser scattering 100 have shown that the light scattering at the center 

of 1064 nm laser plasmas is dominated by Thomson scattering until 5-10 µs after the pulse, 

prohibiting an accurate Rayleigh temperature measurement.  Therefore, Eq. (3.2) given above can 

only be used to determine temperature after a certain experimentally determined time delay which 

depends on plasma density and plasma recombination rates.   

3.1.5 Schlieren Imaging 

The basic operation principles of a Schlieren photography system have been described in 

detail in the section 3.1 and here only the optical layout used for the plasma visualization 
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experiments is discussed. As shown in Figure 3.2, Schlieren illumination is provided by a Nd:YAG 

laser (New Wave Gemini PIV) operating at 1064 nm with a pulse duration of 15 ns. The Schlieren 

system is of the z-type and uses two dielectric mirrors (diameter 2.54 cm) to steer the Schlieren 

beam perpendicular to the plasma kernel. At the cutoff plane, a partially transmitting neutral 

density knife edge is used  to mitigate some of the issues inherent to laser illuminated Schlieren101. 

Images are captured with a triggered CCD camera (Spiricon SP503) with an array size of 640×480 

pixels (10 µm pixel size). The camera is gated with respect to the Schlieren laser using a pulse 

delay generator (BNC 555) and the image exposure time is dictate by the laser pulse length (15 

ns). This technique enables one to generate short exposure images using relatively inexpensive 

imaging camera. The image collection speed of the camera is also limited to 10 fps which is 

unacceptable for the time scales involved in the formation of laser plasma (~ 1 µs). Nonetheless, 

the shot-to-shot reproducibility of the optical breakdown process, allows one to phase-lock the 

Schlieren laser to the UV and NIR lasers respectively using the pulse delay generator. This means 

that a single Schlieren image was collected for each plasma formation event with the Schlieren 

laser being successively delayed with respect to the UV and NIR lasers to collect the remainder of 

the sequence images. Finally, the frames from different events were “stitched” together to generate 

the sequence shown in Figure 3.9. To confirm the shot-to-shot reproducibility of the plasma 

formation event, at each time delay a series of 100 Schlieren images were collected.  
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Figure 3.2: Optical layout demonstrating the use of a Z-type laser illuminated Schlieren imaging 

system (beam is shown in green) for visualization of UV and NIR laser generated plasma. The 

UV beam is shown in blue and the NIR beam in red102. 

3.2 Results & Discussions 

3.2.6 Energy Absorption Study 

Measurements of laser energy absorption were obtained for both UV and NIR pulses in air 

at initial temperature of T0 = 295 K using the setup presented in section  4.1.1. The results of the 

energy absorption study are presented in the scatter plots of Figure 3.3 for various pressures and 

laser input energies. Each plotted point corresponds to an individual laser shot. Two observations 

are immediately apparent: 1) at a given pressure, energy absorption for the UV begins at lower 

pulse energy than for IR, i.e. at ~12 mJ for UV at 1 bar versus at >55 mJ for NIR at the same 

pressure.  Although the pulse intensity of the NIR pulse is slightly lower than that of the UV pulse 

due to the slightly longer pulse (see Table 3.1) this difference is not sufficient to explain the large 

energy difference observed in Figure 3.3. 2) for a given pressure and pulse energy the UV 

absorption can vary fairly continuously in a unimodal distribution (e.g. between ~0-10% at 1 bar 

and ~15 mJ, and between ~8-25% at 1 bar and ~25 mJ), while the NIR absorption “jumps” between 

zero and an elevated range (e.g. between 0% and a range from ~5-30% at 1 bar and 65 mJ), i.e. the 

NIR shows a bimodal distribution with one group of points at zero and a second group in a range 
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at elevated absorptions. The final observation of the NIR jumping between zero and then elevated 

values (with absence of points in between) corresponds to the “threshold” behavior (plasma on or 

off) widely reported – the lack of such behavior for UV casts immediate doubt on the suitability 

of characterizing UV plasma formation with threshold breakdown intensities and is indicative of 

different physics. (Note that for the NIR data of Figure 3.3, all measurements for the pressures 

above 1 atm are above the breakdown threshold, and all measurements at 0.5 bar are below, i.e., 

measuring the lower pressures at higher energy would eventually lead to a jump to increased 

absorption, and measuring the higher pressures at lower energy would eventually lead to a bimodal 

grouping zero absorption).  

The observed decrease in laser energy requirement for achieving absorption (through 

optical breakdown) in the UV versus NIR, is consistent with MPI playing a larger role at higher 

optical frequencies29,35,36,103. The pressure dependence shown in Figure 3.3 provides further 

support for the increased role of MPI versus EAI for the UV case. For EAI at sufficiently elevated 

pressures, Chylek et al.104 suggest a threshold intensity scaling of Ith~1/pk, where k≈1, while for 

MPI the pressure scaling is much weaker with k≈1/α, where α is the number of photons needed 

for photoionization. In air, the MPI process involves the absorption of 3 and 11 photons for O2 

(Ip,O2=12.07 eV) for our UV and NIR wavelengths respectively, and similarly 4 and 14 photons 

for N2 (Ip,N2=15.58 eV). The observation of weaker pressure dependence for UV versus NIR, for 

example looking at UV energy of E =20 mJ versus NIR laser energy of E = 70 mJ, is thus indicative 

of increased role of MPI in the former case.  

Contributions from resonant enhanced multiphoton ionization (REMPI) may also influence 

the lower absorption energies observed at 266 nm versus 1064 nm. Lewis and Wadt105 have found 

resonances that facilitate the multiphoton process at 266 nm by measuring the fluorescence signal 
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produced by transitions corresponding to the second positive system of N2 (C3Πu→B3 Πg) and the 

first negative system of N2
+( B2Σu

+→ X2Σg
+). The 2+1+1 N2 REMPI process proposed in their 

study involves a two-photon resonance involving the transition a1Πg←X1Σg
+. Ionization then 

occurs by absorption of the third photon corresponding to a vibrational transition from a1Πg (ν’’=4) 

to b’1Σu
+

 (ν’=13) followed by a fourth photon to the ionization continuum. The authors 

acknowledge that the total energy of the four photons (150,348 cm-1) is slightly less than that 

required to excite the  B2Σu
+ state of N2

+ (151,234 cm-1)105. However, the energy difference (886 

cm-1) can be accounted for when gas heating due to quenching of intermediate states is considered. 

  

Figure 3.3: Scatter plots of energy absorption for UV (left) and NIR (right) laser induced plasmas 

as a function of incident laser pulse energy. Data is for air at the indicated initial pressures.  

3.2.7 Plasma Luminosity & Emission Spectra 

The contrasting threshold behavior of the UV and NIR pulses is also manifested in 

measurements of plasma luminosity, shown in Figure 3.4, for air at starting conditions of 300 K 

and 1 bar. The left and right panels show the ICCD optical emission signal counts for the UV and 

NIR pulses, respectively, and each point represents a single laser shot. In each case, the plotted 

point represents a 40.2 x 40.2 µm average intensity region around the maximum pixel intensity in 
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the 2-D image. The inserts in Figure 3.4 show such images. As with the energy absorption data, 

the UV pulse shows no apparent threshold with plasma luminosity spanning a range of values at a 

given laser energy, and counts tending to increase with energy. For laser energies, less than ~15mJ, 

the plasma luminosity is very weak and is only captured by the ICCD (it is not visible by eye). It 

is important to note that the apparent threshold at 10 mJ in the UV luminosity data is due to detection 

limit and it does not necessarily imply zero plasma emission for lower energies.  In the case of the NIR pulse, 

the emission intensity again follows a threshold type behavior with no emission observed for less 

than ~55 mJ, then a range where one “jumps” between either zero or high count levels for 

individual laser shots (discontinuous bi-modal distribution), followed by a higher energy region at 

above ~65 mJ where essentially all laser shots have high luminosity.  These observations are very 

consistent with the energy absorption data and again relate to the increased role of MPI (and 

possibly REMPI) for the UV case and more prominent EAI for the NIR case.  

An important aspect of the data presented in Figure 3.3 and Figure 3.4 is the large scatter, 

i.e. stochastic nature, of the breakdown process. This is most evident for the UV cases but also 

occurs for the NIR (both between breakdown and non-breakdown, and within the breakdown case). 

The stochastic nature of optical breakdown has been reported in the past25,59,106 and while measures 

can be undertaken to limit this behavior, it cannot be completely eliminated31. Several factors may 

contribute to this behavior such as spherical aberrations107  and changes in spatial and temporal 

structure of the beam108,109. Each factor directly affects the photon flux inside the focal region, 

thereby exerting a strong influence on the rates of MPI and EAI. The AC Stark effect may broaden 

and shift virtual electronic states bringing them into resonance and produce variations in the MPI 

rate. Therefore, shot-to-shot variations of the photon flux can lead to intermittent overlap with 

atomic resonant states which could randomly increase the ionization rates (through REMPI) and  
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significantly change the amount of energy absorption inside the plasma31. Since the selection rules 

depend on the magnetic quantum number, changes in light polarization from shot-to-shot may also 

lead to plasma variability110. Our laser system operates polarized unseeded and the beam presents 

multiple spatial and temporal modes. The randomness of these modes do not dictate the main 

features of the data though, since, for example, regardless of the modes, the differing UV and NIR 

threshold characteristics are present in Figure 3.3 and Figure 3.4. 

  

Figure 3.4: Luminosity of laser induced plasmas at various laser energies for UV (left) and NIR 

(right) beams. 

To complement the plasma luminosity study, times integrated optical emission spectra, 

presented in Figure 3.5 below, were collected for both UV and NIR plasmas. For the UV case, the 

spectrum was captured at low energy (E266nm=15 mJ), when the plasma luminosity is somewhat 

visible by naked eye whereas for the NIR pulse the spectra was collected for an intense spark 

condition. No attempt was made to correct for the spectral sensitivity of the spectrometer, detector, 

or the focusing lens and fiber in the optical path. Strong emission lines were identified using the 

National Institute of Standards and Technology (NIST) database111  and predominantly correspond 

to atomic species and ions.  For both pulses, the major lines were NII (463.054 nm), NII (500.11 

nm) and NII (518.04 nm). Other lines that have been observed are emission from atomic nitrogen 
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and oxygen: NI (746.83 nm) and OI (777.42 nm). Several previous studies112 have also identified 

some faint molecular lines such as: N2 (B3Πg→A3Σu
+ or C3Πu→B3 Πg), O2 (B3Σu

-→X3Σg
-) or 

electronically excited molecular ions like N2
+( B2Σu

+→ X2Σg
+). However, in the current study these 

lines were not observed. 

 

Figure 3.5: Optical emission spectrum from a NIR laser-induced spark (blue) and a UV plasma 

(orange). 

3.2.8 Rayleigh Scattering Thermometry 

The temperature of the decaying plasma kernels was measured using Rayleigh scattering 

in order to determine the gas heating associated with the breakdown event. The study was 

conducted at a pressure p0=1 bar and an initial temperature of T0=300 K. The gas temperature was 

measured for laser energies from 7-35 mJ at 266 nm, and at 75 mJ for 1064 nm, with time delays 

ranging from 1-150 μs after the laser pulse. The results shown in Figure 3.6 report the maximum 

gas temperature along the Rayleigh probe beam.  (The location of the maximum temperature is 

identified at the onset of the laser plasma, and the same location is used to report temperature at 

later time.). For the UV plasma, we again observe a continuous change in plasma properties as the 
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laser energy varies, though it should be noted that each temperature point is based on the average 

of 300 shots so that the stochastic variation for a given energy is not captured here.  The 

measurements span a wide range of input energies from E=7 mJ (T~500±5 K at 1 μs delay) to E 

= 35 mJ (T~3500±140 K at 1 μs delay) and one sees that the temperature increases continuously 

throughout. In the case of the NIR pulses, the optical breakdown results in either a high density 

and high temperature plasma or no plasma at all. Temperatures in excess of 10,000 K were 

measured starting at 10 µs after the end of the pulse. Several other researchers have performed 

similar measurements for laser induced sparks at 1064 nm and report maximum temperature 

histories consistent with our findings113,114. For example, Glumac and Elliot113, have reported the 

temperature for 1064 nm sparks using filtered Rayleigh scattering, finding temperatures of ~2000 

K at delays of 50 µs. The profiles of Figure 3.6 show that the NIR laser plasma cools more quickly 

in an absolute sense, though the time constants (or fractional rates) are relatively comparable. It 

should also be noted that, particularly for the NIR case, the location of maximum temperature may 

in fact not remain fixed in the measurement region due to advective effects of the plasma toroid as 

can also be seen from the Schlieren study.  

 

Figure 3.6: Gas temperature measurement using Rayleigh scattering after the UV pulse (left) and 

the NIR pulse (right). Measurements were made in air at p0=1 bar, T0=300 K. 
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3.2.9 Plasma Density Measurements 

For the UV plasmas, the earliest time at which the temperature could be measured was 1 

µs after the end of the pulse while for the NIR plasmas the earliest time was 10 µs. Prior to these 

time delays, the plasmas are dense enough that Thomson scattering is significant and interferes 

with the Rayleigh scattering signal. (The competing Thomson signal would cause artificial 

lowering of the measured peak temperature if the regular method were applied.) The longer wait 

period for NIR relative to UV is due to higher electron density in the former case; therefore, it is 

important to understand the time applicability of the assumption that all scattered light is due to 

Rayleigh scattering. Figure 3.7 shows normalized Rayleigh signal intensities through the center of 

the plasma forming laser beam for the UV plasma for E = 25 mJ (left) and NIR plasma for E = 20 

mJ (right) with curves for different time delays (1064 nm data used a 100 mm focal length lens). 

By normalized intensity we mean the ratio of the plasma scatter signal to that from the reference 

image, after background subtraction, so that, for example, a ratio of 1 would indicate that plasma 

temperature equals reference temperature in the absence of complicating effects. For both UV and 

IR, one can notice that at early times the signal increases towards to center of the kernel which is 

attributed to Thomson scattering from high electron number density present immediately after the 

end of the pulse. The apparent Thomson signal diminishes and disappears over a time scale 

consistent with plasma recombination times. Also apparent in Figure 3.7 is the characteristic blast 

wave that accompanies the laser plasma formation25 which  leads to a signal increase at the plasma 

edges due to density rise across the shock wave. The shock wave travels outward and dissipated 

energy as time progresses. A closer inspection of the results shows that for the UV pulse the plasma 

kernel is smaller than that generated by the NIR pulse, and that its Thomson signal decays much 
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faster. These findings are consistent with the plasma generated by the UV pulse being less dense 

compared to that from the NIR pulse (at the conditions studied). 

Assuming that Thomson scattering is responsible for the signal increase at the center of the 

plasma kernel allows estimation of the plasma electron number density. As shown in Figure 3.7 

one can bound the electron density by assuming that the entire signal at this pixel location is due 

to Thomson scattering (upper bound) or by assuming that the Thomson scattering contribution is 

the difference between the minimum signal and the central peak (lower bound).  Using such an 

approach yields an electron number density for the UV case (25 mJ) at 200 ns after the pulse in 

the range of ne = 2.5– 6.1 × 1016 (cm-3) which is several orders of magnitude smaller than the 

electron number density for a nanosecond NIR plasma of ne = 1.2– 1.7 × 1018 cm-3 measured at 

500 ns after the pulse. The density range obtained for the NIR pulse (Figure 3.7-right) is in good 

agreement with reports from several other studies 113,114. 

 

Figure 3.7: Normalized Rayleigh signal through the center of the beam for an UV (left) and a 

NIR induced plasma. Inserts are the raw ICCD plasma images at time delay 200 µs for UV and 

500 µs for NIR. For both pulses, at early times, an increase in signal intensity is observed at the 

center of the plasma due to Thomson scattering. 
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3.2.10 Plasma Growth Model 

In support of the ideas presented in the experimental study above, a relatively simple zero-

dimensional plasma model has been developed. The rate of electron density growth is governed 

by the continuity equation: 

 ����� = ����� + ������ − ���� − ������ − ������ (3.3) 

where ���� is the multiphoton ionization rate, ���� is the electron avalanche ionization rate, �� is 

the diffusion rate, ���� is the dissociative recombination rate, and ���� represents the electron 

attachment rate. The first two terms on the right side of Eq. (3.3) are responsible for the electron 

generation by MPI and electron multiplication by EAI while the last three terms provide electron 

loss mechanisms.  The multi-photon ionization rate expression from Morgan31 is used : 

 ���� = � �ℏ�2�α 2��
(� − 1)!

�α 
(3.4) 

where, α is the number of photons required to overcome the ionization potential of the gas 

molecules, ℎ�� is the photon energy, and I represents the laser intensity. The photon absorption 

cross section, �, is taken to be the same for all the virtual states (� = 10−16 cm2)32. Given the 

expected role of 2+1+1 REMPI in N2 for UV excitation, the exponent m has been reduced from 4 

to 2 in accordance with the two-photon process limiting the overall REMPI ionization rate. An 

equation for the cascade ionization rate is given by assuming that the rate of ionization is 

determined by the ratio of the Joule power to the gas ionization potential115 

 ���� = � �2����0��[�2 + ��2 ]
�0.2��2 +

0.8��2� 
(3.5) 

where � is a proportionality factor depending on the assumed energy absorbed into the gas 

(generally taken as �=0.75), m is the mass of the electron, c is the speed of light and IO2 and IN2 
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respectively represent the ionization energy for the oxygen and the nitrogen molecules (��2=12.2 

eV,  ��2=15.6 eV). The momentum transfer collision frequency of electron with neutral, ��, is 

estimated according to Radzimeski and Cremers 32 as ��= 2 × 1012  p[atm]. The diffusion rate is 

defined as: 

 �� =
�Λ2 (3.6) 

where D is the diffusion coefficient accounting for both free electron and ambipolar diffusion and 

taken as D=1200 cm2/sec  from Radzimeski and Cremers and Λ is the diffusion length found from 

Raizer37 by assuming a cylindrical volume around the focus with a height equal to twice the 

Rayleigh range.  When it comes to dissociative recombination and electron attachment it is 

important to acknowledge that there are many reactions that contribute to the loss of electrons. 

However, for simplicity, the dissociative recombination was reduced to the two major reactions 

involving the losses of electrons with N2
+ (N2

++e→N+N) and O2
+ (O2

++e→O+O). The rates, taken 

from Kossyi et al.94, depend on electron temperature and for this simulation an average Te=2 eV 

was considered. The attachment process can be estimated by assuming that electron attachment 

only takes place with oxygen (due to its higher electron affinity compared to nitrogen). Raizer37 

gives an estimated attachment rate for the reactions: e+O2+M→ O2−+M (where M = O2, N2, H2O) 

of ���� = 0.9 × 108 sec−1. 

Integrating Eq. (3.3) allows one to compute temporal profiles of electron density and 

plasma growth for UV and NIR pulses and to provide comparison with our experimental studies. 

The peak electron number density for both UV (266 nm) and NIR (1064 nm) pulses are plotted in 

Figure 3.8 as a function of the laser energy normalized by the breakdown threshold energy (defined 

here in terms of the degree of gas ionization: � =
��� = 0.001). The calculations assume laser 
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pulses with Gaussian temporal profiles of full-width-at-half-maximum of 10 ns and initial pressure 

of p0=1 bar. The results support the experimental findings presented above, in particular the NIR 

pulse clearly shows a threshold behavior versus energy, i.e. a near step-function change from non-

breakdown to breakdown, while the UV pulse shows a more continuous increase of electron 

density with energy. This is consistent with the energy absorption and plasma luminosity findings 

presented in this work. Given the simplicity of the model, the numeric agreement between the laser 

energies causing plasma formation is reasonable, i.e. the model predicts NIR threshold of ~157 mJ 

while experiment yielded ~60 mJ and the model predicts UV threshold (for ne/n=0.001) of 29 mJ 

compared to 20 mJ in experiments. Equation (3.3) can also be used to determine the fractional 

contribution of MPI to the overall number of electrons. Such an analysis indicates that for the UV 

pulse, most of the electrons (~90%) have been generated through MPI while in NIR, EAI (based 

on seed MPI electrons) is responsible for > 99% of the total electrons.   

 

Figure 3.8: Evolution of the electron number density in a plasma generated using UV and NIR 

pulses. The simulation was conducted at p0 = 1 bar assuming a Gaussian pulse with 10 ns full-

width at half-maximum. 

3.2.11 Schlieren Imaging of Laser Plasma 

Schlieren photography enables the visualization of the temporal and spatial evolution of 

the plasma kernel for both UV and NIR pulses. Comparison of a NIR pulse (E=80 mJ) and UV 
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pulse (E=20 mJ) is shown in Figure 3.9. The NIR plasma (top) develops as a localized elliptical 

kernel and a blast wave is seen propagating away from the kernel after ~1 µs. After the plasma 

recombines and the gas cools, the typical three lobe structure is formed26. The generated toroidal 

vortex sheds the cold surrounding air and the temperature recovers to ambient conditions within 

~1 ms. In contrast, the UV induced plasma (bottom) shows a markedly different behavior. The 

laser pulse generates a relatively long (~1 cm) plasma channel inside the focal region which cools 

down in ~300 µs. A weak acoustic wave propagates outward from the channel in the first 3 µs 

after the end of the pulse. The image sequence shown in Figure 3.9 outlines the differences between 

the plasma dynamics involved in the plasma generation by the two beams. For the NIR pulse, the 

MPI process (which varies as ~ I14 for NIR as opposed to ~I3 or I4 for UV) that generates the initial 

free electrons is only effective over a small region around the focus where the photon flux is high 

enough to allow ionization. Therefore, the cascade ionization process can only act localized around 

the focal point giving rise to the elliptical shape. In contrast, the higher energy photons of the UV 

pulse allow the MPI to develop along a larger distance over the beam path so that the plasma is 

less localized around the focal point leading to a cylindrical plasma channel. 

 

Figure 3.9: Schlieren image sequence showing the evolution of the plasma kernel for NIR pulse 

(top) and UV pulse (bottom). The laser energies used for these experiments are: E1064nm=80 mJ 

and E266nm=20 mJ. 

8 mm 

Laser 

Laser 
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3.2.12 Overlapped UV and NIR pulses 

Gas temperature for the overlapped pulses is measured 50 us after the two pulses. The 

result is shown on the same plot with the temperature generated by NIR laser sparks. Figure 3.10 

shows that combining a 10 mJ UV pulse with a 20 mJ IR pulse yields temperatures as high as 

T=1268 K. This is equivalent to the temperature obtained by a 65 mJ pulse NIR laser spark. 

Therefore, a reduction of required energy by more than 3 times is observed. Similar to the 

temperature analysis for the UV and NIR pulses on their own, data presented in Figure 3.10 was 

filtered in order to ensure that the temperature results are not biased by events that did not lead to 

any energy absorption. The UV pulse alone at 10 mJ generates a gas temperature of T=430 K at 

50 �� after the laser was fired (see Figure 3.6). By adding the 20 mJ NIR pulse the temperature 

was raised by another ~800 K (up to T=1268 K). This result indicates that the overlapping of the 

two pulses makes it possible to heat the gas to temperatures relevant to ignition using lower 

energies than NIR sparks. Given the pre-ionization available from the initial UV pulse, the main 

mechanism through which heat is being added to the mixture is the inverse bremsstrahlung 

absorption where the free electrons are accelerated by the NIR pulse and transfer energy to the gas 

through direct e-T and e-V (followed by V-T) transfer116. In order to achieve optimum absorption, 

a good temporal synchronization is required. Based on the pulse lengths shown in Table 3.1 it was 

experimentally determined that the ideal time delay between the two pulses is around ~15 ns (peak 

to peak). At later times electron re-attachment reactions reduce the availability of free electrons 

making the inverse bremsstrahlung absorption process less effective. Alternatively, earlier during 

the pulse, there is not enough buildup of free electrons to generate significant gas heating. 
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Figure 3.10: Gas Temperature vs. laser energy for the 1064 nm beam and the dual pulse. 

Temperatures are reported at 50 µs after the end of the pulse. Initial conditions are p0=1 bar and 

T0=300 K 

 Schlieren images of the dual-pulse laser plasma are presented in . The images show that 

overlapping the two pulses results in a superposition of the effects observed Figure 3.9. More 

precisely, a plasma channel characteristic of the UV pulse is observed at the early times with a 

spherical front (coming from the NIR pulse) seen to grow inside the pre-ionized gas. After plasma 

recombination and at later times (� < 30 ��) the fluid dynamics of the remaining hot gas kernel 

are similar to those induced by the NIR plasma on its own (see Figure 3.9-top for comparison). 

 

Figure 3.11: Schlieren Images of Dual-Pulse plasma. The laser energies were set to E266 nm=22 

mJ, E1064 nm=53 mJ. 
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CHAPTER 4:  

Laser Ignition of Propane-Air Mixture Using Dual-Pulse Pre-Ionization2  

 

 

 

This chapter presents a comparative study between (conventional) single-pulse laser 

ignition (λ=1064 nm) and a novel dual-pulse method based on combining an ultraviolet (UV) pre-

ionization pulse (λ=266 nm) with an overlapped near-infrared (NIR) energy addition pulse (λ= 

1064 nm). The early flame kernel development is visualized inside the pressure cell for both 

ignition techniques using OH* chemiluminescence. For single-pulse laser ignition at lean 

conditions, the flame kernel separates through third lobe detachment, corresponding to high strain 

rates that extinguish the flame. In contrast, the dual-pulse technique is shown to allow control over 

the plasma-driven fluid dynamics by adjusting the axial offset of the two focal points. In particular, 

it is demonstrated that there exists a beam waist offset whereby the resulting vorticity suppresses 

formation of the third lobe, consequently reducing flame stretch. The new technique is shown to 

be superior to the well-established laser spark ignition method leading to an extension of the lean 

limit and a decreased ignition energy requirement. 

 

 

 

                                                 
2 This chapter is largely based on the following manuscript:  Dumitrache, C., Limbach, C. M., Yalin, A. P., “Control 

of Early Flame Kernel Growth by Multi-Wavelength Laser Pulses for Enhanced Ignition”. The manuscript was 

accepted for publication in Nature Scientic Report on August 10th. However, at the date of writing this dissertation the 

manuscript has not yet been published. My contribution to this work was to develop the experimental setup, post-

process the results, and write the first draft of the manuscript. 
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4.1 Description of Experimental Procedure 

4.1.1 Optical Layout 

The experiments were conducted using the setup shown in Figure 4.1 For dual-pulse 

experiments, the UV pre-ionization pulse was the fourth harmonic (λ=266 nm) of an Nd:YAG 

(Continuum Powerlite 8010), while the energy addition pulse was the fundamental output 

(λ=1064 nm)  from a second Nd:YAG (New Wave Gemini PIV). Each beam has a variable 

attenuator, comprised of a half-wave plate and polarizer pair, to control laser energy. The 266 nm 

beam has 7 ns pulse duration and typical delivered energy of 20 mJ, while the 1064 nm beam has 

10 ns pulse duration and typical delivered energy of 40 mJ (exact numbers are given with the 

experimental results). The two beams are spatially overlapped (with precision ~10 �m) using a 

beam splitter and focused inside the combustion chamber using two f=300 mm plano-convex 

lenses (one in each beam path). The focusing configuration yields beam diameters of 170 µm for 

both beams as measured using the 4-σ method117. To vary the offset between the two beams in the 

axial direction (i.e. along the beam propagation direction), a translation stage was used to move 

the focusing lens of the 1064 nm beam. Both the beam waist axial overlap and waist diameters 

were determined experimentally using a beam profiler (Spiricon SP503). The combustion chamber 

has a central volume of ~0.195 liters and two side arms of length ~20 cm with 2.54 cm diameter 

circular windows for optical access.  A series of photodiodes and energy meters are used to monitor 

laser pulse durations and pulse energies of each beam leg (i.e. UV and NIR) both before and after 

passage through the focal region and combustion chamber. For comparative experiment with 

conventional single-pulse laser ignition, the same 1064 nm laser is used without the accompanying 

266 nm beam.  
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Figure 4.1: Optical layout used for the laser ignition experiments. Single-pulse laser ignition 

method uses solely the 1064 nm Nd:YAG, while the dual-pulse method uses overlapped beams 

from both the 266 nm and 1064 nm Nd:YAG lasers. 

4.1.2 Data Collection 

Pressure data of combustion events was recorded using a pressure transducer (PCB: 

113B24) mounted on the inner wall of the chamber. This information is used to determine the lean 

limit and the combustion efficiency in each test case using the method described in section 4.1.3. 

Additionally, chemiluminescence images of the OH* radical were acquired using an intensified 

charged coupled device (ICCD) camera (PCO dicam pro). The electronically excited hydroxyl 

radical is generated during the combustion of hydrocarbon fuels through the chain branching 

reaction: CH+O2=OH*+CO. The excited OH* emits light at ~310 nm as it relaxes to the ground 

state118. For CL imaging of this transition a 310 nm bandpass filter (Andover: 310FS10-50, 

FWHM: 10 nm) was placed in front of the ICCD.  

For the combustion experiments presented in this study, the combustible mixture consisted 

exclusively of propane-air at an initial pressure of 1 bar. Various equivalence ratios ranging from 

φ=0.6−1.0 were tested with mixtures prepared inside the chamber based on partial pressures 

recorded from a gage (Omega DGP409) mounted downstream of the chamber valve. Once the 
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chamber was filled, there was a 10 minute wait period to allow the fuel and air species to fully mix 

prior to ignition. Finally, after each experiment, the chamber was flushed with zero air and emptied 

to a pressure of <1 mbar (by connecting to a vacuum pump) to ensure any effects of residual 

combustion gases were eliminated. A sketch of the gas mixing manifold is presented below in 

Figure 4.2. 

 

Figure 4.2: Gas manifold used for preparing the propane-air mixtures. 

4.1.3 Pressure Data Analysis 

The pressure inside of the combustion cell changes as a function of time due to chemical 

reaction heat release, heat transfer to the walls and leakage. This subsection presents a 

thermodynamic analysis that relates the chamber time history to the combustion efficiency.  

In the most general case, let us consider the combustion chamber of an internal combustion 

engine and write an equation that gives the time rate of change of in-cylinder pressure as measured 

by a pressure transducer mounted on the cylinder wall (see Figure 4.3). Later, this relation will be 

simplified for the particular combustion cell used for the dual-pulse laser ignition experiments.  
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Figure 4.3: Schematic of a general piston-cylinder system used in the control volume analysis to 

determine the rate of heat release during combustion. 

Writing the 1st law of thermodynamics for the system showed in Figure 4.3 above, one has: 

 ��̇ − ��̇ =
�������  

(4.1) 

Applying Reynold’s transport theorem on the RHS of Eq. (4.1) gives the following expression: 

 ������� = ������ ���� + �����⃗ ∙ ��⃗��  

(4.2) 

Which means that the time rate of change of the energy in a system can by caused by an unsteady 

change of energy inside the control volume (such as energy released during a chemical reaction) 

or energy can cross the control surface of the system flowing in or out of the system.  

Combining Eq. (4.1) and Eq. (4.2) allows for a more general expression for the 1st law of 

thermodynamics that is valid for any open system: 

 ��̇ − ��̇ = ������ ���� + �����⃗ ∙ ��⃗��  

(4.3) 

The integration of the first term in the RHS is straightforward since it simply represents the time 

rate of change of the system inside the control volume. For the second integral it is important to 
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note that ���⃗ ∙ ��⃗ = ��̇ which is an infinitesimal mass flux. Therefore, taking the integral over the 

entire control surface bounding the control volume is equivalent to summing up all the fluxes 

coming in and out of the system.  

Based on these arguments, Eq. (4.3) becomes: 

 ��̇ − ��̇ =
������ + ���̇� −��� ��̇��� � (4.4) 

The first term on the LHS is nothing else than the heat loss to the wall ��̇ = −��̇� (where the 

minus sign indicates that heat is leaving the system. The second term on the LHS represents the 

summation of two types of work: work done inside of the control volume (CV) and the so-called 

flow work (which, in this case, leads to an increase in the volume of the CV due to gas expansion): �� = ���� + ���. Here we neglect the work done inside the CV (there is nothing inside to 

generate work) such that ���� = 0 . Note that piston is not  allowed to cross the domain boundary. 

Therefore, piston work appears as pdV (leading to expansion/contraction of the CV) not as ����. 

Including these observations, Eq. (4.3) becomes:  

 −�̇� − ��� (���) =
������ + ���̇� −��� ��̇��� � (4.5) 

The RHS of Eq. (4.5) can be expanded further as well. First, it is important to recognize that there 

are two contributions to the internal energy of the control volume: ��̇�� = −��̇�ℎ + ��̇�. The 

first term represents the heat of formation. In this particular case, since we are primarily looking 

at combustion, this is given by the internal energy stored in the chemical bonds of the fuel 

molecule. It is this term that we care about in our derivation because we are trying to find an 

expression that relates the rate at which the heat released during the combustion event influences 

the pressure measured by the transducer. The second term represents the sensible energy: 
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 ��� = ����� + �(�)�� (4.6) 

Note that mass losses to the piston crevices and chamber leaks are accounted for in the second 

term since: �� = ��������� + ������. This expression can be developed further with the aid of 

the equation of state: �� = 1 ������(��)⁄  to obtain: 

 ��� =
���� (��� + ���) + �(�){��������� + ������} (4.7) 

Inserting this relation back into the 1st law of thermodynamics, Eq. (4.5), we have: 

 ��ℎ̇ = ��̇ +
��� ����� (��� + ���) + �(�){��������� + ������}� + 

+ ���̇ℎ −��� ��̇ℎ�� � 
(4.8) 

Where we coupled the pdV work with internal energy to express the flux term in terms of enthalpy 

(since: �ℎ = �� + �(��)). 

Equation (4.8) is the most general relation that shows how the chemical energy inside of 

the combustion chamber of an internal combustion chamber can change. For the experiments 

conducted in this chapter, this relation can be simplified extensively by observing the following: 

1) The volume of the combustion cell used in our experiments is fixed: �� = 0 

2) No significant leaks out of the chamber have been observed and there are no pistons or 

crevices: ��������� = 0,������ = 0; The chamber leaks have been monitored by checking the 

pressure a minute after the combustion event has ended. Since most of the heat is lost to the wall 

by that point, the pressure should return to the initial chamber pressure. The chamber leak can then 

by determine by taking the difference: ������ = ��� − ��0. In our experiments ������< 1 mbar. 

Therefore, we concluded that chamber leaks are negligible. 
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3) Since there are no leaks and no crevices, this means that there is not flux in/out of the 

chamber: {∑ �̇ℎ −��� ∑ �̇ℎ�� } = 0. For internal combustion piston engines, this term has to be 

evaluated, however, as it can play a significant role in cylinder energy balance depending on the 

crevice volume. An analysis that takes into account the flux in/out of the crevices is presented in 

Heywood119.  

Under these assumptions, the rate of heat release inside for the experiments conducted 

inside the pressure cell becomes: 

 ��ℎ̇ =
1���� − 1

� ���� + �̇� 
(4.9) 

Equation (4.9) can be used to determine the heat released during the combustion event based on 

the measured pressure vs. time curve (generated by the transducer). Nonetheless, the equation 

above poses some difficulties still because it assumes that the mixture composition and 

temperature are known such that the specific heat ratio, ����, can be evaluated. In addition, the 

heat lost to the wall also needs to be somehow estimated. In this work the ratio of specific heats is 

computed at the average between the initial temperature and adiabatic flame temperature (where 

the adiabatic flame temperature and chemical composition are determined using a chemical 

equilibrium solver developed in-house). The convective rate of heat loss to the wall is calculated 

using Newton’s law of cooling: 

 ��̇ = �ℎ(� − ��) (4.10) 

Where A is the surface area of the chamber, h is the heat transfer coefficient, T is the average 

temperature of the gas and TW represents the wall temperature. The heat transfer coefficient is 

estimated by analyzing the rate of pressure decay after the combustion event as shown in Figure 

4.4. The main argument made here is that, after the combustion event is completed, the chamber 
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pressure should remain unchanged if the process is adiabatic (since the volume is constant). 

Therefore, the only reason why the pressure drops is that heat is transferred to the walls. Finally, 

an average heat transfer coefficient is obtained by computing the slope of pressure decay over a 

few tens of milliseconds: 

 ℎ =
1�(�(�) − ��)(���� − 1)

� ����  
(4.11) 

 

Figure 4.4: Analysis of the pressure data collected during combustion. By assuming the pressure 

decay is primarily due to heat transfer one can estimate the average heat transfer coefficient. 

 It is important to note at this stage that this analysis is only possible if the pressure transducer is 

compensated for high temperature. Otherwise, the pressure decay rate cannot be trusted for making 

estimates of the heat transfer to the wall. For the experiments reported here the heat lost to the wall 

is generally less than 20% of the total heat release (depending on the equivalence ratio). 

4.2 Lean Limit & Combustion Efficiency 

The capabilities of the dual-pulse pre-ionization technique are presented here in contrast 

with classical laser induced spark ignition of propane-air mixtures. Figure 4.5 shows the pressure 

data collected during the combustion events for both ignition methods. For all test condition the 

initial pressure inside of the chamber was set to 1 bar and the combustion chamber was heated to 

323 K (50oC). This elevated initial temperature was chosen to enhance the molecular mixing of 

the reactants thus reducing the wait time between tests. In addition, it was also observed upon 
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preliminary testing that during the combustion events initiated at room temperature the flame 

sometimes transitions from an initially steady propagating flame to a homogenous ignition of the 

entire mixture. This behavior has been observed by others for large hydrocarbon fuels and it is 

associated with low-temperature chemical kinetics120,121. Increasing the initial chamber 

temperature eliminated this issue. For both laser ignition methods, the equivalence ratio of the 

mixture was varied such that the lean limit (defined here as the leanest mixture which resulted in 

a pressure rise) ca be determined. In the case of laser spark ignition, the energy of the NIR pulse 

was set to 75 mJ. This was sufficient to consistently generate sparks (100% of the time) in all the 

mixture that were tested. Figure 4.5-left shows that the leanest mixture that was successfully 

ignited using this method was ϕ=0.7. An investigation of the pressure curves also show that the 

ignition delay increases as leaner mixtures are attempted. Additionally, the pressure rise rate is 

lower towards the lean limit which indicates a decrease in flame speed for the leaner mixtures. For 

the dual-pulse method the laser energies were set to 20 mJ for the UV pulse and 30 mJ for the NIR. 

To relate this back to the analysis performed in Chapter 3, this dual-pulse energy levels lead to the 

generation of a visible plasma. However, the plasma density and temperatures are lower than a 

typical laser spark86,122.  Pressure data presented in Figure 4.5-right shows that the dual-pulse 

technique lead to the extension of the lean limit to ϕ=0.6 for propane-air mixtures. Moreover, it is 

important to note that the lowering of the lean limit was also achieved with a combined lower pulse 

energy (50 mJ were required for the dual-pulse as opposed to 75 mJ for the NIR laser induced 

spark ignition). 
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Figure 4.5: Pressure curves showing the ignition of propane-air mixture at various equivalence 

ratios for NIR laser spark induced ignition (left) and dual-pulse pre-ionization (right). Each curve 

represents the average of three tests and the shaded area is +/- one standard deviation. The initial 

conditions were in both cases p0=1 bar, T0=323K. 

An investigation of the lean limit for propane-air mixtures ignited with both single- and 

dual-pulse techniques was performed by examining the efficiency of converting the fuel chemical 

energy into heat. The total available chemical energy of the fuel is computed in terms of the lower 

heating value (LHV) as: 

 ����� = ����� × ��� (4.12) 

where ����� represents the mass of propane added into the chamber. The apparent heat release, �, 

can be directly determined from the pressure time history using Eq. (4.9) derived previously. 

Finally, the combustion efficiency, �, is estimated as the ratio between the apparent heat release 

and the fuel energy content: 

 � = � �����⁄  (4.13) 

Figure 4.6 shows the combustion efficiency for both methods as a function of equivalence 

ratio. Each data point represents the average of � from three repeated tests. For both methods, the 
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efficiency drops at sufficiently lean conditions allowing identification of the lean limit. For 

increasingly lean conditions, the combustion efficiency of the single-pulse method is lower than 

for the dual-pulse case. These results demonstrate the ability of the dual-pulse method to extend 

the lean limit relative to conventional laser ignition. 

 

Figure 4.6: Combustion efficiency for NIR laser spark ignition (red) and Dual-Pulse (blue) at 

various propane-air equivalence ratios. Each point represents the average of three tests and the 

error bars are +/- one standard deviation. 

4.3 Flame Visualization Using OH* Chemiluminescence 

4.3.1 Single-Pulse Laser Ignition 

The first set of experiments investigated ignition of propane-air mixture using single NIR 

laser pulses, i.e. conventional laser ignition approach. The NIR laser energy was set to E=75 mJ 

to ensure reliable laser plasma formation, i.e. “sparking” with 100% probability. In this way, any 

non-combusting cases are due to problems with flame kernel growth, not simply lack of an 

initiation spark. OH* chemiluminescence images collected at various equivalence ratios are 

presented in Figure 4.7. The top row of images show flame kernel development and propagation 
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at φ=1.0. Under these conditions, one can clearly observe the toroidal flame structure that was 

previously reported by other researchers as well as the presence of the front (third) lobe on the 

upstream side26. The flame dynamics in this case are largely dictated by the flow vorticity induced 

during plasma recombination and cooling26,63. At leaner conditions, for example in the middle row 

of images for which φ=0.7, the front lobe detaches causing the flame kernel to break into two 

separate flamelets. The splitting of the kernel at lean conditions is attributed to flame stretching 

induced by the vorticity effects of the laser plasma. At even leaner conditions, i.e. the bottom row 

of images for which φ=0.6, the flame kernel never develops into a self-propagating flame. 

The image sequences suggest a relationship between the moment of lobe separation and 

ensuing flame quenching. In the lean mixtures cases, one can observe that the separation of the 

third lobe negatively impacts the rate of growth of the remaining flame kernel. For example, for 

φ =0.7, the kernel at 5 ms is observed to be similar in size with that at ~1 ms (or earlier) for φ =1.0. 

The third lobe likely plays an important role in flame propagation by transporting radical species 

along the longitudinal (laser propagation) axis of the flame, such that its separation can have a 

dramatic impact on subsequent flame propagation. This idea is also supported by Bradley et al.26 

where, by comparing the propagation distances of the third lobe in combustible and pure air 

mixtures, it was concluded that the propagation of the third lobe is chemically enhanced. For the 

non-propagating case at φ=0.6, one observes that once the third lobe becomes separated, the 

chemiluminescence signal decreases significantly even in the main kernel. This is likely indicative 

of the termination of chain branching chemical reactions and leads to complete extinction a few 

hundred microseconds later. The behaviors of third lobe separation and flame quenching are more 

readily apparent in the present chemiluminescence imaging (of OH*), since it provides direct 
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chemical information, as compared to past work that has predominantly used shadowgraph or 

Schlieren, which probes variations in index-of-refraction (mainly due to gas heating)24,59,64,123.    

 

Figure 4.7: Flame kernel development during single-pulse ignition of propane air mixtures at 

φ=1.0 (top), φ=0.7 (middle), and φ=0.6 (bottom). The third lobe separates from the main kernel 

and is a precursor to flame quenching for the lean mixtures. Each image frame has field of view: 

22 mm x 16 mm. 

4.3.2 Dual-Pulse Laser Ignition 

Here we conduct a similar study using the dual-pulse technique with a combination of UV 

pre-ionization and NIR energy addition pulses. Results of OH* chemiluminescence imaging of the 

dual-pulse method are presented in Figure 4.8. The laser energy for the UV pre-ionization pulse 

was 20 mJ while the NIR energy addition pulse was set to 40 mJ corresponding to a total delivered 

energy of 60 mJ (compared to 75 mJ for the single-pulse NIR laser spark ignition). For the results 

presented in Figure 4.8, the UV and NIR focal spots were axially overlapped along the beam path 

(zero offset) and the delay between the two pulses was set to 15 ns. Clearly, the flame dynamics 

are very different for the dual-pulse case as compared to single-pulse. We find that the dual-pulse 

technique allows one to suppress the formation of the third lobe by adjustment of the axial offset, 
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which in turn has a significant impact on flame growth. For the stoichiometric case, i.e.φ=1.0 in 

the top row of Figure 4.8, the ignition conditions yield a quasi-spherical flame – quite different 

from its single-pulse counterpart (top row of Figure 4.7). Moreover, the dual-pulse method, even 

with lower total energy, provides an extension of the lean limit as successful flame growth is 

observed for the  φ=0.6 (which extinguished with single-pulse). These findings have been 

repeatedly demonstrated over multiple experiments (10-15 tests of each case). The suppression of 

the third lobe avoids the problems associated with its detachment as further discussed below.   

 

Figure 4.8: Early flame kernel development during dual-pulse ignition of propane-air mixtures at 

φ=1.0 (top) and φ=0.6 (bottom). Note that no third lobe is observed in this case. Each image 

frame has field of view:  22 mm x 16 mm. 

4.3.3 Flame Speed Enhancement 

To quantify the impact of the plasma induced vorticity on the flame propagation we 

examine the flame speeds in different directions, Vx and Vy, where x is defined to be along the laser 

beam and y perpendicular to it. The analysis is based on temporal image sequences from the OH* 

chemiluminescence study. The flame speeds are determined from changes of the flame edge 

position relative to the center of the toroid.  (The flame edge is indicated by the OH* 

chemiluminescence edge which is found from its maximum gradient.)  The x- speed component 

considers the change in (lateral) flame edge position as it moves towards the laser, while the y-
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component is found from the furthest flame (transverse) edge away from the center line.   The 

flame speed data presented in Figure 4.9 is normalized by the theoretical unstretched laminar flame 

speed, VS, and plotted for both single- and dual-pulse ignition. For the stoichiometric case 

considered here, an unstretched laminar burning velocity of 0.3 m/s is used to compute the laminar 

flame speed124. For the single-pulse (NIR) case, shown in the left of Figure 4.9, one observes that 

excessive stretching is present at early times. In particular, the flame speed in the y-direction is 

~13 times higher than the unstretched laminar speed at early times. Conversely, as shown in the 

right of Figure 4.9, the stretching effects exhibited by the dual-pulse are much lower (only ~ 4 

times larger than the laminar speed). These findings support the idea that the flame breakdown for 

the NIR laser spark ignition under lean limit results from excessive stretching. Therefore, it is 

reasonable to conclude that the dual-pulse technique extends the combustion lean limit by reducing 

flame stretch through suitable alignment of the two beams to suppress the third lobe.  

   

Figure 4.9: Normalized flame speed for a φ=1.0 propane-mixture for the laser breakdown ignited 

mixtures (left) and dual-pulse (right). Error bars represent +/- one standard deviation. 

4.4 Control of Flame Kernel Aerodynamics 

In the dual-pulse case, the formation of toroidal structures (and the associated vorticity) 

has been found to depend strongly on the spatial overlap and offset of the focal spots. Figure 4.10 

shows how the flame dynamics are influenced by changing the axial offset between the focal spot 

positions of the two pulses (experimentally achieved with a translation stage for the focusing lens 
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for the NIR beam). For the left image of Figure 4.10 the NIR focal spot is 2 mm upstream of the 

UV, for the middle image the offset is zero (corresponding to the case presented in Figure 4.8), 

while for the right image the NIR focal spot is 2 mm downstream of the UV. In the experimental 

cases with an offset, a lobe structure tends to appear on the NIR side (i.e. towards the laser in the 

left image, and away from the laser in the right image). The fluid dynamics that accompany the 

recombination and plasma kernel cooling stages dictate the propagation direction of the flame. 

More specifically, depending if the NIR pulse is focused in front or behind the waist of the UV 

pre-ionization pulse, the counter-rotating vortices formed on either side of the plasma kernel are 

going to exhibit different strengths. From a fluid dynamics perspective, the differing strength is 

due to the fact that the epicenter of the (single) shock wave is always biased towards the location 

of the NIR beam waist (due to the non-uniform energy deposition which is strongest at the 

avalanche location). The differential vorticity leads to the generation of a third lobe propagating 

towards the left or right as shown in Figure 4.10. If the beam waists of the NIR and UV pulses are 

overlapped along the laser propagation axis, the two counter-rotating vortices have equal strength 

and the development of the third lobe is suppressed. A more detailed discussion of the flow field 

that accompanies the plasma recombination is presented in the numerical modeling chapter of this 

dissertation.  

 

Figure 4.10: Dynamics of the flame kernel based on the spatial overlap between the two laser 

pulses. The images were all taken at delay of 1 ms with respect to the laser firing. Inserts at the 

top right corner shows the spatial overlap of the UV (blue) and NIR (red) beam waists. (The 

beams in the middle insert are laterally offset for visual clarity.) 
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A study examining the absorbed pulse energies for the different beam offsets was also 

conduced. A plot of the energy absorbed for the NIR as a function of spatial overlap between the 

two beam is presented in Figure 4.11. The results show that the total energy deposited in the dual-

pulse case (~2 mJ absorbed due to UV plus ~13 mJ absorbed from NIR) is similar to that absorbed 

when the NIR pulse is applied on its own (~15 mJ absorbed due to the NIR only), This is, of course, 

expected for the UV pulse, since its conditions are not changed by this offset, and the lack of 

change of the IR energy absorption is attributed to the fact that all offsets studied are still within 

the Rayleigh range of the UV beam (~3 cm).  This is a very important finding because it suggests 

that the lean limit is governed by the flame dynamics induced by the plasma rather than the amount 

of energy absorbed into the ignition kernel. Moreover, this results further motivates the numerical 

study of the fluid flow field induced by the plasma kernels presented in the next chapter.  

 

Figure 4.11: IR laser energy absorbed as a function of spatial overlap between the two pulses. 

Show in red is the IR pulse on its own. 
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CHAPTER 5:  

Numerical Modeling of Laser Ignition 

 

 

 

The motivation for developing a numerical code to investigate the laser plasma induced 

fluid mechanics stems from the need to understand how the energy deposition around the beam 

waist during the initial plasma formation stage influences the thermal/fluid dynamics processes 

that are dominant after plasma recombination. One of the main experimental findings from the 

previous chapter was that the flame kernel aerodynamics can be controlled using the dual-pulse 

laser ignition method. Therefore, it is important to look at how does the flow field generated in the 

hot gas kernel changes as a function of dual-pulse overlap. The ignition kernel is modelled here as 

a hot spot in which energy is added either uniformly along the optical axis or with a small offset 

between the two pulses.  

Previous studies have demonstrated that the formation of the toroidal structure that is 

characteristic to laser ignition as well as pin-to-pin electrode discharge ignition does not depend 

on chemistry63,66,67. Therefore, plasma and combustion chemistry have been neglected for the 

purpose of this investigation. This is equivalent to generating a hot kernel in an inert gas (such as 

Ar, Xe, N2 or He) and follow its evolution. In fact, the formation of the toroidal structure that 

follows laser breakdown has been demonstrated in various non-igniting mixtures26,64,125. The 

novelty of this modeling work is that we are investigating the kernel aerodynamics under dual-

pulse conditions with varying degrees of overlap between the pre-ionization and NIR beams. 
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5.1 Mathematical Model 

This section introduces the governing equations for the flow induced by the dual-pulse 

laser plasma. This consists of a system of partial differential equations (PDEs) describing the 

conservation of mass, conservation of momentum and conservation of energy. It is important to 

note that the geometry of the laser spark makes it possible to describe the entire 3-D flow field 

only by solving the 2-D axis-symmetric equations in a cylindrical coordinate system. This 

significantly reduces the computational time. The main challenge is represented by the fact that 

the temperature of the hot kernel reaches values on the order of 10,000 K. Under this conditions 

one would expect the gas mixture to be dissociated as well as becoming partially ionized. However, 

the model presented here ignores this effects by keeping the chemistry of the working fluid frozen. 

This represents the biggest approximation in the model developed here. On the other hand, 

assuming a calorically perfect gas would be a too crude approximation given the high temperatures 

of the gas kernel. In this study, the gas is assumed to consist of pure molecular nitrogen but it’s 

thermodynamic properties are allowed to change with temperature thereby making the working 

fluid a thermally perfect gas. The relaxation of the calorically perfect gas assumption raises some 

challenges when integrating the system of conservation laws and these issues will be discussed in 

detail in the subsequent sections. 

5.1.1 Governing Equations 

The fluid flow induced by the laser breakdown process is modelled numerically by solving 

the Navier-Stokes conservation equations. The governing equations written in cylindrical 

coordinates with axial symmetry and zero azimuthal velocity are presented below in conservative 

form126:  
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 �� + �(�)�� + �(�)�� = �(�)�� + �(�)�� + �(�) 

 

(5.1)  

Where U is the vector of conserved variables: 

 � = � ������ � 

 

          

(5.2) 

and �(�)�, �(�)� represent the advective flux in the r-direction and z-direction respectively: 

 �(�)� = � ����2 + �����(� + �)

� ;  �(�)� = � �������2 + ��(� + �)

� 

 

           

(5.3) 

For modeling the evolution of the hot gas kernel generated by the lasers, the diffusive flux �(�)�and �(�)� also needs to be considered: 

 �(�)� = � 0���������� + ���� − ��� ;  �(�)� = � 0���������� + ���� − ��� 
 

           

(5.4) 

Finally, a source term appears in the system of equations (5.1) due to the change of coordinate 

systems from Cartesian to Cylindrical: 

 �(�) = −�� � ����2 − ������ − ����(� + �) − ���� − ���� + ��� 
 

           

(5.5) 

5.1.2 Thermodynamic Relations 

The set of governing equations described by the relations (5.1)-(5.5) is not sufficient for 

describing the state of the system. In fact, a closer look shows that there are not sufficient relations 
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for the number of unknowns present to properly close the problem. The governing equations 

provide four relations: conservation of mass (the first row in vector form notation), conservation 

of momentum (second and third row) and conservation of energy (fourth row) but yield five 

unknowns: density, velocity (in both r-direction and z-direction), pressure and energy. The closure 

problem is resolved by considering the thermodynamic properties of the medium. This introduces 

new variables but also provides more relations between the variables. For example, the flow 

pressure can be related to the temperature of the fluid using the equation of state of an ideal gas: 

 � = ���� (5.6)  

where Rg represents the specific gas constant (�� = 297 � �� �⁄ ). This provides another relation 

between the pressure and density of the fluid but also introduces temperature as a new unknown 

into the problem. An additional relation that describes the state of a thermally ideal gas is required. 

The energy of the system can be split into two components: internal energy and kinetic energy as 

follows: 

 � = � �� +
�2 + �2

2
� 

(5.7)  

The temperature dependence is introduced into equation (5.7) by writing the internal energy in 

terms of the fluid enthalpy:   

 � = � �ℎ − �� +
�2 + �2

2
� 

(5.8)  

The enthalpy is defined as: 

 ℎ(�) = ℎ0� + � ��(�)���
����  

(5.9)  

where the first term in (5.9) represents the heat of formation (zero in the case of nitrogen at standard 

conditions) and the second term represents the sensible enthalpy. In a calorically perfect gas, the 
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specific heat, ��, is independent of temperature and a straightforward explicit relationship between 

energy, temperature, density and pressure can be obtained by substituting (5.6) and (5.9) into (5.8). 

For a thermally perfect gas the temperature is obtained by solving the following implicit equation 

in each domain cell at each time step127: 

 � =
−� + � ��2 + �2

2
�+ �ℎ(�)���  

(5.10)  

The enthalpy is solved in the numerical code using the Shomate interpolation polynomials for 

molecular nitrogen according to the NIST database. A solution procedure for Eq. (5.10) is 

described in Appendix A:. The problem is finally closed if the system of governing equations (5.1)-

(5.5) is solved together with the thermodynamic relations: (5.6), (5.9) and (5.10).  

5.1.3 Transport Properties 

The transport properties need to be included to complete the description of the 

mathematical model. The physical effects of viscosity are captured in the molecular stress tensor 

that appears in relations (5.4) and (5.5). Denoting the viscous stress by Π�,� and the deformation 

tensor by D�,� we have: 

 Π�,� = ���� ��� ������ ��� ������ ��� ���� ;     D�,� =

⎣⎢⎢
⎢⎢⎡ �� 1

2
(�� + ��)

1

2
(�� + ��)

1

2
(�� + ��) �� 1

2
(�� + ��)

1

2
(�� +��)

1

2
(�� + ��) �� ⎦⎥⎥

⎥⎥⎤  

(5.11)  

Under the Newtonian approximation the stress tensor is linearly proportional to the rate of 

strain of the fluid (i.e. the rate of deformation over time) and the following expression for the stress 

is obtained: 

 Π�,� = 2���,� + ��� +
2

3
�� �∇ ∙ ��⃗ � (5.12)  
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For the 2-D axis-symmetric simulation all the azimuthal components to the stress tensor are 

ignored. Additionally, the bulk viscosity can be neglected (�� = 0) for pure nitrogen mixture128. 

The dynamic viscosity depends strongly on the temperature. For non-reacting gases at relatively 

low temperatures an accurate approximation is given by Sutherland: 

 µ(T) = ���� � ������3/2 ���� + ��� + ��  
(5.13)  

Where: ���� and ����are the dynamic viscosity and temperature at a reference state and Ts is the 

so-called Sutherland temperature coefficient. For molecular nitrogen we have: ���� = 1.78 ×

10−5  �� (� ∙ �)⁄ ,  ���� = 300.55 � and �� = 111 �. Equation (5.13) represents the second important 

approximation made in this mathematical model. For gas mixtures in which ionization is present 

the viscosity is a highly non-linear function of temperature. In fact, at temperature above 10,000 

K the viscosity decreases with temperature due long-range Coulomb interactions between charge 

particles129. Nonetheless, for temperatures below 6,000 K the viscosity can be approximated 

accurately using Sutherland’s formula.  

The heat conduction present in relations (5.4) and (5.5) is defined using Fourier’s law: 

 q = −� ∇� (5.14)  

In the most general sense, there are three contributions to the thermal conductivity coming from 

the internal degrees of freedom of the molecules, translational motion and chemical reaction 

effects. However, a good approximation can be obtained if the thermal conductivity is directly 

related to the fluid’s specific heat and the dynamic viscosity through the Prandtl number: 

 �� =
����  (5.15)  

In this investigation the Prandtl number was set to: �� = 0.7.  
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5.2 Numerical Methods 

The conservative formulation of the governing equations presents several advantages from 

a numerical point of view. When written in the form shown in Eq. (5.1) one can separate the effect 

of advection from those of diffusion and heat conduction. If the right-hand side of (5.1) is made 

equal to zero then the system of conservation laws is equivalent to the Euler’s equations. In this 

case the problem is one of pure advection. Such a system of equation can be used successfully for 

compressible flow problems when the effects of viscosity and thermal conductivity can be 

neglected. Problems involving the propagation of shock waves inside nozzles and around objects 

usually fall in this category130. Alternatively, if the left-hand side is made equal to zero, the system 

of equations (5.1) can be used to describe flows driven by viscosity. Problems such as Couette 

flow can be solved using this system of equations. Finally, the source term (5.5), can be used to 

transfer the equations between a cartesian, cylindrical or spherical system of coordinates. More 

precisely, if � = 0, the source term is equal to zero. This is equivalent to solving the conservation 

laws in cartesian coordinates. If � = 1, the system of equations describes a problem of cylindrical 

geometry. Lastly, � = 2, casts the conservation laws on a spherical coordinate system.  

5.2.1 Physical Properties of the Advection Problem 

The most challenging part for developing a solution for the system of governing equations 

is solving the advection PDE problem (5.23). Therefore, advection represents the critical problem 

in developing numerical methods for solving the governing equations and a discussion of its 

physical properties is useful before introducing the numerical techniques. 

In general, a homogeneous second-order PDE’s in two independent variables (x,y) and one 

dependent variable u(x,y) can be written as follows131: 
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 ���� + ���� + ���� + ��� + ��� + �� = 0 (5.16)  

The mathematical problems solved by differential equations of the type (5.16) can be 

classified into three categories depending on the sign of the discriminant �2 − 4�� as show in 

Table 5.1.  

Table 5.1: Classification of second order PDEs 

 

Physically, this classification is important because the solution of the discriminant equation tells 

one how the information is propagating through the domain which, in turn, influences what type 

of numerical method is used to solve the PDEs. Accordingly, if the discriminant is negative the 

equations are called elliptical. In this case, there are no characteristic directions over which 

information propagates and any disturbance created inside a domain affects all the points in the 

domain with infinite propagation speed (see Figure 5.1-(a)). In real-world applications this 

corresponds to equilibrium problems in which all discontinuities have been smoothed. One 

example is the Laplace equation which describes the steady state heat equation. On the other hand, 

parabolic and hyperbolic equations have real characteristic paths. This means that a disturbance in 

the domain has a range of influence. In the case of parabolic equations that have only one repeated 

real characteristic, information propagates over the domain but with a decreasing effect as the 

distance from location of the perturbation is increasing. Physical problems involving parabolic 

equations typically involve dissipative process (such as diffusion or heat conduction). This type of 

problems are usually solved using time marching techniques since the solution at a given time 

level only depends on previous information (see Figure 5.1-(b)). Hyperbolic equations have 
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distinct real roots. From a physical point of view, this means that information can only propagate 

over certain characteristic directions dictated by the eigenstructure of the system. A disturbance 

create in the domain will propagate at a finite speed over a finite region of the domain that is 

bounded by the characteristics of the system (see Figure 5.1-(c)). Wave propagation problems (or 

“advection-like” problems) are typical examples of physical problems that are solved by 

hyperbolic PDEs. 

 

Figure 5.1: Schematic showing the domain of dependence and range of influence of a 

disturbance in the case of an elliptic (a), parabolic (b) and hyperbolic (c) PDE’s. The color 

gradient in (b) is meant to show the decreasing effect of the disturbance as time progresses. 

A close inspection of Eq. (5.23) shows that the system of PDE’s governing the fluid flow 

is hyperbolic in nature. Moreover, this advection problem is nonlinear in nature which makes its 

mathematical treatment all the more challenging. To better understand how this affects the 

development of a solution it is useful to compare the second equation from the system in (5.23) 

with a linear advection problem: 

 � �� + � �� = 0�(�, 0) = �0(�)
 (5.17)  

It can easily be seen that the equation above becomes an ordinary differential equation (ODE) if it 

is projected over the (x,t) plane since it’s mathematical meaning is that the rate of change of 

quantity, u, is zero along � = �(�): 
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 ���� =
���� + � ���� = 0 

(5.18)  

This means that along a curve � = �(�) the following ODE has to hold: 

 � =
����  

(5.19)  

Since the wave speed is constant the solution is simply a line whose intercept with the x-axis is 

dictated by the initial condition, �0, and the slope is given by the wave speed, a: �(�) = �0 + ��. 
Physically this lines represent characteristics over which information propagates in time. As shown 

in Figure 5.2 the characteristic lines never intersect with each other because the slope is constant. 

Therefore, the solution of Eq. (5.17) corresponds to a translation of the initial conditions along the 

characteristic line to the right or to the left depending on whether the wave speed is positive or 

negative: 

 �(�, �) = �0(�0) = �0(� − ��) (5.20)  

 This means that all points on the wave move at the same rate and the shape of the wave is 

conserved in time for a linear advection equation.   

 

Figure 5.2: Characteristic lines for the 1-D linear advection equation 
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The momentum equations in (5.1) is the equivalent of a non-linear pure advection problem when 

all dissipative effects are neglected:  

 ��� + �(�) �� = 0�(�, 0) = �0(�)
 (5.21)  

Following the same argumentation as for the linear advection problem the solution is given by: 

 �(�, �) = �0[� − ���(�)��] (5.22)  

The main observation from (5.22) is that the characteristics are not parallel anymore because the 

slope is not constant. Moving to a different spatial location gives a slightly different slope which 

implies that the characteristics are allowed to come together or distance from each other over time. 

Continuing the analogy with the propagation of waves, this means that the wave can get distorted 

as it propagates through time and space. Points can coalesce to a small region at the leading edge 

of the wave to form a shock or can “thin” out to form an expansion fan126. This process is described 

schematically in Figure 5.3 below.  

 

Figure 5.3: Diagram depicting a non-linear wave becoming distorted as time progresses (a) and 

the characteristic lines at several points on the wave (b). 

The physical manifestation of this nonlinearity in the system of conservation laws (5.1) 

comes from the fact that the wave speed, ��⃗ (u,v), is part of the solution (as opposed to being a 
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constant like in the case of a linear advection equation). This property of system (5.1) gives rise to 

a series of approximations and numerical methods. If the fluid domain is discretized using finite 

volumes, one particular class of solution methods is obtained by posing a Riemann problem at the 

interface of each cell.  In this dissertation, the non-linear advection problem is solved using such 

a Riemann solver based on a linearization approach developed by Roe and Pikes that is introduced 

in the next section. 

5.2.2 General Approach 

In this dissertation, the Navier-Stokes system is solved by separating the advection problem 

from the diffusion and heat conduction effects. The advection problem is solved using a flux 

differencing scheme developed by Roe and Pikes132 while the diffusion problem (including the 

source term) is discretized using a second order centered difference scheme133. After discretization, 

the resulting ordinary differential system is integrated using a Runge-Kutta IV time marching 

method. According to Toro126, the 2-D advection problem given the left-hand side of system (5.1) 

can be solved through the method of dimensional splitting as follows: 

 r-split problem:        ����:      �� + �(�)� = 0���:     ��                       
     

∆�→    ��+12     

 

 

 

z-split problem:       ����:      �� + �(�)� = 0���:     ��+12                   
     

∆�→    ��+1     

 

 

(5.23)  

Based on Eq. (5.23) the solution at time step, n, is advanced to n+1 by first solving the 1-D 

advection problem in the r-direction. This acts like half a step in the algorithm and the result of the 

r-split problem, ��+12 is then used as an initial condition for solving the z-split problem. If we denote 

the by ℛ(∆�) and �(∆�) the solution operators for the r-split and the z-split problems then it can be 

shown that the solution at the next time step, ��+1 , is obtained as follows126,134: 
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 ��+1 = �(∆�)ℛ(∆�)
 �� (5.24)  

The dimensional splitting method described by (5.23) and (5.24) simplifies the numerical 

procedure because it only requires the development of a single algorithm for the 1-D advection 

problem that is applied twice (once for each spatial direction).  

A splitting scheme can also be applied for an inhomogeneous system as is the case of the 

conservation laws in (5.1) which includes the diffusive flux and the source term on the right-hand 

side: 

                   advection problem:      ����:      �� + �(�)� + �(�)� = 0���:      ��                                         
     

∆�→    ���+1     

 

 

 

                        source problem:      ����:     �� = �(�)���:     ���+1         
        

∆�→    �� 

 

 

(5.25)  

The advection problem is solved first using dimensional splitting (Eq. (5.23)) and the result is used 

as an initial condition for solving the ODE of the source problem obtained after the finite volume 

discretization of the diffusive flux and source term, D(U).  

Overall, solving the system of conservation laws governed by Eq. (5.1) is equivalent to 

solving three separate problems: advection PDEs (in both direction) and source ODEs. If we 

denote by �(∆�) the solution operator for the source ODE, then the global solution at time n+1 is 

obtained: 

 ��+1 = �(∆�)ℛ(∆�)�(∆�)
 �� (5.26)  

In the subsequent section the solution procedure for each of the problems will be described in 

detail. 
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5.2.3 Roe-Pikes Method 

The main concern is to find a numerical solution for the initial boundary value problem 

(IBVP) posed by on one of the dimensional splits of Eq (5.23). The discussion in this section is 

largely based on Toro who describes in great detail various Riemann solvers for systems of non-

linear conservation laws126. The motivation is to provide only a general description of the particular 

numerical technique used in the CFD code developed in this dissertation. An IBVP based on the 

r-split 2-D problem can be written as follows: 

 � ����:   �� + �(�)� = 0                                           ���:       �(�, 0) = �0(�)                                            ���:      �(0, �) = ��(�), �(�, �) = ��(�)       

 

(5.27)  

 

When the IBVP is discretized over the computational domain shown in Figure 5.4. The PDEs are 

converted to ODEs that can be integrated in time using any type of time marching technique.  

If one assumes a piecewise constant solution on each cell Eq. (5.27) becomes: 

 � [�� + �(�)�]�� = 0    
��+12��−12 →      

������ =
1∆� ���−12 − ��+12� (5.28)  

Where: ��� =
1∆� ∫   �(�, �)��   

��+12��−12  is the average value of the conservative variables over the cell 

∆� and ���−12 − ��+12� = ∫ �(�)� ��   
��+12��−12 represents the intercell flux difference. 

 

Figure 5.4: One-dimensional domain discretized using finite volumes 
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According to Godunov135 the intercell flux can be determined if the IBVP (5.27) is converted into 

a Riemann problem that is solved at the interface of each cell in the computational domain: 

 � �� + �(�)� = 0                 �(�, 0) = ���    ��   � < 0��     ��   � > 0

 

(5.29)  

 

The flux is obtained as: 

 ��+12 = �(��+12(0)) (5.30)  

Where ��+12(0) is the solution of (5.29). It is important to note at this stage that no numerical 

approximation have been made yet. In fact, Godunov finds an analytical solution for the intercell 

flux using this approach for a piece-wise distribution of initial data. However, his algorithm, albeit 

exact, it is not computationally efficient.  

A different approach was introduced by Roe136 which replaces the original Riemann 

problem (5.29) with a linearized approximate problem. Introducing the Jacobian matrix of the 

system of conservation laws, �(�) =
���� , the Riemann problem can be re-casted in the following 

more suitable form: 

 ��� + ��� = 0                       �(�, 0) = ���    ��   � < 0��     ��   � > 0
 
 

(5.31)  

Essentially what the Roe approach does is to replace the exact Jacobian of the system A(U) with a 

linearized version of itself, �̃(�). In addition, if the system of equation describing the original 

IBVP is hyperbolic then the eigenvectors must be linearly independent which allows one to 

determine the intercell flux only by knowledge of the eigenstructure of the system’s Jacobian: 

 ∆� = �� − �� = ��+12(0) = �����(�)��
�=1  − ��������� �� ������ ������������ 

(5.32)  
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Then, according to relation (5.30), the intercell flux is obtained as: 

 ��+12 = �� + ���� �̃��(�)��
�=1   

(5.33)  

Where ��� , �̃� ,�(�)�  are the coefficients for linear independence, the eigenvalues and the eigenvectors 

of Jacobian matrix, �̃(�). Physically they represent the wave strengths, the speed at which 

information is propagating and the characteristic directions over which information is propagating 

inside the computational domain.  

One of the main challenges using Roe’s original method is that it requires the knowledge 

of the linearized Jacobian matrix explicitly. For this reason, the code developed in this dissertation 

uses a variation of the original Roe’s method due to Roe and Pikes132 that avoids this issue by 

introducing an extra linearization into the problem. This approach assumes that, if the data UL and 

UR are close enough to a reference state �� then the Jacobian �̃(��) can be replaced by �̂(��) (note 

that this is the second approximation of the original Jacobian, A(U)). Expressions for the wave 

strengths are found in this case by solving the Riemann problem (5.31) around the reference state: 

 ∆� = �� − �� = �����(�)��
�=1  

(5.34)  

The sought solution vector, �� , is found by evaluating the wave strengths at the average state and 

solving the resulting system of non-linear algebraic equations: 

 ��� = �������,    �̃� = ������,    ��(�) = �(�)����    (5.35)  

Where: 

 �� = ����������  
(5.36)  
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is the vector of primitive variables and can be obtained directly for the vector of conservative 

variables, U, described by (5.2). An example on how this technique can be applied for the 2-D 

advection problem is provided in Appendix B:. 

5.2.4 Source Problem 

If the conservation laws are solved in a coordinate system other than Cartesian then the 

system of PDE’s describing the conservation in becomes inhomogeneous as a non-zero source 

term appears on the right-hand side of (5.1). Additionally, if the effects of viscosity and thermal 

conductivity are included then the source problem itself becomes a system of PDEs and has to be 

numerically discretized before the conservation laws can be integrate in time. In this work, the 

source problem is discretized using a finite volume centered scheme described by Edwards133: 

 ��,� =
1Δ� ���+1

2
,��−��−1

2
,���+

1Δ�  ���,�+1
2

�−��,�−1
2

��+ ��,� (5.37)  

In Eq (5.37) the geometrical source term and the diffusive flux were combined in a single operator: 

 �(�) = �(�)�� + �(�)�� + �(�) (5.38)  

One approach for computing the flux at the cell interface is to take the arithmetic average of the 

flux value in two neighboring cells. For example the flux in the r-direction at the interface of cells 

(i,j) and (i+1,j) is given by: 

 ��+12,�� =
1

2
���,�� + ��+1,��� (5.39)  

This makes the discretization of (5.38) a centered scheme. For consistency, all of the derivatives 

inside �(�)��, �(�)�� and �(�) are also discretized using a centered scheme. 
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Figure 5.5: Finite volumes used for spatial discretization of the source problem. 

5.2.5 Time Marching Technique 

Once the advection flux is computed the system of governing PDEs is reduced to a system 

of ODEs in time of the form: 

 ��� = �(�,�(�))�(�0) = �0        
 (5.40)  

The solution advancement from time step n to n+1 is achieved in the numerical code using 

an explicit 4th order Runge-Kutta method137: 

 

⎩⎪⎪
⎨⎪
⎪⎧ �(1) = �(�) − Δ�Δ� ���(�)�                                                                       �(2) = �(�) − 1

2

Δ�Δ� ���(1)�                                                                      �(3) = �(�) − 1

2

Δ�Δ� ���(2)�                                                                     �(4) = �(�) − 1

6

Δ�Δ� ����(�)�+ 2���(1)�+ 2���(2)�+ ���(3)��
 

 

(5.41)  

 

It is important to note that in reality the algorithm (5.41) is applied three times before a complete 

time step is made: after the r-split, z-split and source problem according to (5.23), (5.25) and (5.26). 

For the other two problems, F(U) in Eq. (5.41) is replaced by G(U) and D(U) respectively.   



 

90 

 

The choice of time step is critical in order to ensure the numerical stability of the explicit 

ODE solver. In general, the time step depends on (1) the size of the mesh, (2) the speed at which 

information propagates through the domain (i.e. the wave speed) and (3) the method used for 

solving the intercell flux. This can be expressed mathematically for the 1-D system as126: 

 ∆� ≤ ∆����� (5.42)  

Where ∆� represents the cell size in the r-direction and Smax is the fastest wave speed present in the 

computational domain. Hence, the latter parameter needs to be computed in each cell before the 

size of the next time step is determined. In practice, the time step is computed by introducing the 

Courant number (also referred in literature as the CFL number).  

 ∆� = ���  ∆����� (5.43)  

For inequality (5.42) to be fulfilled the CFL number has to be below unity. In the case of the 

simulations presented in this work, the CFL number was chosen to be: CFL=0.7. In 2-D, Eq. (5.43) 

is substituted by126: 

 ∆� = ��� × min �  ∆������ ,
 ∆������� 

(5.44)  

And the wave speed is computed at the level of each cell using the following relations: 

 ������ = |�| + ������ = |�| + � 
(5.45)  

Where a is the speed of sound and u and v are the velocities in the r-direction and z-direction 

respectively. Physically, condition (5.44) says that the size of the time step is computed by taking 

the minimum between the fastest wave speed propagating in the r-direction and z-direction.   
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5.2.6 Algorithm Steps 

The algorithm involves the following steps: 

1. Solve the r-split problem by finding the intercell numerical flux using the Roe-Pikes 

method. To find ��+12 the code performs the following tasks: 

1.1 Computes the Roe average values ��,�� , ��,�� that result from the solution of the 

linearized Riemann problem (5.34) evaluated at conditions (5.35) 

1.2 Computes the eigenvalues ���  of the Jacobian matrix �̃ (see Appendix B:) 

1.3 Computes the eigenvectors ��(�) of the Jacobian matrix �̃ (see Appendix B:) 

1.4 Computes the wave strengths resulted from the linearized Riemann problem 

formulated around the average state, �� (see Appendix B:) 

1.5 Finds the intercell flux, ��+12, using Eq. (5.33). 

2. Integrate in time using Eq. (5.41) 

3. Repeat steps 1.1-1.5 to find the intercell flux in the z-direction, ��+12. 
4. Integrate the resulting system of ODEs using Eq. (5.41) where the initial condition �(�) 

is now the solution of the r-split problem (obtained at step 2). 

5. Compute the intercell diffusion flux using Eq. (5.39) 

6. Solve the source problem using Eq. (5.37) 

7. Advance the solution to the next time step using Eq. (5.41) where the initial condition �(�) is now the solution of the z-split problem (obtained at step 4). 

5.3 Test Problems 

Before the numerical code is used to simulate the evolution of the laser spark kernel it is 

paramount that the code is validated against well-established tests problems for which solutions 
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are already known. The nature of the problem being investigated dictates that a high speed 

compressible flow problem involving the generation of shocks and rarefaction needs to be used 

for validating the code. The fluid dynamics of a laser sparks are similar to those generated by an 

explosion: an excessive amount of energy, concentrated in a very tight space, is being released in 

a very short time span (almost instantaneously). This transient development gives rise to the 

formation of a shock wave that carries part of the released energy away from the epicenter of the 

explosion. Therefore, it seems only reasonable to use a 2-D circular explosion problem that has an 

analytical solution for testing the ability of the numerical code to solve high speed compressible 

flows. At later times, the hot gas left at the epicenter of the laser spark develops into a toroidal 

structure entraining the cold surrounding gas as it cools down. In this cooling phase the thermal 

conductivity and viscous shear can also play an important. For the purpose of validating the code’s 

ability to simulate these effects an additional unsteady Couette flow is also employed. 

5.3.1 Spherical Explosion 

The spherical explosion problem is an expansion of the Sod’s 1-D shock tube problem in 

a spherical coordinate system126. This makes the choice of such a problem as a numerical test for 

the code very convenient because the results of the simulation can be easily compared against a 

well-established reference problem. The fluid flow in this conditions is governed by the 2-D 

Euler’s equations written in cylindrical coordinates: 

 

 �� + �(�)�� + �(�)�� = �(�) 

 

(5.46)  

Here U represents the vector of conservative variables given by (5.2) and �(�)��, �(�)�� are the 

advective fluxes in the r and z-direction (see Eq. (5.3)). The source term, S(U), is: 
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 �(�) = − 1� � ����2����(� + �)

� 

 

           

(5.47) 

The solution procedure follows the same steps as described in section 5.2.6 with the exception that 

there is no diffusive flux in this model problem. 

 The geometry and the initial data shown in Fig. 1 are chosen such that the cylindrical 

symmetry along the z-axis can be enforced. Moreover, the initial density and pressure profiles are 

the same as those of Sod’s original shock tube problem138.  

 

Figure 5.6: Initial conditions for a 2-D spherical explosion with axis-symmetric boundary 

conditions. 

Note that by revolving the initial 2-D profile around the z-axis the problem becomes three-

dimensional. For axis-symmetrical problems there is no need to simulate the full 3-D conservation 

equations. This is not only true for the test problem discussed here but also for the laser spark that 

is treated in the subsequent sections. 

Simulation results are presented in terms of density contours in Figure 5.7 at various time 

delays. It is important to note that, if the density across the center of the domain is plotted as a 
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function of radius, one can directly compare the results with the analytical solution. This direct 

comparison is shown for at a time t=0.25 seconds in the last panel of Figure 5.7.  

 

Figure 5.7: Density contours of a spherical explosion test problem. CFL=0.7, Grid resolution was 

set to 400 × 400. 

A grid sensitivity analysis has also been performed by keeping the CFL number constant 

and varying the number of cells inside the domain. The plots in Figure 5.8 show how the numerical 

solution compares with the exact solution for various grid resolutions. A relative error averaged 

over the entire grid is computed also computed here as: �� = ���[(������ − ����) ������⁄ ]. The 

results, shown in Figure 5.9, indicate that the error follows a normal distribution which 

demonstrates that the numerical scheme is stable even for a relatively coarse grid size.  
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Figure 5.8: Density variation along the radius of a spherical explosion for various grid 

resolutions. 

 

Figure 5.9: Grid sensitivity expressed here in terms of the average relative error. 

5.3.2 Unsteady Couette Flow 

For the explosion problem presented in the previous section, the effects of shear stress and 

thermal conductivity have been neglected. Another numerical test in which the fluid flow is 

governed by shear stress is given by the unsteady Couette flow. This problem simulates the flow 

induced between two infinite parallel plates due to one of the plates translating at a constant 



 

96 

 

velocity, Uplate. The governing equations (5.1) can be reduced by ignoring any pressure gradients 

and advective fluxes to the following simplified form: 

 �� = �(�)�� + �(�)��  

 

(5.48)  

with the diffusive flux given by: 

 �(�)� = � 0���������� + ����� ;  �(�)� = � 0���������� + ����� 

 

           

(5.49) 

The boundary conditions are no-slip at both walls which implies zero velocity at the lower 

stationary wall and u=Uplate at the upper moving plate. The domain inlet has zero velocity and 

there is a zero velocity gradient at the outlet. The velocity in the y-direction, v, is assumed zero 

everywhere in the domain. A schematic of the problem setup is shown in Figure 5.10. 

The Couette problem can be thought as being 1-dimensional in nature. The flow is due to 

the no-slip condition that forces the fluid next to the translating plate to follow it at the same speed. 

This generates velocity gradients along the width of the channel formed between the two plates 

(see Figure 5.10).  The unsteady analytical solution of this type of flow is given by Batchelor139 

as:  

 �(�, �) = ������ �ℎ − 2������� � 1� ���(−�2�2��/ℎ2) sin �1 − �ℎ�∞
�=1

 

(5.50)  
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Figure 5.10: Schematic of a Couette Flow showing the Boundary Conditions used in the 

numerical code. 

A comparison between the analytical solution (5.50) and the numerical solution is plotted 

in Figure 5.11. In reality, the Couette solution cannot be attained instantaneously. The time 

required to reach a steady state depends on the width of the channel created between the two plates 

and the kinematic viscosity of the fluid. Note, however, that it does not actually depend on the 

speed of the moving plate. As shown in Figure 5.11, the steady state solution is reached when ��ℎ2 ~0.5. 

 

Figure 5.11: Unsteady Couette Solution at various time delays. The exact solution is shown with 

solid line and the numerical solution with discrete dots. 
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5.4 Study of Spark Induced Hydrodynamics 

This section focuses on the CFD modeling of the dual-pulse laser energy deposition into a 

pure nitrogen gas. There are two scenarios under investigation: (1) the dual-pulse energy 

deposition is uniform along the laser beam. This case corresponds to the experimental observation 

presented in Figure 4.10-center where no third lobe is being observed. From here on we will call 

this the symmetric kernel case. (2) the energy deposition is not uniform with the NIR pulse being 

focused slightly in front or after the UV pulse (representative of the results shown in Figure 4.10-

left or Figure 4.10-right). This will be referred as the asymmetric case. The investigation is 

conducted using the custom code developed at Colorado State University during the research 

conducted for this dissertation. The goal is to understand which configuration is more 

advantageous to stimulate the early flame kernel development. An ideal configuration would have 

a reduced vorticity and would limit the heat and radical advection from the kernel to the 

surroundings while at the same time keep the kernel temperature hotter for an extended time 

interval. 

5.4.1 Problem Setup 

The initial shape and dimensions of the hot kernel induced by the dual-pulse are determined 

by visual inspection of the Schlieren images obtained experimentally. An example image is shown 

in Figure 5.12 for the case in which the NIR pulse is focused slightly in front of the UV pulse. The 

image shows that the shape of the plasma kernel contains two features: an elongated channel 

formed by the UV pre-ionization beam and a spherical plasma growth overlapped on the channel 

that is due to the addition of the NIR pulse. Not shown here is the case when the two pulses are 

perfectly overlapped. Nonetheless, in that case, one would expect that the spherical plasma induced 

by the NIR to be centered on the UV pre-ionization channel.  
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Figure 5.12: Schlieren image of a dual-pulse laser plasma in atmospheric air at 500 ns after the 

pulse. Image shows the channel generated by the UV plasma and the spherical plasma growth 

induced by the addition of the NIR. 

Obtaining the initial temperature and pressure of the plasma experimentally is extremely 

challenging and satisfactory results have yet to be reported in literature. This makes the choice of 

the initial conditions for the simulation somewhat difficult. Several CFD studies of laser sparks 

report have used an initial temperature anywhere between 10,000 K and 50,000 K and an initial 

pressure on the order of a few hundred bar. They all show good agreement with experimental 

results in terms of the development of the third lobe63,140. Ghosh and Mahesh conducted a 

parametric study on the initial temperature and found that a higher initial plasma temperature leads 

to stronger gradients in the pressure field at the early time (and stronger shocks)65. However, they 

did not observe significant changes in the development of the third lobe as the initial temperature 

is varied. An alternative method for fixing the initial conditions is to use the Taylor-Sedov blast 

wave theory to fit the experimental data141,142. The theory establishes a relationship between the 

radius of the shock wave, the time of propagation and the instantaneous energy deposition inside 

the kernel. Once a relationship between the shock speed and the energy deposition is known, the 

pressure and temperature at the shock front can be determined using the Rankine-Hugoniot 

relationships. This method, however, does not give satisfactory results for predicting the pressure 
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and temperatures at the earliest times. Bradley et al. report a temperature on the order of 150,000 

K and pressure in excess of 3,000 bar at 15 ns after the laser spark using the blast wave theory26. 

Even if this values were to be assumed correct, there are no transport data available at this 

conditions to perform a numerical simulation. In reality, an accurate prediction of initial conditions 

after the laser pulse requires the modeling of the plasma physics and this is beyond on the scope 

of the current investigation. For the simulations conducted here the initial peak temperature and 

peak pressure were estimated to: �max _0 = 3.5 × 104 � and �max _0 = 2.2 × 107 �� based on 

previous research on laser sparks. Additionally, temperature of the surrounding gas is set to 300 K 

and the pressure to 1.01 × 105 ��. The same initial conditions were used for both test cases 

because it was experimentally determined that the energy absorbed inside the gas was similar, 

irrespective of the overlap between the two pulses (see Figure 4.11). The initial temperature and 

pressure profiles are presented in Figure 5.13 for the case in which the two pulses have the same 

waist and in Figure 5.14 for the case in which the NIR pulse is focused in front of the UV pulse. 

The initial shape was obtained by superimposing an ellipse over a rectangular shape and the 

gradients were generated using a Gaussian filter. The spark length is 2 mm and the minor radius 

of the elliptical part is 0.5 mm giving an aspect ratio AR=2 for the initial kernel, similar to what 

was observed experimentally through Schlieren images.  
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Figure 5.13: Initial temperature (left) and pressure (right) profiles for the symmetric hot kernel 

generated by the dual-pulse. 

 

Figure 5.14: Initial temperature (left) and pressure (right) profiles for the asymmetric hot kernel 

generated by the dual-pulse. 

The governing equations are solved on a structured Cartesian grid using the control volume 

discretization approach described previously. A piece-wise distribution of initial data over the 

computational cells is employed where the value at the center of a cell represents the average of 

each variable over the cell (see Section 5.2 for more details). An optimum cell resolution is 

required in order to resolve the phenomenon of interest while minimizing the computational 

requirements. The experimental results indicate that kernel evolution takes place over two 

timescales suggesting that two different cell sizes can be used in the simulation. In the first 20 �� 
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the kernel grows significantly, the temperature drops by more than half of its initial value and 

vorticity is generated by the interaction of the rarefaction waves with the hot gas. Over this time 

interval, an optimum cell size of 15 microns was determined through a grid sensitivity analysis.  

At times greater than � > 20 ��, it was established reasonable to double the cell size to 30 microns 

in order to save computational time since the gradients of pressure and temperature are much 

weaker and the toroidal structure observed experimentally has already formed.  

The grid size is reduced by taking advantage of the axial symmetry of the two kernels under 

investigation as mentioned in section 5.2. Additionally, when waists of the UV and NIR pulses are 

overlapped, the kernel is also symmetric over the radial axis. This means that only a quarter of the 

kernel needs to be considered in the simulation for this problem. On the other hand, when the NIR 

pulse is focused in front of the UV pulse, half of the kernel is simulated. The mesh size at the start 

of the simulation along with the boundary conditions are shown in Figure 5.15. The z-axis in both 

cases denotes the optical axis of symmetry (A). In reality, axisymmetry is not a boundary condition 

because there is no boundary in the azimuthal direction. The axisymmetry condition is simply used 

to simplify the conservation laws in Eq. (4.1). Therefore, axisymmetry it is already contained in 

the model equations. To determine the appropriate physical value for a particular variable at a 

point on the boundary (A), the code uses the values from the adjacent cells. (B’) is prescribed as a 

symmetry boundary condition by making all of the gradients normal to the r-axis equal to zero. 

Physically this corresponds to a mirroring of the profile around (B’). Note that symmetry and 

axisymmetric conditions are not the same thing. They model different physical phenomena. The 

remaining boundaries (B), (C) and (D) in Figure 5.15 are held constant to the ambient conditions 

(�0 = 300 �,�0 = 1.01 × 105 ��). 
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Figure 5.15: Initial mesh size for the symmetric (left) and asymmetric (right) kernels. Boundary 

A is the axis of symmetry for both kernels, B’ is boundary of symmetry and C, D are prescribed 

the ambient condition. 

The code developed in this dissertation uses a dynamic domain size which further reduces 

the computational cost. Initially, the domain is only slightly larger than the kernel itself as seen in 

Figure 5.15. However, as the kernel grows in time and the shock wave starts to develop, the domain 

size is increased by adding computational cells at the edges of the boundary.  Once the pressure 

behind the shock returns to ambient conditions, the domain is shrunk back to dismiss the presence 

of the shock and the focus is solely on the evolution of the hot gas kernel that is left behind at the 

epicenter.  

5.4.2 Shock Wave Propagation 

The simulation starts after the laser energy deposition has ended. At early times, the kernel 

pressure decay dominates the initial fluid dynamics. Since the laser energy is deposited inside the 

gas on a much smaller timescale (nanoseconds) compared to the hydrodynamics scale of the gas 

mixture, pressure waves created during the energy addition process tend to coalesce into a shock 

wave at the surface of the kernel. Around ~500 nanoseconds after the end of the dual-pulse, the 

shockwave detaches itself from the kernel and starts propagating outward dissipating the excess 
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energy of blast. As shown in Figure 5.16, initially the shock wave takes the shape of the kernel. 

However, as time progresses, the shock wave becomes more spherical reaching an almost spherical 

front ~20 ��. This is valid for both kernels under investigation and it shows that, independent of 

the initial shape of the plasma, the non-uniform acceleration generated by the pressure gradients 

ultimately leads to the development of a spherical shock. The phenomena is visible when taking a 

closer look at the pressure contours in Figure 5.16. The aspect ratio of the plasma is such that the 

kernel twice as long over the optical axis than radially. However, at early times (t~0.5-2 ��) the 

pressure gradient is stronger over the radial direction. This leads to more acceleration in this 

direction and, as time progresses, the shock “catches up” becoming spherical. An intuitive 

explanation of the phenomenon is provided with the aid of Figure 5.17 below. If one imagines a 

cylindrical kernel oriented such that its height corresponds to the z-axis, the ensuing shock wave 

can be thought of as a superposition of a spherical front at the leading and trailing edge and a 

planar shock wave on the lateral sides of the cylinder. Initially, the pressure field is uniform across 

the shock. However, as the cylindrical shock propagates, the spherical shock losses energy quicker 

than the planar counterpart because it is stretched over a larger area (increasing its radius) as time 

progresses. This makes the pressure gradients (and the acceleration) smaller over the z-axis than 

radially. Ultimately, this will make the shock spherical in shape as it observed in the two tests 

cases investigated here.  
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Figure 5.16: Pressure contours shown the evolution of the shock wave for the symmetric (top) 

and asymmetric(bottom) kernel. Note that the r-axis is stretched compared to the z-axis in all the 

plots. 

 

Figure 5.17: Schematic explaining the dynamics of shock wave development for non-spherical 

bodies 

As the shock waves propagates outward the pressure in the center of the domain starts to 

decreases towards ambient conditions. Interestingly, the pressure goes below atmospheric at ~ 2 �� 

after the pulse with a minimum pressure value of ~7.92 × 104 Pa at a time delay of ~4 �� (see 

Figure 5.18). This represents the moment of kernel collapse and it is at this stage that the 

development of the toroidal shape starts to take place. At ~ 15 �� the pressure at the center returns 

back to normal. After this point the pressure itself does no longer play an important role in the 
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dynamics of the hot gas left at the center of domain. A close inspection of Figure 5.18 reveals that 

there is an inflection point in the pressure decay rate ~500 ns after the pulse. This change in 

pressure decay trend is consistent with the moment of shock wave detachment from the kernel. 

Moreover, the trend is almost identical for both types of kernel. 

 

Figure 5.18: Time history of the pressure evolution at the center of the domain 

5.4.3 Kernel Dynamics 

Displayed in Figure 5.19 are temperature profiles showing the time evolution of the 

simulated dual-pulse kernel in the two cases investigated: symmetric kernel – energy of the NIR 

pulse is placed at the center of the UV channel and asymmetric kernel – energy of the NIR pulse 

is deposited with an offset with respect to the UV plasma (in this case, NIR focus is displaced 

towards the laser). It is interesting to note that, while the shock wave development was nearly 

identical in both cases, the kernel dynamics are distinctly different for each case. During the first 

5 �� the kernel expands very quickly while both temperature and pressure decay. The kernels are 

observed to double their initial size during this time period. In both cases the plasma collapse takes 

place ~ 3-5 ��. The subsequent evolution of the two kernels take different paths after this point. 
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The symmetric kernel starts to grow significantly over the radial direction as it collapses over the 

optical axis. At ~50 �� the kernel has the shape of a perfectly symmetrical toroid. As time evolves, 

fluid from the center region is being advected outwards and the toroid increases its dimensions and 

gradually cools down. On the other hand, in the case of the asymmetric kernel, the collapse induces 

a fluid flow along the optical axis propagating towards the laser (or towards the point where the 

temperature is the highest). As time progresses, the kernel evolves into an asymmetric torus in 

which the fluid from the outside is entrained and pushed along the optical axis towards the laser 

source. This leads to the rapid cooling of the kernel epicenter and the formation of a third lobe. 

The results presented in Figure 5.19 also confirm the idea advanced in Chapter 4, section 4.4, that 

the formation of the third lobe depends strongly on how the energy is deposited along the axis of 

the kernel. If the NIR pulse is focused in front of the UV pulse, then the third lobe propagates 

towards the laser beam. Alternatively, if the two focal points are perfectly overlapped, the 

formation of a third lobe is suppressed. Due to symmetry, we have also indirectly shown that if 

the NIR pulse is focused behind the UV pulse then the third lobe will reverse direction and 

propagate away from the laser source. Another important aspect, with possible consequences for 

ignition, is that the temperature of the kernel decays much faster if there is an offset between the 

two pulses. For example, at � = 50 ��, the maximum temperature is ~6,500 K for the symmetric 

kernel and only ~3,600 K for the asymmetric kernel.  
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Figure 5.19: Temperature contours showing the kernel evolution for the symmetric (top) and 

asymmetric (bottom) kernels 

In order to better understand the kernel dynamics it is important to look at the velocity field 

for both test cases. Initial vorticity is generated very early during the kernel development. For 

example, the velocity field of the symmetric kernel at � = 1.5 �� is already distorted due to the 

presence of vorticity at the leading and trailing edge (see Figure 5.20-left).  The presence of eddies 

at this moment in time is surprising as one would have intuitively expected that vorticity is induced 

in the flow during the kernel collapse phase which takes place several microseconds later. The 

source of flow rotation is revealed by inspecting the vorticity equation. Taking the curl of the 

momentum equation143: 

 ����⃗�� = ����⃗ ∙ ∇�⃗ ���⃗ − ���⃗ �∇�⃗ ∙ ��⃗ � +
1�2
�∇�⃗ � × ∇�⃗ �� + �∇�⃗ 2���⃗  

(5.51)  

The first term on the right-hand side describes enhancement of vorticity by stretching and 

is the mechanism through which turbulent eddies transfer energy to smaller scales. The flow 

considered here is not turbulent and this term is not very important for the problem under 

investigation. The physical interpretation of the divergence of velocity in the second term is that 

of a volumetric expansion. In this context, the second term shows that vorticity decreases as the 
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fluid expands (due to the negative sign). This mechanism of vorticity generation is important 

during the kernel collapse at later times. However, at this early stage, the kernel is expanding so 

this term does not contribute to vorticity generation. The last term in Eq. (5.51) describes the 

effects of viscous diffusion on vorticity generation. However, the contribution of diffusive fluxes 

at this time delay is minimal the flow being primarily dominated by the advective fluxes 

(compressible inviscid). This leaves us with the third term which describes vorticity generated by 

a baroclinic instability in the flow. Physically this is manifested through a misalignment between 

the density and pressure gradients that induces baroclinic torque. Indeed, if the pressure and 

density gradients are plotted in the region where flow vorticity is observed it becomes apparent 

that the pressure and density gradients are misaligned (see Figure 5.20-right). If the same gradients 

are plotted in a region where there is no flow rotation, one notices that they overlap perfectly as 

expected. It is interesting to contemplate the reason why baroclinicity is present in the flow induced 

by the dual-pulse laser plasma. One speculative idea is that it is in fact induced due to the aspherical 

nature of the initial kernel. Following the same arguments as presented previously in Figure 5.17 

the pressure field will be stronger in the radial direction than along the optical axis (due to the 

cylindrical geometry of the kernel). This will slightly tilt the pressure gradient with respect to the 

density gradient. At the same time, the density gradient is heavily influenced by the kernel 

temperature which is homogenously distributed along the kernel. The two effects combined lead 

to the generation of vorticity through the mechanism of baroclinic torque.  
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Figure 5.20: (Left) Velocity field overlaid on top of temperature contours for the symmetric 

kernel at a delay of 1.5 �� after the two pulses. (Right) Zoomed-in inserts showing the 

misalignment of the density and pressure gradients which leads to the formation of a barotropic 

instability. 

After plasma collapse (� < 5 ��), the second term in Eq. (5.51) is expected to enhance the 

flow vorticity due to the kernel compression under the action of a negative pressure gradient 

directed towards the center. Physically, the negative pressure gradient is caused by the passage of 

a rarefaction wave that accompanies the shock propagation. This leads to a mean flow directed 

towards the epicenter of the hot gas kernel. The lower density fluid will be accelerated more by 

this pressure gradient than the fluid at high density leading to further generation of vorticity inside 

the kernel.  It is posited that this mechanism is the primary responsible for the formation of the 

toroidal shape observed in Figure 5.21 at a time delay of 50 ��. Note that the symmetric structure 

of the kernel in the case when the UV and NIR pulses are perfectly overlapped lead to the formation 

of a stagnation plane at the center of the gas kernel. This explains why the temperature in this 

configuration decays slower than when the there is an offset between the two laser pulses (the 

asymmetric case). 
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Figure 5.21: Velocity field overlaid on temperature contours for the symmetric kernel at 50 �� 

delay. This shows the development of two counter-rotating vortices inside the toroid. 

The mechanism of vorticity generation for the asymmetric kernel is very similar to the one 

described above for the symmetric case: baroclinic torque at early stage followed by additional 

vorticity at later times due to the interaction between the rarefaction wave and the hot gas. A related 

mechanism was reported by Ghosh et al while studying single-pulse laser generated sparks65. The 

velocity contours are shown in Figure 5.23 for the two distinct moments in the evolution of the 

kernel.  Initially, vorticity is being generated both at the leading and trailing edge of the kernel 

(much like in the case of the symmetric kernel). However, the offset between the center of the 

channel and the epicenter of the shock seen in Figure 5.22 makes the vorticity more persistent at 

the trailing edge of the kernel. 
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Figure 5.22: Temperature contours of the symmetric kernel at 1 microsecond after the dual-

pulse. Also shown in this figure is the position of the shock wave. Note that the trailing edge of 

the shock wave is much closer to the kernel than the leading edge. 

 This imbalance preferentially entrains the outer fluid from the trailing edge and pushes it 

through the center of the toroid giving rise to the formation of a third lobe propagating towards the 

laser source as seen in Figure 5.23. It is important to note that, since the energy is not deposited 

uniformly along the optical axis there is no stagnation plane at the center of the kernel anymore.  

 

Figure 5.23: (a) Velocity field of asymmetric dual-pulse kernel at 5 �� and (b) at 300 ��.  
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5.4.4 Comparison with experiments 

For the case of the dual-pulse kernel in which energy is deposited homogenously along the 

optical axis an experimental comparison can be made with the gas breakdown between two pin 

electrodes. The images from Figure 5.24 provide a qualitative comparison between the synthetic 

Schlieren images obtained in the current study and experimentally generated Schlieren of a spark 

generated between the gap of two pin electrodes (taken from Kono et al.67). The time scales are 

very different with the experimental kernel developing much quicker. This is probably due to the 

presence of the electrodes with act as a heat sink for the hot kernel and confined the geometry of 

the flow (therefore forcing the earl. Additionally, the electrodes confine the geometry of the flow 

which would lead to a much earlier kernel collapse and plasma core roll up. However, certain 

features are very similar despite the different configuration (and physics) involved in the 

breakdown process thus confirming that the thermal/fluid dynamics processes governing the late 

kernel development depend primarily on the way energy is deposited into the gas. The symmetrical 

plasma collapse and the radial growth of the kernel is shown in both cases at ~ 20-30 �� with the 

simulation kernel taking somewhat longer to develop. It is interesting to note in both cases the 

formation of a groove inside the toroidal ring at later times. Kono et al. note in their study that the 

presence of the groove is highly dependent on the aspect ratio of the initial plasma channel. In the 

experimental case the aspect ratio is AR~2.5, being dictated by the diameter of the electrodes and 

the distance between them. The aspect ratio of the simulated spark is similar (AR~2).  
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Figure 5.24: (a) Schlieren images depicting the evolution of a plasma kernel between two 

electrodes and (b) synthetic Schlieren images showing similar dynamics for the hot kernel 

generated by the dual-pulse symmetric case. Experimental Schlieren is from Kono et al.67 

Schlieren images of the asymmetric plasma kernels generated using the dual-pulse have 

been obtained in our lab. A comparison between the experimentally obtained kernels and the model 

is presented in Figure 5.25. In both cases the laser beam propagates from left to right with the NIR 

beam being focused slightly in front of the UV pulse. The kernel dynamics predicted by the model 

is seen to agree very well with experimental observation. At 30 �� after the two pulses, there is a 

noticeable larger indentation into the plasma core at the trailing edge than at the leading edge due 

to preferential vorticity along the optical axis. This represents the beginning of third lobe 

development. At later times, the asymmetric toroidal shape with the third lobe propagating towards 

the laser source is observed. The Schlieren images also make it visible that the hottest part of the 

kernel has moved away from the center of the initial plasma.  
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Figure 5.25: (a) Experimentally obtained Schlieren images showing the collapse of the plasma 

kernel and the formation of the third lobe. (b) Synthetic Schlieren images showing very similar 

dynamics. 

5.4.5 Implications for Laser Ignition 

The numerical results presented in the previous section gives an idea on how the two 

different kernels will influence the early flame development. As observed experimentally in 

Chapter 4, the impact of the different kernel geometry on ignition can be significant near the lean 

limit. Based on the numerical analysis conducted here one would expect that the perfect overlap 

of the two beams would be more beneficial to ignition applications. The temperature of this type 

of kernel stays high for a longer period of time due to the presence of the stagnation plane at the 

center of the kernel. Additionally, the recirculation induced by the symmetric toroidal shape could 

reduce the diffusion of radicals through the third lobe which will greatly benefit ignition. Near the 

lean limit, the lower flame stretching induced by this kernel geometry could also be beneficial. 

The asymmetric kernel dynamics developed in a similar manner as a typical single-pulse laser 

ignition kernel with the formation of third lobe propagating towards the laser source. As shown in 

Chapter 4, this type of kernel geometry can lead to high rates of flame stretch and extinction near 

the lean flammability limit.  
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CHAPTER 6:  

Conclusions 

 

 

 

The objective of this dissertation was to present a new laser ignition technique based on a 

dual-pulse pre-ionization scheme that addresses some of the common issues associated with laser 

ignition (high energy requirements, increased flame stretching, no control over the plasma 

parameters). The topic was treated from the point of view of the physics of plasma involved at 

various laser wavelengths (Chapter 3) as well as the combustion perspective (Chapter 4). In 

Chapter 6 a numerical code was developed in order to understand the impact of the plasma induced 

flow on the flame dynamics. The conclusions drawn from Chapters 3,4 and 5 are summarized in 

the next section. This chapter concludes with the presentation of future research directions and 

new potential applications of the technique developed in this dissertation are proposed. 

6.1 Summary 

Chapter 3 provides an analysis of the threshold characteristics of the ultraviolet and near-

infrared laser induced plasma. The present contribution compares the energy absorption, optical 

emission, temperature and fluid dynamics of ultraviolet (UV) λ=266 nm and near infrared (NIR) 

λ=1064 nm nanosecond laser induced plasmas in ambient air. For UV pulses at the conditions 

studied, energy absorption by the plasmas increases relatively gradually with laser pulse energy 

starting at delivered energy of E~8 mJ. Corresponding measurements of plasma luminosity show 

that the absorption of UV radiation does not necessarily result in visible plasma emission. For the 

NIR induced plasmas, the energy absorption profile is far more abrupt and begins at ~55 mJ. In 

contrast with UV, the absorption of NIR radiation is always accompanied by intense optical 
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emission.  The temperatures of both types of plasma have been measured with Rayleigh scattering 

thermometry (at times after the Thomson signal sufficiently diminishes). The UV plasmas can 

attain a wider range of temperatures, including lower temperatures, depending on the pulse energy 

(e.g. T~400-2000 K for E~7-35 mJ at Δt=10 µs after the pulse) while the NIR plasmas show only 

hotter temperatures (e.g. T~12,000 K for E=75 mJ at Δt=10 µs after the pulse) as is consistent with 

the literature. Differences in the fluid dynamics for UV versus NIR pulses are shown with 

Schlieren imaging. The contrast in the UV and NIR plasma threshold behavior are attributed to 

differing roles of avalanche ionization and multiphoton ionization as is also illustrated by a simple 

numerical model. The present study addresses the mechanisms governing laser plasma formation 

with UV and NIR nanosecond pulses. Laser energy absorption for 266 nm pulses takes place at 

much lower energies than for 1064 nm due to the higher influence of MPI and possible N2 REMPI 

contributions. The influence of pressure on the NIR energy absorption is higher in agreement with 

a larger role of electron avalanche ionization (under cascade ionization theory). The new finding 

is that the UV absorbed energy (and ionization and luminosity) varies continuously with laser 

energy, while for the NIR pulses the absorbed energy tends to “jump” between zero and elevated 

values. The continuous increase in UV ionization with pulse energy points to an inconsistency in 

the traditional use of the term “breakdown threshold” in this spectral region, while the more step-

like behavior at NIR is more amenable to a threshold description. Both UV and NIR plasma show 

a stochastic behavior. The development of a simple numeric model of the plasma growth at various 

wavelengths provides consistent results in terms of the increased role of MPI for UV and the 

dominant role of EAI for NIR. The ability to generate UV plasmas with varying energy content, 

temperature, and ionization can open the door for tailored laser induced plasmas with desired. For 
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example, in combustion applications, this would enable the generation of a somewhat cold plasma 

(T~2,000-3,000 K) with low degree of ionization. 

In chapter 4 the dual-pulse pre-ionization technique using UV and NIR pulses is 

demonstrated for ignition of propane-air mixtures at various equivalence ratios. A comparative 

study between the well-established laser spark ignition and dual-pulse is presented. The results 

indicate that using the dual-pulse technique leads to a reduction of the lean limit for propane-air 

mixture and an increase in combustion efficiency. Additionally, the energy required for ignition 

for the dual-pulse method is lower (E=60 mJ) compared to the NIR laser spark ignition (E=75 mJ). 

A detailed study of the differing flame dynamics was also conducted using OH* 

chemiluminescence imaging. It is shown that the flame kernel develops as a toroidal structure that 

is governed by the fluid mechanics induced during the plasma recombination process. For lean 

mixtures the third lobe (that points towards the laser beam) breaks from the main toroidal flame 

structure with negative effects on flame development. For the dual-pulse method, it shown that the 

flame dynamics can be controlled by adjusting the axial offset of the UV and NIR beams resulting 

in reversal or elimination of the third lobe. Finally, it is suggested that the third lobe has important 

consequences on the early flame growth and extinction. 

A computational fluid dynamics (CFD) study describing the evolution of the laser spark 

kernel is presented in Chapter 5. The model simulates the energy deposited by the laser in the gas 

mixture neglecting plasma kinetics and changes to the gas composition. Nonetheless, a comparison 

with experimental results shows that the CFD simulation provides a realistic image of the flow 

field induced by the laser spark. Two different cases are simulated for laser plasma induced using 

the dual-pulse pre-ionization scheme. When the two beams are perfectly overlapped the energy 

deposition is homogenously distributed around the beam waist. This leads to the generation of a 
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symmetrical toroidal structure with a stagnation plane present at the center of the hot kernel. It is 

posited that this configuration has a positive impact on ignition because the temperature at the 

center of the kernel stays high for a longer period than for typical single-pulse laser sparks. 

Additionally, the vorticity generated inside the kernel is smaller for this configuration which leads 

to a reduction in early kernel stretching. This has the effect of reducing the possibility of flame 

kernel separation (a scenario that was observed experimentally in Chapter 4 under certain 

conditions). A different test case investigated here corresponds to an asymmetric kernel formed 

when the focal points of the two pulses are matched along the optical axis. As the kernel cools 

down this asymmetric (in the r-direction) energy deposition leads to the formation of a 3-lobe 

structure that is similar to the one reported in literature for single pulse laser spark ignition. When 

compared to the fluid dynamics induced by the symmetric kernel there are certain disadvantages 

to this configuration. The presence of the third lobe means that important radicals formed inside 

the toroid can be advected away from the hot region of the kernel through the third lobe. 

Additionally, the temperature decays much faster in the 3-lobe configuration and the vorticity is 

higher. This could negatively impact the early development of the flame kernel.  

6.2 Future Work 

6.2.1 Dual-Pulse Pre-ionization for Laser Ignition 

The dual-pulse pre-ionization scheme in its current implementation has shown promising 

potential for laser ignition applications as presented in Chapters 3-6. However, this method is not 

optimized yet and more work is needed for the technique to reach its full potential. The dual-pulse 

technique presented here still requires a high degree of ionization (ne~1016-1017 cm-3). As presented 

in Chapter 3, the UV pulse can generate a very low degree of ionization in the gas that is only 

visible using the intensified camera. Ideally, the NIR pulse will only add energy into the pre-
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ionized gas without increasing the plasma density. This could not be achieved in the current 

configuration and should be investigated further. One idea is to increase the waist size of the NIR 

pulse to be greater than that of the UV pulse. This way, the peak intensity of the energy addition 

beam will be lower and the chances of breakdown inside of the pre-ionization channel will 

decrease. Moreover, an investigation of the optimum focusing conditions for the two pulses will 

also allow us to better understand the effects of beam defocusing for the NIR pulse. The UV 

generated plasma changes the index of refraction of the medium at the location of the beam waist. 

This would, in principle, change the focus of the NIR pulse that follows the pre-ionization. 

Changing the focusing conditions of the two pulses can also affect the volume of the ignition 

source. In combustion devices with poor fuel-air mixing having a larger plasma volume can be 

beneficial in improving the cycle-to-cycle performance and decreasing the coefficient of variance 

(COV) of the device. 

Another parameter that has not been fully optimized yet is the minimum absorption energy. 

While the UV/NIR pulse combination has shown promising results and is a good candidate for 

practical implementation due to the widespread availability of Nd:YAG sources on the market, 

other combination of pulses could lead to further decrease in total energy required for ignition. 

One idea is to use a quantum resonant multi-photon ionization scheme (or REMPI) for the pre-

ionization pulse.  The resonant process will significantly increase the photoionization rate which 

will lower the laser energy required to ionized the gas. Several REMPI schemes for N2 and O2 

ionization that can be attempted are available in literature144–146. Additionally, the energy addition 

pulse could be replaced with microwaves. As shown in Chapter 2, the electron avalanche 

ionization rate increases with wavelength. This means that it will be easier to breakdown the pre-

ionized gas using microwaves than using an NIR pulse. Moreover, the UV generated plasma could 
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act as a waveguide and help focus the microwaves at the point of ignition46,147. Alternatively, if 

gas breakdown is to be avoided shorter wavelengths could be used for energy addition. A 266 

nm/532 nm dual-pulse scheme would be an interesting approach from this point of view.  

The REMPI contribution to the ability of the UV pulse to pre-ionize the gas should also be 

studied in more detail. The possibility for nitrogen REMPI at 266 nm was discussed in Chapter 3 

with several authors citing this as a possible explanation for the lower absorption energies observed 

at 266 nm compared to 1064 nm.   This can be investigated experimentally by conducting 

experiments in various gas mixtures. For example, if N2 REMPI is indeed present at 266 nm one 

would expect to see a lower energy requirement for ionization in pure nitrogen mixtures than in 

pure oxygen. This would be an interesting finding because the ionization potential for oxygen is 

lower than that of nitrogen. In a non-resonant MPI process the opposite result would be expected. 

Optical emission experiments could also be used to demonstrate the presence of N2 REMPI. The 

spectral measurements presented in this work in Chapter 3 only give a qualitative image of the 

plasma composition due to the limitations of the equipment used. Primarily, the long integration 

time of the spectrograph used for those measurements did not provide temporally resolved spectra 

at the early time (~20-100 ns after the pulse). Emission spectra obtained using a gated ICCD 

camera with short exposure mounted at the exit of the spectrograph will greatly improve the ability 

to observe small differences in the chemical composition of the UV and NIR laser plasma. By 

comparing emission spectra, one would expect to see strong emission from the second positive 

system of N2 (C–B) and the first negative system of N2
+ (B–X) around 350-450 nm if N2 REMPI 

is involved in the ionization process for the 266 nm. Fitting of the molecular bands will also allow 

one to determine the plasma temperature at earlier times than was possible using Rayleigh 

scattering.  
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6.2.2 Other Applications for Dual-Pulse Pre-ionization 

Laser generated plasma find several other applications besides source of ignition in 

engines. Past research has shown that ozone generated during optical breakdown can provide 

assistance in flame stabilization. This is mainly because ozone acts as a low temperature carrier 

oxygen atoms that are critical in chain branching reactions that take place in flames. For example, 

ozone decomposition and reaction with hydrogen atoms can increase the production of O and OH 

radicals in the pre-heat zone of the flame148. This kinetic enhancement leads to a hydrodynamic 

enhancement that can aid in stabilizing the flame under turbulent conditions. Therefore, a REMPI 

pre-ionization scheme targeting oxygen can enhance the production of ozone. Moreover an energy 

addition pulse can significantly increase the temperature of the discharge thus stimulating the 

production of ozone.  

Laser plasma has also been used for flame holding in scramjet propulsion devices. Past 

research in this field has focused on the ability of the laser plasma to reduce the chemical reaction 

timescale by stimulating the local production of radicals. However, the dual-pulse technique 

presented here can enhance the flame holding ability by also controlling the fluid dynamics 

induced by the plasma. As shown in Chapter 6, the overlap of the dual-pulse can generate a 

stagnation plane which can increase the flow residence time inside the combustor. Combined with 

the increase in reaction rates associated with the formation of a plasma this will lead to a decrease 

of the reaction length inside the combustor. 

Plasma assisted flow control for supersonic and hypersonic flight conditions has been 

demonstrated in the past68,149,150. Plasma injected into the boundary layer acts as a volumetric 

source of heat and momentum addition into the flow. Under certain conditions, changes in the flow 

structure caused by the injection of plasma can lead to a reduction of drag and decreased in shock 
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waves strength. The dual-pulse pre-ionization scheme developed in this work can provide a 

controlled source of energy addition into the flow. This can be achieved due to the ability of the 

dual-pulse technique to control the inverse bremsstrahlung absorption of the NIR laser pulse into 

the pre-ionized gas. In addition, the dual-pulse scheme can be used to control boundary layer 

separation. The vorticity induced by the laser plasma can add momentum into the flow near the 

airfoil surface and delay separation. 

A dual-pulse scheme can be used for plasma-wave generation in high power laser plasma 

accelerators151. One of the key components in plasma accelerators is the generation of an ionized 

channel inside of which a high-power laser pulse is coupled. The interaction of the two laser pulses 

generates high amplitude longitudinal space-charge plasma waves that are capable of accelerating 

particles. Typically, femtosecond lasers have been used for the generation of plasma channels but, 

as demonstrated in Chapter 3, an UV pulse can also generate a weakly ionized channel plasma.  

6.3 Final Thoughts 

This dissertation work comes at a moment in time when laser ignition is on the verge of 

becoming a reality in a number of industrial applications. I feel not only grateful but also privileged 

for the opportunity to conduct research in this exciting field. As I write this last words to conclude 

my doctoral work I leave with the hope that our community will find this contribution useful and 

that it will help inspire new doctoral students in their research activity. 
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Appendix A:  

Solution Procedure for Thermally Perfect Gas 

 

 

 

As discussed in section 5.1.2, the main difference between a caloric perfect gas and a 

thermally perfect gas is given by the implicit dependence of the internal energy on temperature. In 

general, for a thermally perfect gas the internal energy is given by: 

 � = � �� +
�2 + �2

2
� 

(A.1) 

In other words the total energy can be split in two contributions: the total internal energy and the 

kinetic energy. Furthermore, Eq. (A.1) can be written in terms of the fluid enthalpy since:  

 � = ℎ − �� 
(A.2) 

The state of the thermodynamic system is described by the caloric equation of state (obtained after 

substituting Eq. (A.2) into (A.1)) together with the ideal gas law as follows: 

 
 �   � = −� + � ��2+�2�2 + �ℎ(�)

 � = ����                          
          

(A.3) 

 

The Navier-Stokes system written in the form given by Eqs. (5.1)-(5.5) gives relations for pressure, 

p, velocity, u, v, and energy, E. In order to close the problem a relationship for the gas temperature 

is still needed. This is obtained from (A.3) by plugging the equations of state into the caloric state 

equation and solve for temperature: 

 � =
−� + � �2 + �2

2
�ℎ(�)���  

(A.4) 
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It is important to note that Eq. (A.4) is implicit in temperature and needs to be solved numerically 

together with Eqs. (5.1)-(5.5) before advancing the solution to the next step. An equivalent 

statement to Eq. (A.4) is: 

 � = �1 + �2ℎ(�) (A.5) 

where: 

 
 ��1 = −� + � �2+�22 ������

 �2 = 1 ��⁄                             
          

 

(A.6) 

 

Equation (A.5) is solved numerically using a Newton-Rhapson iterative technique. The method 

involved finding successively better approximations to the roots of the nonlinear equation based 

on information from previous iteration (or “guess”) and the derivative (evolution) of the function: 

 ��+1 = �� − �(��)�′(��)
 

(A.7) 

The function is given by: 

 �(�) = � − �1 − �2ℎ(�) (A.8) 

A schematic describing the Newton method is shown Figure A.1 below. 

The slope of the function is computed using a centered finite difference scheme such that Eq. (A.7) 

becomes: 

 ��+1 = �� − �(��)∆�2�(�� + ∆�) − 2�(��) + �(�� − ∆�)
 

(A.9) 
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Figure A.1: Diagram depicting the solution finding algorithm for temperature using Newton-

Rhapson method 
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Appendix B:  

Roe-Pikes Algorithm for the Advection Problem 

 

 

 

B.1 Euler Equations 

The advection problem is governed by the compressible Euler equations. The equations are 

obtained from the general conservation laws simply by making the diffusion terms and the 

geometrical source term equal to zero. 

 �� + �(�)� + �(�)� = 0 (B.1) 

Where the vector of conservative variables, U, and the advection fluxes, F(U) and G(U), are 

described by Eqs. (5.2)-(5.3) just like in section 5.1.1. 

 For the Roe-Pikes method the conservation equations are re-written in terms of the 

Jacobian matrices of the advection flux as follows: 

 �� + �(�)�� + �(�)�� = 0 (B.2) 

The Jacobian is obtaining by taking the derivatives of the flux with respect to the conservative 

variables. In the r-direction this is: 
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(B.3) 
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Similarly, for the z-direction: 

 

�(�) =
��(�)�� =
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(B.4) 

With the corresponding eigenvalues: 

 ���1 = � − �;  ��2 = ��3 = �;  ��4 = � + �;  →   � − �������1 = � − �;  ��2 = ��3 = �;  ��4 = � + �;  →   � − ����� (B.5) 

The eigenvectors can also be obtained from the Jacobian matrices A(U) and B(U) are: 

 ��(1)
= � 1� − ��� − ��� ;  ��(2)

= ⎣⎢⎢
⎢⎡ 1��
1

2
��⃗ 2⎦⎥⎥
⎥⎤

;   ��(3)
= �00

1�� ;   ��(4)
= � 1� + ��� + ��� 

 

(B.6) 

 

 ��(1)
= � 1� − ��� − ��� ;  ��(2)

= ⎣⎢⎢
⎢⎡ 1��
1

2
��⃗ 2⎦⎥⎥
⎥⎤

;   ��(3)
= �0

0

1�� ;   ��(4)
= � 1� + ��� + ��� 

 

(B.7) 

 

To find the wave strengths one needs to solve the linearized Riemann problem around a reference 

state, ��, as described in section 5.2.3 for both the r-split and the z-split problems. The result of the 

linearized problem is given in terms of the data jump across the discontinuity: 

 

⎩⎪⎨
⎪⎧∆�� = ����4

�=1 ��(�)
∆�� = ����4

�=1 ��(�) 

 

(B.8) 
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The expressions for the wave strengths will be provided by solving the two 4x4 linear systems of 

equations. Accordingly, the wave strengths for the r-split problem are given by: 

 

⎩⎪⎨
⎪⎧ ��1� =

1

2� [∆� − ����∆�]   

    ��1� = ∆� − ∆� ��2⁄              ��3� = �∆�                         ��4� =
1

2� [∆� + ����∆�]  

 

 

(B.9) 

The z-split problem: 

 

⎩⎪⎨
⎪⎧ ��1� =

1

2� [∆� − ����∆�]   

    ��1� = ∆� − ∆� ��2⁄              ��3� = �∆�                         ��4� =
1

2� [∆� + ����∆�]  

 

 

(B.10) 

 

Finally, the sough average vector is found by solving the set equations given by: 

 

⎩⎪⎨
⎪⎧ ∆� = ����4

�=1 ��(�)
 ∆� = �����̃�4

�=1 ��(�) 

 

(B.11) 

 

Where the wave strengths, Eqs. (B.9)-(B.10), the eigenvectors, Eqs. (B.6)-(B.7) and the 

eigenvalues, Eq. (B.5) are all evaluated at the unknown average state: 

 �� = ���������� 
 

(B.12) 

The average primitive variables found by solving Eq. (B.11) are the same irrespective of the 

dimensional split and are given by: 
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⎪⎪⎪
⎧ �� = �����                                          �� =

����� + �������� + ���                        

�� =
����� + �������� + ���                          

�� =
����� + �������� + ���                       

 

 

 

(B.13) 

 

It is important to note that in order to find the vector of the average primitive variables one needs 

the speed of sound, ��, not the enthalpy, ��, as given by in Eq. (B.13) above. One possibility is to 

determine the average temperature, �� , by table lookup once the average enthalpy is computed from 

Eq. (B.13). Then the speed of sound at the average state is simply given by: 

 �� = ��������  
(B.14) 

B.2 Algorithm 

To find the intercell flux for one of the dimensional split problem using the Roe-Pikes 

method, the following procedure should be followed: 

- Find the primitive variable at the average state using Eqs. (B.13)-(B.14). 

- Solve for the eigenvalues at the average state using Eq. (B.5) so that  �̃� = ��(�� ) 

- Compute the eigenvectors from Eq. (B.6) also at the average state: �� (�) = �� (�)(�� ) 

- Similarly, compute the wave strengths using Eq. (B.9) at the average state: ��� = ��(�� ) 

- Find the intercell flux using the following equation: 

 ��+12 = �� +���� �̃��(�)��
�=1   

(B.15)  

- Repeat the same procedure for the other dimensional split. 
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