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## ABSTRACT <br> ELEMENT REARRANGEMENT FOR ACTION CLASSIFICATION ON PRODUCT MANIFOLDS

Conventional tensor-based classification algorithms unfold tensors into matrices using the standard mode- $k$ unfoldings and perform classification using established machine learning algorithms. These methods assume that the standard mode-k unfolded matrices are the best 2-dimensional representations of N -dimensional structures. In this thesis, we ask the question:"Is there a better way to unfold a tensor?" To address this question, we design a method to create unfoldings of a tensor by rearranging elements in the original tensor and then applying the standard mode-k unfoldings. The rearrangement of elements in a tensor is formulated as a combinatorial optimization problem and tabu search is adapted in this work to solve it. We study this element rearrangement problem in the context of tensorbased action classification on product manifolds. We assess the proposed methods using a publicly available video data set, namely Cambridge-Gesture data set. We design several neighborhood structures and search strategies for tabu search and analyze their performance. Results reveal that the proposed element rearrangement algorithm developed in this thesis can be employed as a preprocessing step to increase classification accuracy in the context of action classification on product manifolds method.
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## Chapter 1

## Introduction

### 1.1 What is action classification?

Action classification is the task of labeling motions in a video. Given a database of labeled videos and a query video the question to be addressed is, what is the "most probable" label to which the query belongs? More often than not we are interested in human actions because of the number of potential applications. Classification of human motions in a video can be performed at different levels of abstraction. Different taxonomies have been proposed by authors for dealing with movement at various levels of complexity. Terms such as action, gesture, activity, and behavior are often interchangeably used. A review of the different taxonomies is provided in [38].

A commonly used taxonomy (see reviews [38,55]) is the one given by Moeslund et al. [50]: action primitive, action, and activity. An action primitive is an atomic entity. Actions are built from action primitives and activities are, in turn, built from actions. The granularity often depends on the context of the environment. As an example, in racquetball, action primitives could be, e.g., "run left", "run right", "forehand", and "backhand". In this example the term action is used for a sequence of action primitives needed to successfully return a ball. Actions could be, e.g., "kill shot", "pinch shot", and "ceiling shot". The activity is then "playing racquetball".

The growing interest in action classification is motivated by the number of potential applications in different areas in human-computer interaction [29], robotics [8], security industry, and entertainment industry. Moeslund et al. roughly group the applications under three titles: surveillance, control, and analysis [50]. Surveillance applications cover problems related to detecting abnormal activities in public locations and crowd behavior or congestion
analysis (say, in shopping malls). Control applications cover problems where action is used to control something. This could be used in games (e.g., Microsoft Xbox Kinect, Sony PS3 Move), virtual reality, and other human-computer interface applications. An example of an analysis application is automatic annotation of videos for efficient content-based retrieval of videos.

### 1.2 Motivation

In recent years, many action classification algorithms have been proposed. However, reliable action classification remains a challenge due in part to the complexity of human movements. Most actions have large variation in performance. For example, running movements can differ in stride length and speed. Issues such as invariance to viewing angle, scale, and subject further add to the complexity of the problem. Environment parameters such as clutter, occlusion, and lighting conditions are an additional source of variation. A good action classification algorithm should be able to generalize the variations within the same action but distinguish the variations between different actions.

Several approaches have been proposed for action classification. These methods can be logically divided into two categories - pixel-based methods [33, 48] and feature-based methods $[39,53,59,72]$. Feature-based methods are better suited for activity recognition and are not considered in this work. On the other hand, pixel-based methods are better suited for action recognition, in particular actions in controlled environments. They are sensitive to background clutter, nonaligned actions, and large view point changes. Nevertheless, the success of pixel-based methods greatly depends on reducing the correlations within the videos.

Pixel-based methods take advantage of the fact that videos contain a significant amount of redundant information. The redundancy is because of the spatial-temporal coherence and structural commonalities found within videos [61]. Kersten demonstrated this redundancy perceptually by asking human observers to restore missing pixels in an image [32]. It is often useful to pare away with these redundancies so that the intrinsic features of the video
are revealed and used for action classification. The goal of subspace methods (discussed in Chapter 2) and subspace-based methods (discussed in Chapter 3) are to perform classification by removing correlations in the data.

A state-of-the-art example of tensor-based action classification is from a recent paper by Liu et al. [48]. This method is called the action classification on product manifolds method (discussed in Chapter 3). Liu [48] represents a video as a third order tensor and applies modified higher order singular value decomposition to generate three orthogonal matrices, one for each of the three standard unfoldings of the 3-dimensional structure into a 2 dimensional structure. These orthogonal matrices span subspaces that capture the variations of the row space of the three standard unfolded matrices. The success of such tensor-based methods heavily depends on the extent to which discriminating information is captured in the rows of the standard unfolded matrices. The work by Liu [48] assumes that the standard unfolded matrices are the best 2-dimensional representations of 3-dimensional structures for the purpose of classification. This observation gives rise to an important question: "Is there a better way to unfold a tensor?"

In this work, new unfoldings of a tensor are developed by rearranging elements in the original tensor and then applying the standard mode-k unfoldings. The goal of the element rearrangement problem is to reduce the intra-class distance and increase the inter-class distance. The element rearrangement algorithm developed in this thesis can be employed as a preprocessing step to increase classification accuracy in the context of action classification on product manifolds method.

### 1.3 Previous Work

As mentioned in the previous section, the goal of subspace methods is to perform classification by removing correlations in the data. Sirovich and Kirby [36] and Turk and Pentland [68] introduced the idea of subspace methods for face recognition. Murase and Nayar [51] extended the idea to 3D Object Recognition. In Tensorfaces [70], multilinear analysis of ensembles of facial images is considered. All of the above methods unfold each image into a
vector and reduce the correlations among the different pixels. However, the long column vectors sometimes result in degraded performance due to the curse of dimensionality and the small-sample-size problem.

In recent years, many works $[43,73,76,77,78]$ represent images as matrices and reduce correlations within the image rows and columns, rather than among all the pixels in the image. This, to an extent, reduces the curse of dimensionality and small-sample-size problem. For image data represented in a matrix form, higher performance has been reported in [43, 78]. Similarly, for image sets represented as tensors, where correlations are removed along the column vectors of the mode-k flattened matrices, higher performance has been reported in $[73,76]$.

Yan et al. present an element rearrangement method for tensor-based subspace learning in [75]. In this method, the elements within a tensor are rearranged to maximize the correlations along the mode-k flattened matrices, so that existing tensor-based dimensionality reduction techniques can effectively remove the redundancy in the tensor data. Yan formulates the element rearrangement problem as an integer optimization problem with a nonlinear objective function. In addition, the element rearrangement algorithm is extended for improving the data compression performance and classification accuracy. Results are reported for the CMU PIE data set [60].

### 1.4 Contributions

This section summarizes the main contributions of this thesis.

1. Presents a tutorial on the action classification on the product manifolds method.
2. Formulates the element rearrangement problem as a local search problem.
3. Defines useful search spaces and neighborhood structures.
4. Studies the relationship between the element rearrangement operation and the subspaces spanned by the rows of the mode-k flattened matrices in the context of action classification.

### 1.5 Overview of Chapters

This thesis is organized into six chapters. Chapter 2 introduces the Cambridge-Gesture data set used in this work and describes the procedure for preprocessing the data set. A thought experiment for action classification using subspace methods is presented in this chapter.

Chapter 3 introduces tensors and Grassmann manifolds as a unifying framework for subspace-based action classification and discusses the action classification on the product manifolds method. Chapter 3 also reviews the necessary mathematical background on tensor algebra and Grassmann manifolds. Mathematics covered in this chapter include tensor unfolding, higher order singular value decomposition, principal angles, Stiefel manifolds, Grassmann manifolds, product manifolds, and geodesic distance. Finally,Chapter 3 provides a tutorial on the action classification on product manifolds method with a simple toy problem.

Chapter 4 defines the element rearrangement problem and formulates the problem as a combinatorial optimization problem. The local search method is proposed to solve the optimization problem and a general algorithm for local search method is discussed. Two variants of local search, hill climb and tabu search, are applied to the element rearrangement problem. Different search spaces and neighborhood structures are proposed for improving the tabu search. The chapter contains further discussion on the different tabu search strategies used.

In Chapter 5, parameters of the tabu search are experimentally determined. Four heuristics are defined based on the tabu search strategies developed in Chapter 4. Experimental results on the Cambridge-Gesture data set are reported for the four heuristics. This chapter ends with a discussion on the relation between the subspaces spanned by mode-k flattened matrices and the element rearrangement operation. Finally, Chapter 6 discusses the conclusions of this thesis and possible future work.

To summarize, the main chapters in this thesis are divided into two parts. Chapters 2 and 3 integrate the known facts and set up the framework for this thesis. Chapters 4 and 5 contain the main proposal, experimental results, and analyses.

## Chapter 2

## Action Classification

This chapter introduces the data set used in this work and describes the procedure for preprocessing the data set. We discuss a simple thought experiment for action classification which extends the idea of Eigenimages to Eigenvideos. The thought experiment is used to establish a platform and define terminology to be used in the rest of the thesis.

### 2.1 Data set

All the experiments in this study are performed on the Cambridge-Gesture database [35] ${ }^{1}$. The database contains nine gestures generated by the combinations of three primitive hand shapes (flat, spread, and V-shape) and three primitive motions (leftward, rightward, and contract). Each of the nine gestures are repeated in five sets (Set1, Set2, Set3, Set4, and Set5) of varying illuminations with ten motions for each of the two subjects giving 900 videos. Videos are in RGB format with a frame size of $320 \times 240$, and number of frames in a video vary. Examples of these gestures from Set1 of the Cambridge-Gesture data set are given in Figure 2.1.

All the videos are converted from the RGB format to the grayscale format and resized to $20 \times 20 \times 32$. Color information is discarded because only the intensity of the pixels matter in the algorithms considered in this work. Video length is fixed at 32 frames for computational convenience, and these 32 frames are collected from the middle of a video sequence. Frame resizing is done using bilinear interpolation. Each video can be represented by a three dimensional array.

[^0]

Figure 2.1: Example gestures from Set1 of the Cambridge-Gesture database. Each of the nine rows correspond to a gesture. In each row seven frames out of the 32 frames are presented for each gesture. From top the gestures are: flat leftward, flat rightward, flat contract, spread leftward, spread rightward, spread contract, V-shape leftward, V-shape rightward, and V-shape contract.

### 2.2 Subspace based methods

Sequence of images are usually captured by a sensor, digitized, and stored in a digital system as 2D arrays of pixels. An image of size $m \times n$ pixels can be unrolled (vectorized) so that it represents a point in an $m n$ dimensional Euclidean space. This space is often referred to as the "image space". Classification in this high dimensional image space can be done
using a simple distance metric such as Euclidean distance. But classification performance in such high dimensional spaces is quite often degraded due to the curse of dimensionality and the small-sample-size problem.

In the context of classification problems, curse of dimensionality refers to the phenomenon of degradation of performance as the dimension of the input data grows. This in part due to the problem of sparse or limited training samples, and the very fundamental relationship between the number of training samples available for the machine learning algorithm and the degrees of freedom in the space in which the learning algorithm must construct a decision criteria. Increase the number of dimensions, and in the most general sense, one needs more training samples. Another aspect of the curse of dimensionality is the problem of data concentration. In [7] Beyer argues that under certain assumptions on the distribution of data the ratio of the distances of the query point to the nearest and farthest neighbors tends to one as dimensionality of the data increases. In such cases, the meaningfulness of nearest neighbors and classification is diminished.

The curse of dimensionality and the ill-posed nature of the the classification problem above can be overcome in subspace methods. Sirovich and Kirby [36] and Turk and Pentland [68] introduced the idea of subspace methods for face recognition. Murase and Nayar [51] extended the idea to 3D Object Recognition. Since then subspace methods have been used to approach problems in the area of visual learning and recognition. The goal of subspace based methods is to reduce the dimensionality of the data by projecting it into subspaces while retaining as much useful information as possible in the original data set. The challenge is to determine under what conditions the subspace projecting an image into a subspace improve performance. There are several choices for subspaces.

A basic algorithm for image classification using Eigenspaces is given here. Although some of the details may vary, image classification using other subspace methods often follow the similar procedure. Compute the Eigenspace using the training images. The basis for the Eigenspace are called Eigenimages. Classification takes three basic steps. First, training


Figure 2.2: Action classification using subspace methods. Cambridge-Gesture data set is partitioned into query set (Set1, Set2, Set3, and Set4) and target set (Set5). Target set is the labeled data set, and query set is identified by the algorithm.
images are projected into the Eigenspace. Next, the query image is also projected into the Eigenspace. Finally, the query image is classified by comparing it to the projected training images. In the following section the idea of Eigenimages is extended to Eigenvideos.

### 2.3 Action Classification using Subspace Methods

The idea of subspace methods for image classification can be extended for classifying actions. There are several choices for subspaces. The following steps summarize a thought experiment to classify actions using an Eigenspace as the subspace:

1. Partition the data set

The Cambridge-Gesture data set is divided into query set and target set. Let $\mathcal{A}_{p q r} \in$ $\mathbb{R}^{20 \times 20 \times 32}$ represent the $r^{\text {th }}$ sample of the $q^{\text {th }}$ action from set $p$. The query set consists of Set1, Set2, Set3, and Set4 and is represented by $D_{\text {query }}=\left\{\mathcal{A}_{p q r} \in \mathbb{R}^{20 \times 20 \times 32} \mid 1 \leq\right.$ $p \leq 4,1 \leq q \leq 9,1 \leq r \leq 20\}$. The target set consists of Set5 and is represented by $D_{\text {target }}=\left\{\mathcal{A}_{p q r} \in \mathbb{R}^{20 \times 20 \times 32} \mid p=5,1 \leq q \leq 9,1 \leq r \leq 20\right\}$. The target set is the labeled set used to identify the videos from the query set. This is shown in Figure 2.2.
2. Compute Eigenspace and Eigenvideos

Eigenspace and Eigenvideos are computed using the following steps:
(a) Unroll data: Unroll all the videos in the query set $D_{\text {query }}$ by first stacking columns
within the frame and then across frames to obtain a vector. Each of these vectors reside in a 12800 -dimensional space, $x_{q u e r y}^{p q r} \in \mathbb{R}^{12800 \times 1}$.
(b) Center data: Each vector is centered by subtracting the mean of all the vectors from each vector. The mean centered vectors are represented by $\bar{x}_{q u e r y}^{p q r}$.
(c) Create video data matrix: All centered vectors are combined into a video data matrix, $\mathbf{D} \in \mathbb{R}^{12800 \times 720}$.
(d) Compute Eigenspace and Eigenvideos: The singular value decomposition (SVD) is computed for the the video data matrix as shown in Equation (2.1). Eigenvideos are given by the columns of the left singular matrix, $\mathbf{U}$, and form the basis for the Eigenspace.

$$
\begin{equation*}
\mathbf{D}=\mathbf{U} \cdot \mathbf{D} \cdot \mathbf{V}^{T} \tag{2.1}
\end{equation*}
$$

3. Classify target videos

Each target video is unrolled and mean centered. Both target videos and query videos are projected into the Eigenspace as shown in Equation (2.2).

$$
\begin{align*}
& \tilde{x}_{q u e r y}^{p q r}=\mathbf{U}^{T} \bar{x}_{q u e r y}^{p q r},  \tag{2.2}\\
& \tilde{x}_{\text {target }}^{p q r}=\mathbf{U}^{T} \bar{x}_{\text {target }}^{p q r}
\end{align*}
$$

The projected query and target videos can be compared using different metrics. The most common metric is the $L_{2}$ norm. Each projected target video is compared with each of the projected query videos. Action of the query video is given by the action of the target video found closest to that query video.

From this thought experiment the following conclusion can be drawn. Use of subspace methods for image classification helped overcome the problem of curse of dimensionality and small-sample-size problem. Although, the usefulness of subspace methods to action classification problems is reduced due to the size of the videos. For example, an $8 \times 8$ image when unrolled resides in a 64 -dimensional space, whereas, a $20 \times 20 \times 32$ video resides in a 12800-dimensional space.

## Chapter 3

## Action Classification using Tensor-Based Subspace Comparison

This chapter discusses the motivation behind tensor-based action classification and illustrates the action classification on the product manifolds method using a toy problem. This chapter also reviews the mathematical background on tensor algebra and Grassmann manifolds.

### 3.1 Motivation

### 3.1.1 Tensors

Tensor and tensor decomposition originated in the late 1920, but did not receive much attention until the work done by Tucker [65] in 1960s. Most of the early applications of tensors was in the field of psychometrics and chemometrics. Starting in the early 2000's Tensor-Level thinking made its way into the field of Computer Vision [12]. Some applications include face recognition [70], visual tracking [44], and action classification [33, 48, 69].

Visual data (images and videos) is an ensemble of multiple factors. For example, face images are the composite consequence of multiple factors, including facial geometry, pose, expression, and illumination. Human motion is the confluence of factors such as action performed, speed, scene structure, viewing angle, scale, and so on. Linear algebra based methods such as Eigenspaces (discussed in Section 2.2) are best suited for single factor variations [70]. Multilinear algebra, the algebra of higher order tensors, offers a mathematical framework for capturing multiple factor variations and interactions.

A video may be expressed as 3-dimensional array containing spatial and temporal information and can be represented by a third order tensor. Useful information such as multiple factor variations and interactions in a video can be extracted using tensor decomposi-
tion $[33,48,69]$. A survey paper on general topics of tensor decomposition and applications may be found in [37].

### 3.1.2 Subspace Comparison

We often encounter linear subspace structure in image-sets and videos. For example, a set of images of an object under varying lighting conditions can be approximated by a low dimensional linear subspace with mild assumptions [4, 6, 56]. Other variations such as pose, view angle, and expression can also be approximated with low dimensional subspaces.

Videos of human actions are more than just a set of images because it contains temporal information. Such spatio-temporal data are often modeled using linear dynamical models, and the parameters of these linear dynamical models are finite dimensional linear subspaces of appropriate dimensions [66]. A general discussion on theoretical and empirical evidence of subspace structure in image-sets and videos can be found in $[27,66]$.

In subspace methods, as discussed in Section 2.2, classification is performed by projecting a probe vector into the subspace and comparing it with the target vectors in the subspace. In recent years, subspaces are treated as basic elements, and classification is performed by comparing subspaces instead of vectors [19, 28, 34, 42, 74]. Thebenefit of subspace comparison is the focus is on appropriate variations. For example, face images indexed by subject and illumination condition can be modeled as a collection of illumination subspaces for each subject. Non-discriminating information of illumination condition is absorbed as a variability within subspaces, and emphasis is on the discriminating information of subject as variability between the subspaces. Subspace comparison is also robust to missing data since subspaces can to an extent fill-in missing data.

We will refer to this approach of subspace comparison as subspace-based methods. It is also referred to as subspace-based learning [28]. Motivated by this approach, several subspace-based classification methods have been proposed [19, 28, 34, 42, 74].

### 3.1.3 Grassmann Manifolds

In the previous section the advantages of subspace-based methods is discussed. However, there is the challenge of representing and comparing subspaces appropriately. A more fundamental question is - Are images and videos sampled from a linear or a nonlinear space? An image or a video can be regarded as a collection of numbers representing the pixel intensities, and can be identified as a point in an abstract image space. It is argued in [46, 47, 63] that the image space is generally a non-euclidean space because the law of superposition does not hold in the image space. For example, a simple image translation or rotation cannot be expressed as a linear combination over the field of a Euclidean space.

To understand the challenge of classifying nonlinear data consider the example of data lying on a 2-dimensional "Swiss Roll". The points that are far apart on the swiss roll, as measured by traveling along the curved surface, may appear close in the high dimensional input space, as measured by the straight-line Euclidean distance. Therefore, performing classification in an Euclidean space may result in poor performance.

One approach to account for the geometry of the data is to use manifold learning methods. The goal of manifold learning is to learn a mapping from the high dimensional input space to a low dimensional space while preserving the intrinsic properties of the data. However, they require large amount of densely sampled training data which may not be be available for some real world applications. Two common manifold learning methods are Isomap [63] and Locally Linear Embedding [58].

Another school of thought is to represent visual data in an underlying parametrized space derived from the properties of differential geometry. As one example, the Grassmann manifold is the set of all d-dimensional subspaces in an n-dimensional Euclidean space, and exploits the geometric structure of visual data. This motivates the use of nonlinear surfaces such as Grassmann manifolds. Jihun et al. use Grassmann manifolds as common framework for subspace-based methods [28]. A study by Turga et al. show that inference problems over subspaces can be naturally cast as inference problems on the Grassmann manifold [66].

Grassmann manifolds have been exploited in many computer vision problems such as face recognition $[28,45]$, action recognition $[48,66,67]$, clustering [13, 26], and visual tracking [57, 71].

### 3.2 Mathematical Background

This section reviews the mathematical background needed in the remainder of the thesis. Subjects include tensor unfolding, Higher Order Singular Value Decomposition (HOSVD), principal angles, Stiefel manifolds, Grassmann manifolds, product manifolds, and geodesic distance.

### 3.2.1 Tensor

In this section, we review some of the tensor algebra. The exposition is based on [16]. Additional references include [37, 40]. Recent survey papers of this subject can be found in $[2,15,37]$. MATLAB Tensor toolbox [3] is used in this work.

A tensor is a multidimensional array. More formally, an order- $d$ tensor $\mathcal{A} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is a real d-dimensional array $\mathcal{A}\left(1: n_{1}, \ldots, 1: n_{d}\right)$ where the index range in the $k$-th mode is from 1 to $n_{k}$. Scalar is a order-0 tensor, vector is an order- 1 tensor, and matrix is an order- 2 tensor. A video sequence can be represented using an order-3 tensor. The three dimensions can be represented by $(x, y, t)$, where $(x, y)$ corresponds to the location of the pixel within a frame and $t$ corresponds to time or frame number.

Example 1: A third order tensor $\mathcal{A} \in \mathbb{R}^{3 \times 3 \times 3}$ is shown below. An element $(i, j, k)$ of a third order tensor is denoted by $a_{i j k}$. For all the examples here it will be useful to think of the tensor $\mathcal{A}$ as video with 3 frames each of size $3 \times 3$ pixels.

$$
\mathcal{A}(:,:, 1)=\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right) ; \quad \mathcal{A}(:,:, 2)=\left(\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right) ; \quad \mathcal{A}(:,:, 3)=\left(\begin{array}{lll}
c_{11} & c_{12} & c_{13} \\
c_{21} & c_{22} & c_{23} \\
c_{31} & c_{32} & c_{33}
\end{array}\right) ;
$$

### 3.2.1.1 Tensor Unfolding

Tensor unfolding is a process of turning a tensor $\mathcal{A}$ in to a matrix $\mathbf{A}$. More formally, a tensor unfolding can be stated as rewriting a tensor $\mathcal{A} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ as a matrix $\mathbf{A} \in \mathbb{R}^{N_{1} \times N_{2}}$
by arranging $\mathcal{A}$ 's entries into the matrix $\mathbf{A}$ where $N_{1} \times N_{2}=n_{1} \times \cdots \times n_{d}=N$. There are many possible ways to unfold a tensor. In this work, the most commonly used mode-k family of tensor unfoldings are considered. A more detailed discussion on tensor unfolding can be found in [37]. Some tensor algebra terms are discussed below:

1. Fiber: Higher order analogue of matrix rows and columns. A fiber of a tensor $\mathcal{A}$ is a vector $a$ obtained by fixing every index but one. A matrix column is a mode- 1 fiber, and a matrix row is a mode-2 fiber. Third order tensors have an additional fiber called a tube (mode-3 fiber). In general a mode-k fiber is obtained by keeping everything except the kth index fixed.

Example 2: Mode-1, mode-2, and mode-3 fibers of tensor $\mathcal{A}$ given in Example 1 are shown below. Elements of mode-1, mode-2, and mode-3 fibers are denoted by $a_{: j k}, a_{i: k}$, and $a_{i j}$ : respectively.

$$
\text { Mode 1: } \mathcal{A}(:, 1,1)=\left(\begin{array}{l}
a_{11} \\
a_{21} \\
a_{31}
\end{array}\right) \quad \text { Mode 2: } \mathcal{A}(1,:, 1)=\left(\begin{array}{l}
a_{11} \\
a_{12} \\
a_{13}
\end{array}\right) \quad \text { Mode 3: } \mathcal{A}(1,1,:)=\left(\begin{array}{l}
a_{11} \\
b_{11} \\
c_{11}
\end{array}\right)
$$

2. Slice: Two dimensional section of a tensor. A slice of a tensor $\mathcal{A}$ is a matrix $\mathbf{A}$ obtained by fixing all but two indices. The standard method of extracting slices from a tensor is to keep the first unfixed index of the tensor as the row index of the slice and the second unfixed index of the tensor as the column index of the slice.

Example 3: Elements of horizontal, lateral, and frontal slices are denoted by $\mathbf{A}_{i: 1}, \mathbf{A}_{: j}$, and $\mathbf{A}_{:: k}$ respectively. Horizontal and lateral slice of tensor $\mathcal{A}$ given in Example 1 is shown below:

$$
\begin{aligned}
\text { Horizontal Slice: } \mathcal{A}(1,:,:)=\left(\begin{array}{lll}
\mathcal{A}(1,1,1) & \mathcal{A}(1,1,2) & \mathcal{A}(1,1,3) \\
\mathcal{A}(1,2,1) & \mathcal{A}(1,2,2) & \mathcal{A}(1,2,3) \\
\mathcal{A}(1,3,1) & \mathcal{A}(1,3,2) & \mathcal{A}(1,3,3)
\end{array}\right)=\left(\begin{array}{lll}
a_{11} & b_{11} & c_{11} \\
a_{12} & b_{12} & c_{12} \\
a_{13} & b_{13} & c_{13}
\end{array}\right) \\
\quad \text { Lateral Slice: } \mathcal{A}(:, 1,:)=\left(\begin{array}{llll}
\mathcal{A}(1,1,1) & \mathcal{A}(1,1,2) & \mathcal{A}(1,1,3) \\
\mathcal{A}(2,1,1) & \mathcal{A}(2,1,2) & \mathcal{A}(2,1,3) \\
\mathcal{A}(3,1,1) & \mathcal{A}(3,1,2) & \mathcal{A}(3,1,3)
\end{array}\right)=\left(\begin{array}{lll}
a_{11} & b_{11} & c_{11} \\
a_{21} & b_{21} & c_{21} \\
a_{31} & b_{31} & c_{31}
\end{array}\right)
\end{aligned}
$$

In mode-k unfolding, the mode-k fibers are arranged to produce a mode-k flattened matrix of size $n_{k} \times\left(\frac{N}{n_{k}}\right)$. Mode-k unfolding is represented by $\mathcal{A}_{(k)}$. In $\mathcal{A}_{(1)}$, columns of the tensor are arranged as the columns of the matrix. Similarly, for $\mathcal{A}_{(2)}$ and $\mathcal{A}_{(3)}$ the rows and tubes of the tensor are arranged as columns of the matrix. The mode-k fibers of $\mathcal{A}$ can be arranged as columns of a matrix in more than one way. Three common unfoldings are discussed below:

1. Forward-cyclic: For $\mathcal{A}_{(k)}$ unfolding the rows of the matrix are indexed by $k$ and the columns of the matrix are indexed $[k+1: d \quad 1: k-1]$ with the $k+1$ index repeating most frequently and $k-1$ index repeating least frequently [16]. The concept is easier to understand using an example.

Example 4: Forward-cyclic unfolding of the tensor in Example 1 is given below:

$$
\begin{aligned}
\mathcal{A}_{(1)} & =\left(\begin{array}{lllllllll}
a_{11} & a_{12} & a_{13} & b_{11} & b_{12} & b_{13} & c_{11} & c_{12} & c_{13} \\
a_{21} & a_{22} & a_{23} & b_{21} & b_{22} & b_{23} & c_{21} & c_{22} & c_{23} \\
a_{31} & a_{32} & a_{33} & b_{31} & b_{32} & b_{33} & c_{31} & c_{32} & c_{33}
\end{array}\right) \\
\mathcal{A}_{(2)} & =\left(\begin{array}{llllllllll}
a_{11} & b_{11} & c_{11} & a_{21} & b_{21} & c_{21} & a_{31} & b_{31} & c_{31} \\
a_{12} & b_{12} & c_{12} & a_{22} & b_{22} & c_{23} & a_{32} & b_{32} & c_{32} \\
a_{13} & b_{13} & c_{13} & a_{23} & b_{23} & c_{23} & a_{33} & b_{33} & c_{33}
\end{array}\right) \\
\mathcal{A}_{(3)} & =\left(\begin{array}{lllllllll}
a_{11} & a_{21} & a_{31} & a_{12} & a_{22} & a_{32} & a_{13} & a_{23} & a_{33} \\
b_{11} & b_{21} & b_{31} & b_{12} & b_{22} & b_{32} & b_{13} & b_{23} & b_{33} \\
c_{11} & c_{21} & c_{31} & c_{12} & c_{22} & c_{32} & c_{13} & c_{23} & c_{33}
\end{array}\right)
\end{aligned}
$$

Interpretation: What does unfolding of tensor mean to a video sequence? For mode-1 unfolded tensor $\mathcal{A}_{(1)}$, the columns of $\mathcal{A}_{(1)}$ correspond to the columns within each frame of the video sequence and the rows of $\mathcal{A}_{(1)}$ correspond to the horizontal slice (captures the relation between $(x, t))$. For mode-2 unfolded tensor $\mathcal{A}_{(2)}$, the columns of $\mathcal{A}_{(2)}$ correspond to the rows within each frame of the video sequence and the rows of $\mathcal{A}_{(2)}$ correspond to the lateral slice (captures the relation between $(y, t)$ ). For mode- 3 unfolded tensor $\mathcal{A}_{(3)}$, the columns of $\mathcal{A}_{(3)}$ correspond to a particular pixel across all the frames of the video sequence and the rows of $\mathcal{A}_{(3)}$ correspond to the frontal slice (captures the relation between $(x, y))$. In other words the rows correspond to the frames that are unrolled.
2. Backward-cyclic: Here the rows of the matrix are indexed by $k$ and the columns of the matrix are indexed $[k-1:-1: 1 \quad d:-1: k+1]$ with the $k-1$ index repeating most frequently and $k+1$ index repeating least frequently [16]. Similar to the forward-cyclic mode, it will be useful to understand the relation between the rows and columns of the unfolded tensor with the video.

Example 5: Backward-cyclic unfolding of the tensor in Example 1 is given below.

$$
\begin{aligned}
\mathcal{A}_{(1)} & =\left(\begin{array}{lllllllll}
a_{11} & b_{11} & c_{11} & a_{12} & b_{12} & c_{12} & a_{13} & b_{13} & c_{13} \\
a_{21} & b_{21} & c_{21} & a_{22} & b_{22} & c_{22} & a_{23} & b_{23} & c_{23} \\
a_{31} & b_{31} & c_{31} & a_{32} & b_{32} & c_{32} & a_{33} & b_{33} & c_{33}
\end{array}\right) \\
\mathcal{A}_{(2)} & =\left(\begin{array}{llllllllll}
a_{11} & a_{21} & a_{31} & b_{11} & b_{21} & b_{31} & c_{11} & c_{21} & c_{31} \\
a_{12} & a_{22} & a_{32} & b_{12} & b_{22} & b_{32} & c_{12} & c_{22} & c_{32} \\
a_{13} & a_{23} & a_{33} & b_{13} & b_{23} & b_{33} & c_{13} & c_{23} & c_{33}
\end{array}\right) \\
\mathcal{A}_{(3)} & =\left(\begin{array}{lllllllll}
a_{11} & a_{12} & a_{13} & a_{21} & a_{22} & a_{23} & a_{31} & a_{32} & a_{33} \\
b_{11} & b_{12} & b_{13} & b_{21} & b_{22} & b_{23} & b_{31} & b_{32} & b_{33} \\
c_{11} & c_{12} & c_{13} & c_{21} & c_{22} & c_{23} & c_{31} & c_{32} & c_{33}
\end{array}\right)
\end{aligned}
$$

3. Ordered: Here the rows of the matrix are indexed by $k$ and the columns of the matrix are indexed $[1: k-1 \quad k+1: d]$ with the first index repeating most frequently and $d$ index repeating least frequently.

### 3.2.1.2 Tensor Mode-k Product

Mode-k product is the multiplication of mode-k unfolded tensor with a matrix of appropriate dimension, that is, each mode-k fiber is multiplied by the matrix. Mathematically, if $\mathcal{A} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is a tensor and $\mathbf{Q} \in \mathbb{R}^{m_{k} \times n_{k}}$ is a matrix, then mode-k matrix product is given by $\mathcal{P}=\mathcal{A} \times{ }_{k} \mathbf{Q}$, where $\mathcal{P} \in \mathbb{R}^{n_{1} \times \cdots \times n_{k-1} \times m_{k} \times n_{k+1} \times \cdots \times n_{d}}$.

Example 6: Consider the tensor $\mathcal{A}$ given in Example 1 and the matrix Q given below. Then the mode-2 product is given below:

$$
\begin{aligned}
\mathbf{Q} & =\left(\begin{array}{lll}
q_{11} & q_{21} & q_{31} \\
q_{21} & q_{22} & q_{23}
\end{array}\right) \\
\mathcal{P} & =\mathcal{A} \times_{2} \mathbf{Q} \\
\mathcal{P} & =\left(\begin{array}{lll}
q_{11} & q_{21} & q_{31} \\
q_{21} & q_{22} & q_{23}
\end{array}\right) \times\left(\begin{array}{lllllllll}
a_{11} & b_{11} & c_{11} & a_{21} & b_{21} & c_{21} & a_{31} & b_{31} & c_{31} \\
a_{12} & b_{12} & c_{12} & a_{22} & b_{22} & c_{23} & a_{32} & b_{32} & c_{32} \\
a_{13} & b_{13} & c_{13} & a_{23} & b_{23} & c_{23} & a_{33} & b_{33} & c_{33}
\end{array}\right)
\end{aligned}
$$

Another interpretation of mode-k multiplication is a linear combination of the matrices within a tensor. In the above example the mode-k product is a linear combination of the lateral matrices. Row 1 is the first lateral matrix (slice), similarly rows 2 and 3 are the second and third lateral matrix. It is important to note that the order of operands in the actual multiplication is the reverse of the order in which they are represented in the mode-k product formula. One of the reasons to move from normal multiplication notation to mode-k multiplication is to avoid the use of transpose as we move to the generalized Singular Value Decomposition (SVD) case. Below are the two equivalent notations for SVD of a matrix A.

$$
\mathbf{A}=\mathbf{U} \cdot \mathbf{S} \cdot \mathbf{V}^{T}=\mathcal{S} \times_{1} \mathbf{U} \times_{2} \mathbf{V}
$$

### 3.2.1.3 Higher Order Singular Value Decomposition

Higher Order Singular Value Decomposition (HOSVD) is a method for tensor decomposition (factorization). It is analogous to the SVD factorization of a matrix. HOSVD unfolds the tensor to a set of matrices and performs decomposition on all the unfolded matrices.

Given a tensor $\mathcal{A} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ the mode-k unfolding $\mathcal{A}_{(k)} \in \mathbb{R}^{n_{k} \times m_{k}}$ is factored using SVD as follows:

$$
\begin{equation*}
\mathcal{A}_{(k)}=\mathbf{U}^{(k)} \boldsymbol{\Sigma}^{(k)} \mathbf{V}^{(k)^{T}} \quad k \in[1: d] \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{\Sigma}^{(k)} \in \mathbb{R}^{n_{k} \times m_{k}}$ is a diagonal matrix, $\mathbf{U}^{(k)} \in \mathbb{R}^{n_{k} \times n_{k}}$ is an orthogonal matrix spanning the column space of $\mathcal{A}_{(k)}$ associated with the non-zero singular values, and $\mathbf{V}^{(k)} \in \mathbb{R}^{m_{k} \times m_{k}}$ is an orthogonal matrix spanning the row space of $\mathcal{A}_{(k)}$ associated with the non-zero singular values. Then HOSVD of $\mathcal{A}$ is given by:

$$
\begin{equation*}
\mathcal{A}=\mathcal{S} \times_{1} \mathbf{U}^{(1)} \times_{2} \mathbf{U}^{(2)} \cdots \times_{d} \mathbf{U}^{(d)} \tag{3.2}
\end{equation*}
$$

where $\times_{k}$ denotes the mode-k product. $\mathcal{S} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is called the core tensor and is given by:

$$
\begin{equation*}
\mathcal{S}=\mathcal{A} \times_{1} \mathbf{U}^{(1)^{T}} \times_{2} \mathbf{U}^{(2)^{T}} \cdots \times_{d} \mathbf{U}^{(d)^{T}} \tag{3.3}
\end{equation*}
$$

Refer to [40] for a more detailed discussion on HOSVD.

Interpretation: What does HOSVD of a tensor mean to a video sequence? Mode-1 left orthogonal matrix $\mathbf{U}^{(1)}$ provides an orthonormal basis for the column space of mode1 unfolded tensor $\mathcal{A}_{(1)}$, so this captures the variation in the columns (the $(x)$ dimension) within the frames. Mode-1 right orthogonal matrix $\mathbf{V}^{(1)}$ provides an orthonormal basis for the row space of mode-1 unfolded tensor $\mathcal{A}_{(1)}$, so this captures the variation in the horizontal slices (the $(y, t)$ dimension). Similar interpretations can be made for mode-2 and mode-3 orthogonal matrices.

### 3.2.2 Principal Angles

The exposition here is based on the work by Golub et al in [25]. Principal angles between two linear subspaces gives information on how close the linear subspaces are to each other. Consider the simple case of two 1-D linear subspaces. In this case the principal angle reduces to the acute angle between the two vectors. Mathematically, let $P \in \mathbb{R}^{n}$ and $Q \in \mathbb{R}^{n}$ be two one dimensional linear subspaces. Then the principal angle is given by

$$
\begin{equation*}
\theta=\cos ^{-1}\left(\frac{\left|P^{T} Q\right|}{\|P\|\|Q\|}\right) \tag{3.4}
\end{equation*}
$$

If $\theta=0$ the two 1 -dimensional linear subspaces (vectors in this case) are identical, and if $\theta=1$ the two linear subspaces are orthogonal. Extending this example, consider the linear subspaces spanned by the columns of the two matrices $\mathbf{P} \in \mathbb{R}^{n \times m}$ and $\mathbf{Q} \in \mathbb{R}^{n \times l}$, which are subspaces in $\mathbb{R}^{n}$. Mathematically, the two linear subspaces are given by $f=\operatorname{span}(\mathbf{P})$ and $g=\operatorname{span}(\mathbf{Q})$. Assume that $p=\operatorname{rank}(\mathbf{P}) \geq \operatorname{rank}(\mathbf{Q})=q \geq 1$. Extending from the 1-dimensional case, the closeness of the linear subspaces $f$ and $g$ can be given by the smallest acute angle between two vectors chosen from $f$ and $g$. Instead of choosing the minimum principal angle as a measure of closeness or any other single angle, a recursive definition proposed by Hotelling is considered [30]. A vector in $f$ is a linear combination of the columns of matrix $\mathbf{P}$ and can be represented by a matrix-vector product $\mathbf{P} x$ where $x \in \mathbb{R}^{m}$. Similarly, a vector in $g$ is given by $\mathbf{Q} y$ where $y \in \mathbb{R}^{l}$. The principal angles $\theta_{(k)}$ are
defined recursively for $k=1, \ldots, q$ by

$$
\begin{gather*}
\theta_{(k)}=\min _{x \in f} \min _{y \in g} \cos ^{-1}\left(x^{T} y\right)=\cos ^{-1}\left(x_{k}^{T} y_{k}\right), \text { subject to } \\
\|x\|=\quad\|y\|=1  \tag{3.5}\\
x^{T} x_{i}=y^{T} y_{i}=0, \quad i=1, \ldots, k-1
\end{gather*}
$$

The principal vectors are given by $\left\{x_{1}, x_{1}, \ldots, x_{q}\right\}$ and $\left\{y_{1}, y_{1}, \ldots, y_{q}\right\}$. An efficient algorithm for computing the principal angles using SVD is given in [9].

Interpretation: How do principal angles for pairs of subspaces mean in the context of video sequence? Consider two tensors $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ representing two video sequences. HOSVD of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ gives the following mode-k orthogonal matrices: $\mathbf{U}_{1}{ }^{(k)}, \mathbf{V}_{1}{ }^{(k)}, \mathbf{U}_{2}{ }^{(k)}$, and $\mathbf{V}_{2}{ }^{(k)}$. Each of these orthogonal matrices span subspaces that capture the different variations in the spatial and temporal dimensions of the video. Therefore, smaller principal angles $\theta_{(k)}$ between a pair of subspaces $\left(\mathbf{U}_{1}{ }^{(k)}\right.$ and $\mathbf{U}_{2}{ }^{(k)}$ or $\mathbf{V}_{1}{ }^{(k)}$ and $\left.\mathbf{V}_{2}{ }^{(k)}\right)$ indicates the two videos are similar.

### 3.2.3 Grassmann Manifold and Geodesic Distance

In the previous section, subspaces and the measure of (dis)similarity of subspaces was discussed. These subspaces are often given a topological structure, that is, they are expressed as points on topological manifolds (e.g. - Grassmann Manifold). The motivation for this is that it makes it possible to look at subspaces as instances from a continuous parameter and define distance between a pair of subspaces.

This section only briefly introduces the necessary definitions and properties of Grassmann manifolds from [17], and does not discuss this subject further. Refer to [14, 17, 41] for further reading. The goal of this section is to show that geodesic distance on Grassmann manifolds provide a measure of (dis)similarity between two subspaces.

1. Manifold - An n-dimensional manifold is a topological space which locally (on a small enough scale) resembles a Euclidean space of dimension n.
2. Quotient Space - Space that is obtained by defining an equivalence relation on the original
space. Each point in the new quotient space is mapped to a group of points in the original space. Quotient space is motivated by the fact that the closed form solutions available for the original space can be easily extended to its quotient space.
3. Orthogonal Group $\mathcal{O}_{n}$ - It is a set of $n \times n$ orthogonal matrices that satisfy the axioms of closure, associativity, identity element, and inverse element on the operation of matrix multiplication.
4. Stiefel Manifold $\mathcal{V}_{n, p}$ - Space of $p$ orthonormal vectors in $\mathbb{R}^{n}$. A point on the Stiefel manifold is stored as an $n \times p$ orthonormal matrix.
5. Grassmann Manifold $\mathcal{G}_{n, p}$ - Set of p-dimensional linear subspaces in $\mathbb{R}^{n}$ for $0<p \leq n$. A point on the Grassmann manifold may be represented by an $n \times p$ matrix that stores an arbitrary orthogonal basis for a linear subspace.

Unlike the case of Stiefel manifolds, a point in Grassmann manifold cannot be represented by a unique $n \times p$ matrix, because the same p -dimensional linear subspace in $\mathbb{R}^{n}$ can be represented by different $n \times p$ orthogonal matrices. So, a point on the Grassmann manifold maps to a subset of points in the Stiefel manifold and Grassmann manifold itself is a collection of such subsets. Therefore, the Grassmann manifold is the quotient space of a Stiefel manifold, mathematically $\mathcal{G}_{n, p}=\mathcal{V}_{n, p} / \mathcal{O}_{n}$. In a similar fashion, the Stiefel manifold can be defined as the quotient space of the orthogonal group. Two $n \times n$ matrices in $\mathcal{O}_{n}$ map to the same point in $\mathcal{V}_{n, p}$ if their first $p$ columns are identical. With these observations, the Stiefel and Grassmann Manifold can be re written as

$$
\begin{align*}
\mathcal{V}_{n, p} & =\mathcal{O}_{n} / \mathcal{O}_{n-p} \\
\mathcal{G}_{n, p} & =\mathcal{O}_{n} /\left(\mathcal{O}_{p} \times \mathcal{O}_{n-p}\right) \tag{3.6}
\end{align*}
$$

The closeness of two points on the Grassmann manifold is measured using the geodesic distance. It is the curve of shortest length between the two points on a Grassmann manifold. There are several distance measures for the Geodesic distance, some using principal angles and others using orthonormal basis of the subspace [17, 79]. In this particular work the
chordal distance [14] is used as a measure for the geodesic distance. The chordal distance is given by:

$$
\begin{equation*}
d_{c}(f, g)=\|\sin \theta\|_{2} \tag{3.7}
\end{equation*}
$$

where $\theta$ is vector of principal angles between the two subspaces $f$ and $g$ given by Equation (3.5).

However, as will be shown here, the traditional HOSVD will not typically be useful for action classification problems. According to Equation (3.1), given a tensor $\mathcal{A} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ the mode-k unfolding is $\mathcal{A}_{(k)} \in \mathbb{R}^{n_{k} \times m_{k}}$ and the mode-k orthogonal matrix is $\mathbf{U}^{(k)} \in \mathbb{R}^{n_{k} \times n_{k}}$. Because in action classification applications $n_{k}<m_{k}, \mathbf{U}^{(k)}$ is a point on the orthogonal group. It is shown above that the Grassmann manifold is a quotient space of the orthogonal group, and all the points in the orthogonal group map to the same point on the Grassmann manifold. Therefore, the distance between different mode-k orthogonal matrices is always zero. On the other hand, $\mathbf{V}^{(k)} \in \mathbb{R}^{m_{k} \times m_{k}}$ in Equation (3.1) is the orthogonal matrix spanning the row space of $\mathcal{A}_{(k)}$, and it spans only $n_{k}$ dimensions because $n_{k}<m_{k}$. Therefore, $\mathbf{V}^{(k)}$ can represented by an $m_{k} \times n_{k}$ orthogonal matrix and it is a point on the Grassmann manifold. So the traditional HOSVD is modified by using $\mathbf{V}^{(k)}$ instead of $\mathbf{U}^{(k)}$ from Equation (3.1). Modified HOSVD of $\mathcal{A}$ is given by :

$$
\begin{equation*}
\mathcal{A}=\mathcal{S} \times_{1} \mathbf{V}^{(1)} \times_{2} \mathbf{V}^{(2)} \cdots \times_{d} \mathbf{V}^{(d)} \tag{3.8}
\end{equation*}
$$

where $\times_{k}$ denotes the mode-k product, $\mathbf{V}^{(1)}, \mathbf{V}^{(2)}, \ldots, \mathbf{V}^{(d)}$ are orthogonal matrices spanning the row space associated with the the non-zero singular values given by Equation (3.1), $\mathcal{S} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is called the core tensor.

Interpretation: How are points on the Grassmann manifold related to the video tensors? What is the distance between two video tensors? Consider a 3 rd order tensor $\mathcal{A}$ representing a video. The modified HOSVD of $\mathcal{A}$ can then be expressed as:

$$
\mathcal{A}=\mathcal{S} \times{ }_{1} \mathbf{V}_{h m}^{(1)} \times_{2} \mathbf{V}_{v m}^{(2)} \times_{3} \mathbf{V}_{a p p}^{(3)}
$$

where $\mathbf{V}_{h m}^{(1)}, \mathbf{V}_{v m}^{(2)}$, and $\mathbf{V}_{a p p}^{(3)}$ are orthogonal matrices corresponding to the horizontal motion, vertical motion, and appearance, respectively. Modified HOSVD of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ gives mode-k
singular matrices $\mathbf{V}_{1}{ }^{(k)}$ and $\mathbf{V}_{2}{ }^{(k)}$, respectively. The mode-k orthogonal matrices $\mathbf{V}_{1}{ }^{(k)}$ and $\mathbf{V}_{2}{ }^{(k)}$ are represented by points on the Grassmann manifold and the distance between these subspaces are computed using the geodesic distance given in Equation (3.7).

### 3.2.4 Product Manifold

Modified HOSVD on a $d$ order tensor $\mathcal{A} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ generates $d$ orthogonal matrices $\mathbf{V}^{(1)}, \mathbf{V}^{(2)}, \ldots, \mathbf{V}^{(d)}$, one for each of d unfoldings of the tensor. Each of the $d$ orthogonal matrices is represented by a point on $d$ different Grassmann manifolds. Product manifolds allow us to generalize classification problem to higher dimensional spaces. A product manifold $\mathcal{M}$ is a Cartesian product of manifolds. Formally, let $\mathcal{M}_{1}, \mathcal{M}_{2}, \ldots, \mathcal{M}_{d}$ be a set of manifolds, then the product manifold is defined as:

$$
\begin{equation*}
\mathcal{M}=\mathcal{M}_{1} \times \mathcal{M}_{2} \times \cdots \times \mathcal{M}_{d} \tag{3.9}
\end{equation*}
$$

where $\times$ denotes the Cartesian product [48]. A product manifold composed by a set of Grassmann manifolds is called Grassmann Product Manifold (GPM). It has been shown in $[5,49]$ that the geodesic distance in a product manifold is defined as:

$$
\begin{equation*}
d_{\mathcal{M}}(\mathcal{P}, \mathcal{Q})=\|\sin \Theta\|_{2} \tag{3.10}
\end{equation*}
$$

where $\mathcal{P}$ and $\mathcal{Q}$ are order-d tensors and $\Theta=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{d}\right)$, where $\theta_{k}$ is the set of principal angles computed on the manifold $\mathcal{M}_{k}$.

Interpretation: How does the geodesic distance on product manifold help in action classification? Let $\mathcal{A}$ and $\mathcal{B}^{i}$ be two 3 rd order tensors representing query and target videos respectively. $\mathcal{A}$ and $\mathcal{B}^{i}$ can be represented by points on a GPM using Equation (3.8) and Equation (3.9). Action classification is then performed as follows:

$$
\begin{equation*}
i^{*}=\underset{i \in \text { target }}{\operatorname{argmin}} d_{\mathcal{M}}\left(\mathcal{A}, \mathcal{B}^{i}\right) \tag{3.11}
\end{equation*}
$$

$i^{*}$ identifies the action of the query video.


Figure 3.1: Example gestures from the synthetic gesture database. Each of the ten rows correspond to an action. From the top the gestures are: baeline (only increasing brightness), top-left to bottom-right, bottom-right to top-left, top-right to bottom-left, bottom-left to top-right, arbitrary gesture 1 , left to right, top to bottom, two-pixel left to right, arbitrary gesture 2.

### 3.3 Action Classification on Product Manifolds: A Toy Problem

This section discusses a state-of-the-art approach for action classification from a recent paper by Lui et al. [48]. The goal of this section is to provide a tutorial level introduction to Lui's Action Classification On Product Manifolds (ACOPM) algorithm using a toy problem. Lui represents videos as 3rd order tensors and computes three orthogonal matrices using the modified HOSVD given in Equation (3.8). Each of the three matrices are represented by a Grassmann manifold. The Grassmann manifolds are combined using Equation (3.9) to map the videos to a single point on the GPM. Classification is performed using the geodesic distance on GPM coupled with a simple nearest neighbor classifier as shown in Equation (3.11). The most important contribution of Liu is to show that the action classification problem can be studied by relating tensors on a product manifold.

A synthetic data set is generated for the toy problems. Each synthetic video contains 4 frames with a fixed frame size of $4 \times 4$. Pixel intensity ranges from 0 (black) to 1 (white). There are 10 synthetic gestures resulting from 10 different movements of a white pixel in a black background. Examples of these synthetic gestures are given in Figure 3.1. In the first toy problem a simple synthetic video is used as the query video. In the second toy problem, white Gaussian noise is added to the synthetic video used in the first toy problem.

### 3.3.1 Example Toy Problem 1

The $5^{\text {th }}$ gesture in the synthetic data set is arbitrarily chosen as the query video in the first toy problem. This video can be represented using a 3 rd order tensor $\mathcal{A} \in \mathbb{R}^{4 \times 4 \times 4}$ as shown below. The gray scale representation of the tensor, unfolded tensors, and the corresponding mode-k orthogonal matrices are shown in Figure 3.2.

$$
\begin{aligned}
& \rightarrow \text { First Frame : } \mathcal{A}(:,:, 1)=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \rightarrow \text { Second Frame : } \mathcal{A}(:,:, 2)=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& \rightarrow \text { Third Frame }: \mathcal{A}(:,:, 3)=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \rightarrow \text { Fourth Frame }: \mathcal{A}(:,:, 4)=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

The unfolded (forward-cyclic) matrices are shown below:

$$
\left.\begin{array}{rl}
\mathcal{A}_{(1)} & =\left(\begin{array}{llllllllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \\
\mathcal{A}_{(2)} & =\left(\begin{array}{llllllllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \\
\mathcal{A}_{(3)} & =\left(\begin{array}{lllllllllllllll}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right)
\end{array}\right)
$$

The singular matrices of the above unfolded matrices computed using Equation (3.8) are show below:

$$
\mathbf{V}^{(1)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \quad \mathbf{V}^{(2)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \quad \mathbf{V}^{(3)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

### 3.3.2 Example Toy Problem 2

The query video for this toy problem is the same as from toy problem 1 except for the addition of white Gaussian noise with a mean $=0$ and variance $=0.1$. The flattened matrices and the corresponding orthogonal matrices are not printed here because of the page size constraint. However, the grey scale representation of the flattened matrices and the corresponding orthogonal matrices are shown in Figure 3.3. This toy video is given by the 3 rd order tensor $\mathcal{A} \in \mathbb{R}^{4 \times 4 \times 4}$ shown below:

$$
\left.\begin{array}{l}
\rightarrow \text { First Frame : } \mathcal{A}(:,:, 1)=\left(\begin{array}{cccc}
0.07 & 0 & 0.01 & 0.28 \\
0.21 & 0 & 0 & 0 \\
0 & 0.72 & 0.11 & 0 \\
1 & 0 & 0.56 & 0.26
\end{array}\right) \rightarrow \text { Second Frame : } \mathcal{A}(:,:, 2) \quad=\left(\begin{array}{ccc}
0 & 0.05 & 0.31 \\
0 & 0.47 \\
0 & 1 & 0 \\
0 & 0.64 & 0 \\
0 & 0.01 & 0.54
\end{array}\right) \\
\rightarrow \text { Third Frame : } \mathcal{A}(:,:, 3)=\left(\begin{array}{cccc}
0.31 & 0.03 & 0.21 & 0 \\
0.19 & 0.08 & 1 & 0 \\
0.13 & 0.05 & 0 & 0 \\
0 & 0 & 0.30 & 0.16
\end{array}\right) \rightarrow \text { Fourth Frame : } \mathcal{A}(:,:, 4) \quad=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0.19 & 0.20 & 0.67 \\
0.12 & 0 & 0 \\
0 & 0.18 & 0
\end{array}\right) 0.19
\end{array}\right) .
$$



Figure 3.2: Gray scale representation of tensor decomposition of a synthetic video $\mathcal{A} \in$ $\mathbb{R}^{4 \times 4 \times 4}$. First row shows the four frames of the synthetic video - $\mathcal{A}(:,:, 1), \mathcal{A}(:,:, 2), \mathcal{A}(:,:, 3)$, and $\mathcal{A}(:,:, 4)$. Second row represents the three unfoldings $-\mathcal{A}_{(1)}, \mathcal{A}_{(2)}$, and $\mathcal{A}_{(3)}$. Third row represents the factors obtained from modified HOSVD - $\mathbf{V}^{(1)}$, $\mathbf{V}^{(2)}$, and $\mathbf{V}^{(3)}$.

The singular matrices $\mathbf{V}^{(1)}, \mathbf{V}^{(2)}$, and $\mathbf{V}^{(3)}$ shown in Figure 3.3 are points on the Grassmann manifolds $\mathcal{M}_{1}, \mathcal{M}_{2}$, and $\mathcal{M}_{3}$, respectively. Let $\mathcal{B}_{i} \in \mathbb{R}^{4 \times 4 \times 4}$ for $i=1,2, \ldots, 10$ be the target gestures. The orthogonal matrices of the $i^{\text {th }}$ target gesture $\mathbf{V}_{i}{ }^{(1)}, \mathbf{V}_{i}{ }^{(2)}$, and $\mathbf{V}_{i}{ }^{(3)}$ are also points on the Grassmann manifolds $\mathcal{M}_{1}, \mathcal{M}_{2}$, and $\mathcal{M}_{3}$, respectively. Let $\theta_{k}^{j}$ be the $j^{\text {th }}$ principal angle between the subspaces spanned by $\mathbf{V}^{(k)}$ and $\mathbf{V}_{i}{ }^{(k)}$ computed on the Grassmann manifold $\mathcal{M}_{k}$, as defined by the Equation (3.5). Each query video is compared with each of the 10 target videos and the principal angles are shown in Table 3.1.

From Table 3.1 it can be seen that principal angles of the 5 th column are relatively the smallest indicating that the query video is very similar to the 5th target gesture. The geodesic distance on GPM given by Equation (3.10) is computed for each of the 10 target gestures. The plot of geodesic distances between the query video and the target videos is


Figure 3.3: Gray scale representation of tensor decomposition of a synthetic video $\mathcal{A} \in$ $\mathbb{R}^{4 \times 4 \times 4}$ with white Gaussian noise. First row shows the four frames of the synthetic video $\mathcal{A}(:,:, 1), \mathcal{A}(:,:, 2), \mathcal{A}(:,:, 3)$, and $\mathcal{A}(:,:, 4)$. Second row represents the three unfoldings - $\mathcal{A}_{(1)}$, $\mathcal{A}_{(2)}$, and $\mathcal{A}_{(3)}$. Third row represents the factors obtained from modified HOSVD - $\mathbf{V}^{(1)}$, $\mathbf{V}^{(2)}$, and $\mathbf{V}^{(3)}$.


Figure 3.4: Plot of geodesic distance on Grassmann product manifold for toy problem 2.

Table 3.1: Table of principal angles between the subspaces of the query video and the target videos. Here $\theta_{k}^{j}$ is the $j^{\text {th }}$ principal angle between the subspaces spanned by $\mathbf{V}^{(k)}$ and $\mathbf{V}_{i}{ }^{(k)}$ computed on the Grassmann manifold $\mathcal{M}_{k}$ where $i$ is the target gesture.

| Target Gesture | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{1}^{1}$ | 0.38 | 0.21 | 1.14 | 1.14 | 0.21 | 0.60 | 0.37 | 0.25 | 0.48 | 0.61 |
| $\theta_{1}^{2}$ | 0.69 | 0.52 | 1.34 | 1.34 | 0.52 | 1.15 | 0.49 | 1.07 | 0.62 | 1.20 |
| $\theta_{1}^{3}$ | 1.35 | 0.66 | 1.36 | 1.36 | 0.66 | 1.35 | 1.37 | 1.28 | 0.99 | 1.35 |
| $\theta_{1}^{4}$ | 1.51 | 0.90 | 1.57 | 1.57 | 0.90 | 1.44 | 1.43 | 1.42 | 1.41 | 1.55 |
| $\theta_{2}^{1}$ | 0.58 | 1.00 | 0.24 | 1.00 | 0.24 | 0.71 | 0.26 | 0.54 | 0.70 | 0.55 |
| $\theta_{2}^{2}$ | 1.06 | 1.17 | 0.58 | 1.17 | 0.58 | 1.23 | 1.34 | 1.17 | 0.82 | 1.01 |
| $\theta_{2}^{3}$ | 1.41 | 1.54 | 0.65 | 1.54 | 0.65 | 1.36 | 1.51 | 1.36 | 1.32 | 1.51 |
| $\theta_{2}^{4}$ | 1.51 | 1.55 | 0.89 | 1.55 | 0.89 | 1.57 | 1.57 | 1.52 | 1.51 | 1.55 |
| $\theta_{3}^{1}$ | 0.51 | 1.05 | 1.05 | 0.45 | 0.45 | 0.57 | 0.60 | 0.59 | 0.53 | 0.46 |
| $\theta_{3}^{2}$ | 0.61 | 1.19 | 1.19 | 0.49 | 0.49 | 1.19 | 1.36 | 1.12 | 0.96 | 0.57 |
| $\theta_{3}^{3}$ | 1.16 | 1.41 | 1.41 | 0.60 | 0.60 | 1.45 | 1.51 | 1.26 | 1.38 | 0.80 |
| $\theta_{3}^{4}$ | 1.48 | 1.56 | 1.56 | 0.84 | 0.84 | 1.57 | 1.57 | 1.41 | 1.50 | 1.30 |

shown in Figure 3.4. Using a simple nearest neighbor classifier the query video is correctly classified as the fifth gesture.

## Chapter 4

## Element Rearrangement Problem

### 4.1 Why Rearrange Elements?

Conventional tensor-based classification algorithms unfold tensors into matrices using the standard mode- $k$ unfoldings and perform classification using established machine learning algorithms. These methods assume that the standard mode-k unfolded matrices are the best 2-dimensional representations of N -dimensional structures. A state-of-the-art example of tensor-based action classification is from a recent paper by Liu et al. [48]. Liu represents a video as a third order tensor and applies modified higher order singular value decomposition to generate three orthogonal matrices, one for each of the three standard unfoldings of the 3-dimensional structure into a 2-dimensional structure. These orthogonal matrices span subspaces that capture the variations of the row space of the three standard unfolded matrices. The success of such tensor-based methods heavily depends on the extent to which discriminating information is captured in the rows of the standard unfolded matrices. The work by Liu [48] assumes that the standard unfolded matrices are the best 2-dimensional representations of 3-dimensional structures for the purpose of classification. This observation gives rise to an important question: "Is there a better way to unfold a tensor?"

In this work, new unfoldings of a tensor are developed by rearranging elements in the original tensor and then applying the standard mode-k unfoldings. The goal of the element rearrangement problem is to reduce the intra-class distance and increase the inter-class distance, so that better classification accuracy can be achieved for action classification on product manifolds.

To understand how element rearrangement is performed, it helps to first understand the indexing scheme for the position of a tensor element. The position of a tensor element in
$\mathcal{A} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is denoted as $\left(i_{1}, i_{2}, \ldots, i_{d}\right)$, and its global position $g$ is given by:

$$
\begin{equation*}
g_{\left(i_{1}, \ldots, i_{d}\right)}=1+\sum_{s=1}^{d}\left(\left(i_{s}-1\right) \prod_{t=1}^{s-1} n_{t}\right) \tag{4.1}
\end{equation*}
$$

In this work the rearrangement operator is defined as a vector $R \in \mathbb{R}^{N \times 1}$ where $N=n_{1} \times$ $n_{2} \times \cdots \times n_{d}$ is the total number of elements in the tensor. $R$ is also called the "rearrangement vector" and stores the global position for all the locations in a tensor. Element rearrangement is effected by rearranging the elements in $R$. This is essentially the N-permutation of N elements in $R$ and there are $N$ ! possible rearrangements. For the Cambridge-Gesture data set $\mathcal{A} \in \mathbb{R}^{20 \times 20 \times 32}$, global index simplifies to $g_{\left(i_{1}, i_{2}, i_{3}\right)}=i_{1}+20\left(i_{2}-1\right)+400\left(i_{3}-1\right)$, rearrangement vector $R \in \mathbb{R}^{12800 \times 1}$, and there are 12800 ! possible rearrangements.

### 4.2 Element Rearrangement using Local Search 4.2.1 Combinatorial Optimization

In this section we show that the element rearrangement problem is essentially a combinatorial optimization problem. We now review some notions of combinatorial optimization problems, for more detailed descriptions refer to [52, 54].

Let $S$ be a finite set of candidate solutions and $f: S \mapsto \mathbb{R}$ a function which assigns a value $f(s)$ to every $s \in S$. The goal of a combinatorial optimization problem is to find a solution $s_{\text {opt }} \in S$ such that

$$
\begin{equation*}
f\left(s_{\text {opt }}\right)=\max _{s \in S} f(s) \tag{4.2}
\end{equation*}
$$

$S$ is called a search space, $f(s)$ is called the objective function or fitness function, and the pair $(S, f)$ is called an instance of a combinatorial optimization problem. The sought after $s_{\text {opt }}$ is called a globally optimal solution of $(S, f)$, and the set $S_{o p t} \subseteq S$ all returning the same optimal fitness value is the set of all globally optimal solutions.

The element rearrangement problem for action classification on product manifolds is defined over a discrete search space $S$ of possible rearrangements of pixels in a 3rd order tensor $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$. In other words, search space $S$ is the N -permutation of N objects, where $N=n_{1} \times n_{2} \times n_{3}$. Therefore, $S$ contains $N$ ! elements. The objective function for the
element rearrangement problem is the action classification on product manifolds algorithm given in [48]. Given a candidate solution $s$ from the search space $S$ this algorithm gives a classification rate (also called objective function value or fitness value). The goal of the element rearrangement problem is to find the optimal rearrangement $s_{\text {opt }}$ given by Equation (4.2).

### 4.2.2 Local Search

Many algorithms have been developed for solving combinatorial optimization problems. These algorithms can be grouped into exact and approximate algorithms. Although, exact algorithms guarantee an optimal solution in bounded time for every finite size instance of the problem, no polynomial time algorithm exists for $\mathcal{N} \mathcal{P}$-hard problems [52, 54]. For finite size optimization problems, a simple exact algorithm approach is to enumerate the full search space. For the Cambridge-Gesture data set search space $S$ contains 12800! elements. Therefore, a completely exhaustive method for finding the optimal solution is out of the question. In approximate methods we trade-off the guarantee of finding an optimal solution for finding a good solution in a significantly reduced amount of time. Approximate algorithms can be further classified as either constructive methods or local search methods. Constructive methods are typically fast but often return solutions inferior to local search methods [10].

In this thesis local search is adapted to solve the element rearrangement problem. Local search methods are often prematurely dismissed because of the presence of multiple local optima in the search space and lack of theoretical understanding. However, important observations have been made by Tovey [64] about multiple local optima and by Johnson et al. [31] about the complexity of local search. In the last three decades local search has been widely accepted as an effective method of solving hard combinatorial problems $[1,62]$.

Conceptually, local search is simple. A neighborhood structure $\mathcal{N}(s)$ is defined in the search space. Formally, a neighborhood structure is a function $\mathcal{N}(s): S \mapsto 2^{S}$ that assigns to every $s \in S$ a set of neighbors $\mathcal{N}(s) \subset S . \mathcal{N}(s)$ is called the neighborhood of $s$. Local search starts from some initial solution and iteratively replaces the current solution by a better solution in the the neighborhood of the current solution until a solution is found


Figure 4.1: Action classification on product manifolds. Cambridge-Gesture data set is partitioned into query set (Set1, Set2, Set3, and Set4) and target set (Set5). Target set is the labeled data set and is further randomly divided into training set and validation set. Query set is identified by the ACOPM.
which is better than all its neighbors. In random starts local search, multiple local searches are initiated with initial solutions randomly drawn from the search space. This approach increases the probability of finding a near optimal solution.

### 4.3 A General Algorithm

In this section we present a general algorithm of the method proposed in this work. The original ACOPM method is used as the objective function and follows the experimental protocol given in [33]. The Cambridge-Gesture data set is divided into query set and target set. The Query set consists of Set1, Set2, Set3, and Set4. The Target set consists of Set5 and is further randomly divided into training set ( 10 samples per action) and validation set (10 samples per action) as shown in Figure 4.1. Figure 4.1 uses the same training data as in Figure 2.2, and divides them in the manner explained above. Because ACOPM does not require prior training the validation set is discarded. A single evaluation of ACOPM employs five random repetitions in selecting training and validation sets in the target set. And the output of the ACOPM is a classification rate which is the average accuracy obtained across the five repetitions. The original ACOPM algorithm has classification rate of $88 \%$ [48]. A complete description of the ACOPM algorithm is given in Section 3.3.


Figure 4.2: A general algorithm for element rearrangement for action classification on product manifolds (ER-ACPOM): (a) Cambridge-Gesture data set is partitioned into query set and tuning set. Tuning set is further randomly divided into training set, test set, and gallery set; (b) Query set is identified by the ER-ACOPM; (c) Local search is used on the training set to find the optimal rearrangement vector; and, (d) Performance of the local search method is evaluated the on the test set.

Although some of the details may vary depending on the variation of the local search being used, a basic algorithm for rearranging elements using local search methods is given below:

## 1. Initialization

The Cambridge-Gesture data set is divided into query set and target set. Query set consists of four out of the five sets and target set consists of the remaining set. Target set is used to learn the rearrangement vector, therefore, in this context it is called the tuning set. Tuning set is further randomly divided into training set ( 7 samples per action), test set ( 7 samples per action), and gallery set ( 6 samples per action) as shown in Figure 4.2 (a). Gallery set is the labeled set. The local search method works on the training set and the performance of the local search method is evaluated on the test set as shown in Figure 4.2 (c) and 4.2 (d), respectively. Neighborhood structure $\mathcal{N}(\mathbf{s})$ is defined, and initial rearrangement vector $R_{\text {init }}$ is randomly chosen from the search space.

## 2. Local Search

Compute the objective function value for the current solution $s$ and all the candidate solutions in the neighborhood $\mathcal{N}(s)$. The objective function value $f(s)$ is computed in two steps as shown in Figure 4.2 (c). First, the videos in the training and gallery set are rearranged using the rearrangement vector. Second, the classification rate is computed using ACOPM algorithm explained in the beginning of this section. Depending on the variant of local search method (e.g., hill climb, tabu search) being used choose the best rearrangement vector.

## 3. Termination

Repeat step 2 till the stopping condition is reached. For a simple hill climb algorithm the repetition stops when the current solution is better than all its neighbors. The best rearrangement vector at the end of the local search is denoted by $R_{\text {final }}$.

The above 3 steps are repeated $n_{\text {trials }}$ (number of trials) times, each time with a randomly chosen initial solution. $C R_{\text {itrain }}$ and $C R_{\text {ftrain }}$ denotes the classification rates on the training set with the initial $R_{\text {init }}$ and final $R_{\text {final }}$ rearrangement vectors, respectively. Similarly,
$C R_{\text {ival }}$ and $C R_{\text {fval }}$ denotes the classification rate on the test set, and $C R_{\text {init }}$ and $C R_{\text {final }}$ denotes the classification rate on the query set. This is shown in Figure 4.2.

### 4.4 Hill Climb

A simple local search method, hill climb, is implemented to understand the terrain of the search space. In the hill climb method, the initial solution is given by the default configuration of the pixels. The neighbors of the current solution is obtained in three steps. First, randomly choose two blocks of pixels within a frame. Second, swap these two blocks. Third, swap the same blocks in all the 32 frames in the video. A greedy heuristic is used in choosing the best neighbor, that is the first neighbor which improves the current solution replaces the current solution. A greedy heuristic is used because the size of the neighborhood structure is enormously large. The number of swaps is arbitrarily set to 1000 .

The hill climb experiment is repeated several times, each time with a different seed for the random number generator to generate different random numbers for the pixel swap operation. The size of the block of pixels being swapped is also varied. Each hill climb took about eight hours to complete 1000 evaluations. On an average only 10 swaps out of the 1000 swaps is useful. In other words, although a greedy heuristic is used, only 10 neighborhood structures are evaluated. For many trials there is no useful swap after 200 evaluations indicating that the hill climb may have hit a local minimum and hence reached a dead end.

From this experiment it is clear that hill climb is massively time consuming despite using a greedy heuristic and is not terribly effective. Therefore, there is a need to reduce the size of the search space and adapt a local search framework which can explore the search space beyond the local minima.

### 4.5 Tabu Search

A major drawback of local search is the possibility that local search might return a very poor quality local minima. Although this problem can be offset to a certain extent using random starts local search for small instances, the number of local minima may increase exponentially with the increase in problem size (and therefore increase in the search space).

Furthermore, restarts with random initial solutions does not take advantage of the search space structure.

In the last two decades, a new kind of local search method has emerged which aims at tackling the problems encountered using the random starts local search method. These methods are commonly referred to as metaheuristics. There is no commonly accepted definition for the term metaheuristic. Below we quote the definition by Stützle:
"Metaheuristics are typically high-level strategies which guide an underlying, more problem specific heuristics, to increase their performance. The main goal is to avoid the disadvantages of iterative improvement and, in particular, multiple descent by allowing the local search to escape from local optima. This is achieved by either allowing worsening moves or generating new starting solutions for the local search in a more "intelligent" way than just providing random initial solutions. Many of the methods can be interpreted as introducing a bias such that high quality solutions are produced quickly." [62]

This class of methods include tabu search, simulator annealing, genetic algorithms, iterated local search, and ant colony optimization.

Tabu Search (TS) is adopted in this thesis. TS is conceptually more simple than simulator annealing and genetic algorithms as well as easier to implement. TS is the most common metaheuristic [10], and its most distinctive feature is the explicit, systematic use of a memory to guide the search process [62]. TS is a metaheuristic algorithm that guides a local search to avoid pitfalls and explore the search space beyond the local optimality using the search history. Emphasis on the explicit use of the memory is based on the assumption that a bad strategic choice can provide more information than a good random choice. A bad strategic choice can provide useful information for modifying the strategy to be more profitable. [24]

### 4.5.1 Basic Elements of Tabu Search

This section deals with basic theory needed for this thesis. Only those TS strategies used in this work are reviewed here. For a more detailed discussion on different TS strategies read $[20,22,23,24]$. The exposition here is based on $[21,62]$.

### 4.5.1.1 Fitness Landscape

As mentioned above, TS is simply a combination of local search with explicit memory structures. It then follows that the first three basic elements of TS are the definition of search space $S$, neighborhood structure $\mathcal{N}(s)$, and objective function $f(s)$. These three elements $(S, \mathcal{N}(\mathbf{s}), f(s))$ together is referred to as the fitness landscape and their choice is the most critical step in the design of any TS. A good understanding of the problem at hand is necessary to choose the members of the fitness landscape. In recent years, several researchers have addressed the problem of theoretical analysis of a search space [11, 18].

### 4.5.1.2 Memory and Search Strategy

The two most commonly used memories in TS are short-term memory and long-term memory, and each memory is accompanied by its own search strategy. At each evaluation TS makes a move from the current solution to the best solution in its neighborhood even if it worsens the objective function value. When this happens it is important to avoid immediately returning to the previous solution. This cycling can be prevented by declaring tabu (forbidding) on the recent moves. This restricts the neighborhood of the current solution $s$, and $\tilde{\mathcal{N}}(\mathrm{s})$ is the admissible subset of $\mathcal{N}(\mathrm{s})$. These tabus are stored in the short-term memory (also called tabu list). In many problems, solution components called attributes are
are stored in the the short-term memory instead of the entire solution. For example, if a move is defined by swapping two elements then the labels of these two elements (attributes) are used to enforce the tabu status.

The tabu tenure $t l$ determines the number of evaluations for which the tabu status is active. Alternatively, the length of the short-term memory is given by $t l$. It is possible that TS might forbid attractive moves even when there is no danger of cycling. Aspiration criterion provides an algorithmic way to revoke the tabu status. A commonly used aspiration criterion is to drop the tabu status when the move leads to a solution better than the best-known solution.

More often than not long-term memory is needed to make TS fully effective. The two strategies associated with long-term memory are intensification and diversification. The goal of intensification strategies is to thoroughly explore the promising regions of the search the space by revisiting the elite solutions. On the other hand, the goal of diversification is to explore new regions of the search space. A common long-term memory strategy is based on the number of times each attribute have been present in the selected moves. Such longterm memory is called the frequency memory. In most situations the search performed by TS is thorough enough, and sometimes they tend to be too local. Therefore diversification is possibly more crucial then intensification in the design of TS. Some intermediate and advanced TS strategies include candidate lists, surrogate objective functions, and allowing infeasible solutions.

### 4.5.2 Algorithm

TS procedures are extremely sensitive to the parameter settings. TS procedure for the element rearrangement problem along with a brief description of the different parameters is
discussed in the rest of this chapter. Chapter 5 provides a more detailed discussion on the performance benefits of different parameter settings. Following are the four steps to solve the element rearrangement problem using TS:

## 1. Initialization

In the first step several important parameters including number of random starts $n_{\text {trials }}$, number of evaluations $n_{\text {evals }}$, tabu tenure $t l$, and tuning set are defined (Section 4.5.3). The search space is reduced by pixel sampling all the videos in the Cambridge-Gesture data set (Section 4.5.4). The neighborhood structure $\mathcal{N}(s)$ and initial solutions for the all the $n_{\text {trials }}$ are generated (Section 4.5.4). Tuning set is partitioned as show in Figure 4.2(a). TS method works on the training set and the performance of the TS method is evaluated on the test set as shown in Figure 4.2 (c) and 4.2 (d), respectively.
2. Best Move Decision

The objective function value of the current solution and all its neighbors are computed (as explained in Section 4.3). Based on the short-term and long-term memory strategies (Section 4.5.5), aspiration criterion, and the objective function value the best move decision is made. Aspiration criterion adopted in this work is to drop the tabu status when the move leads to a solution better than the best-known solution.

## 3. Best Move Execution

Current solution is replaced with best solution obtained in the previous step by executing the appropriate move. The tabu tenure of all the tabu moves stored in the short-term memory is reduced by one, and the current move is added to the tabu list. The long-term memory is updated by incrementing the count of the attributes involved in the current
move.

## 4. Termination

Steps two and three are repeated till the termination criterion is reached. Two commonly used termination criteria in TS are: first, to stop after some number of iterations without any improvement in the objective function value and second, after a fixed number of evaluations. Both criteria are used in experiments performed in this work. But the second criterion is used for the majority of the experiments. This is because parallel programming is used to reduce the run time of TS from 30 days to under 36 hours by executing each of the $n_{\text {trials }}$ simultaneously on a multi-core machine and this is partly made possible by having a fixed number of evaluations per trial: which ensures a good load balance.

### 4.5.3 Parameter Initialization

The choice of number of trials in a single TS experiment is a trade-off between probability of a near optimal solution and run time of the experiment. All the experiments in this work are performed on an Intel Xeon dual six-core server processor. Matlab's parallel computing tool box allows a maximum of twelve threads. Depending on the size of the problem the run time of a single trial varies from seven hours to seven days. Therefore, the number trials $n_{\text {trials }}$ for all TS experiments is set to twelve. Number of evaluations $n_{\text {evals }}$ is varied from 25 to 1000 depending on the specific search strategy employed.

The best choice of tabu tenure is determined experimentally by studying a range of tabu tenures (from 5 to 100). It might seem surprising that none of the values of tabu tenure exhibited a distinctly better performance. A possible reason is that due to the large size of
the search space and neighborhood the probability of the TS procedure cycling is very low. So, for all the experiments the tabu tenure $t l$ is arbitrarily set to five.

As explained in Section 4.3 TS is performed on the tuning set. Cambridge-Gesture data set can be divided in multiple ways to obtain the tuning set. All action classification algorithms follow the the experimental protcol of using Set5 for the purpose of training [33, 48]. In this work also Set5 is used as the first choice of the tuning set and is represented by $D_{5}$. However, two more choices of tuning set are used in this work to better evaluate the performance of the TS procedure. Set1 is arbitrarily used as the second choice of the tuning set $\left(D_{1}\right)$. For the third choice of the tuning set, four samples per action is randomly drawn from each of the 5 sets. This tuning set is represented by $D_{\text {cross }}$.

### 4.5.4 Search Space and Neighborhood Structure

The size of the search space $S$ of the element rearrangement problem is directly related to the size of the video. As explained in Section 4.1, for a video tensor $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ there are $\left(n_{1} \times n_{2} \times n_{3}\right)$ ! elements in the search space, and the rearrangement vector is given by $R \in \mathbb{R}^{\left(n_{1} \times n_{2} \times n_{3}\right) \times 1}$. For the Cambridge-Gesture data set there are 12800 ! possible solutions, and the rearrangement vector $R \in \mathbb{R}^{12800 \times 1}$. To meaningfully perform TS the size of the search space needs to be pruned in an intelligent manner. This is done in two steps as described below:

## 1. Replication

The size of the search space can be reduced by replicating the rearrangement of pixels within a single frame across all the frames in a video. In other words, the original rearrangement problem of considering all the possible rearrangement of the pixels in a
tensor is modified to consider only the rearrangement of the pixels within a frame and this rearrangement is replicated in all the 32 frames of the video. As a result, the number of elements in the search space reduces from 12800 ! to 400 !, and the modified rearrangement vector $\tilde{R} \in \mathbb{R}^{400 \times 1}$.

## 2. Pixel Sampling

Some pixels within a frame contribute more discriminating information than other pixels. Therefore, we can reduce the size of the search space by dropping some pixels within a frame and across all the frames in a video. However, it is important to retain the tensor structure of the pixel sampled videos to take advantage of the performance benefits of processing the videos in its original tensor form. Therefore, the number of pixels per frame after sampling $n_{\text {pels }}$ should be a perfect square. As a result of pixel sampling the number of elements in the search space is further reduced from 400 ! to $n_{\text {pels }}$ ! and the modifiedsampled rearrangement vector is given by $\tilde{R}_{\text {sampled }} \in \mathbb{R}^{n_{\text {pels }} \times 1}$. Pixel sampling is simply choosing a subset of $n_{\text {pel }}$ pixels from within 400 pixels in the modified rearrangement vector $\tilde{R}$. The value of $n_{\text {pels }}$ in this work varies from 49 to 324 .

Two different approaches of pixel sampling is used in this work . In the first approach pixels are randomly sampled (image space). In the second approach pixels are chosen based on their edge strength (feature space). A simple edge detection algorithm is used on the videos from training set to compute the edge strength of each pixel in a frame. Higher the edge strength of a pixel greater the probability of being chosen. An example of the two sampling methods is show in Figure 4.3. This gives rise to two different ways of generating an initial solution. First is a random sampling of pixels and second is sampling
pixels based on their edge strength.


Figure 4.3: Pixel Sampling: Random pixel sampling (left) and edge pixel sampling (right). The 49 pixels in red are the chosen pixels.

In this work the neighborhood structure is defined implicitly by the possible local changes that may be applied to the rearrangement vector. This is more efficient when compared to explicitly enumerating the set of possible neighbors. There are several possible neighborhood structures for a given definition of the search space. Three neighborhood structures are considered in this work - Pixel Add-Drop Neighborhood (PADN), Pixel Add-Drop-Swap neighborhood (PADSN), and Frame Shift neighborhood (FSN). The motivation for these neighborhood structures is discussed in Chapter 5.

Pixel add-drop move is used to define PADN. Neighbors are constructed by replacing each pixel in $\tilde{R}_{\text {sampled }}$ with a pixel above it and below it. Therefore, there are $2 n_{\text {pels }}$ neighbors in PADN. Consider a solution $s$ having 49 pixels per frame as shown in Figure 4.4(a). Some neighbors of $s$ are show in Figures 4.4(b)-(g). For example, pixel at location $(2,2)$ in Figure $4.4(\mathrm{a})$ is replaced by the pixel above it $(1,2)$ in Figure $4.4(\mathrm{~b})$ and by the pixel below
it $(3,2)$ in Figure $4.4(\mathrm{c})$. In some cases the pixel being added to $\tilde{R}_{\text {sampled }}$ might already be present in $\tilde{R}_{\text {sampled }}$. Such neighbors are discarded. As a result the number neighbors in PADN is usually less than $2 n_{\text {pels }}$.


Figure 4.4: Illustration of the Pixel Add-Drop Neighborhood (PADN): (a) A solution $s$ from the search space $S$. Location of 49 pixels (light blue pixels) sampled from 400 pixels are stored in $\tilde{R}_{\text {sampled }}$; and, (b)-(g) Some examples of neighbors of $s$ obtained by replacing a pixel in $\tilde{R}_{\text {sampled }}$ with a new pixel (green pixel) either above or below the dropped pixel.


Figure 4.5: Illustration of the Frame Shift Neighborhood (FSN): (a) A solution $s$ from the search space $S$. Location of the 49 pixels (light blue pixels) sampled from 400 pixels are stored in $\tilde{R}_{\text {sampled }}$; (b) Frame shift up; (c) Frame shift down; (d) Frame shift left; and, (e) Frame shift right;

PADSN is a minor variant of PADN. Along with add-drop moves this neighborhood also allows swap moves. Consider the case where the pixel (say $\bar{p}$ ) to replace the current pixel (say $p$ ) is already present in $\tilde{R}_{\text {sampled }}$. In such cases instead of discarding the neighbor as done in PADN the two pixels $p$ and $\bar{p}$ are swapped. Therefore, the number of neighbors in PADSN is always $2 n_{\text {pels }}$.

Unlike the previous two neighborhood definitions where the transformations are replicated in all the frames in a video, in FSN the transformation is performed separately for each frame. Neighbors are constructed by moving all the sampled pixels in a frame up, down, left, and right by one position, for each frame in the video. Therefore, there are 128 (4 moves per frame and a video has 32 frames) neighbors in FSN. Consider a solution $s$ having 49 pixels per frame as shown in Figure 4.5(a). Some neighbors of $s$ are show in Figures 4.5(b)-(e). A frame is shifted up by subtracting one from $\tilde{R}_{\text {sampled }}$, shifted down by adding one to $\tilde{R}_{\text {sampled }}$, shifted left by subtracting 20 (number of rows in a frame) from $\tilde{R}_{\text {sampled }}$, and shifted right by adding 20 (number of rows in a frame) to $\tilde{R}_{\text {sampled }}$. Because FSN operates on each frame separately 32 rearrangement vectors need to be maintained one for each frame.

To summarize, three neighborhood structures are proposed in this work.

1. Pixel add-drop neighborhood
2. Pixel add-drop-swap neighborhood
3. Frame shift neighborhood

The performance benefits of these 3 neighborhood structures are discussed in Chapter 5.

### 4.5.5 Tabu Search Strategy

As discussed before, TS is based on the assumption that a bad strategic choice can provide useful information for modifying the strategy to be more profitable. Systematic use of memory can be used to achieve this. In this work three short-term memories (tabu lists) are defined to store the tabu status (tabu tenure) corresponding to pixel add-drop moves, pixel swap moves, and frame shift moves. Three long-term memories (frequency memories) are defined to store the frequency count of each of the three moves. At the end of every evaluation the following updates are made to the memories. First, tabu tenures of all the tabu active moves are reduced by one. Second, current move is added to the appropriate tabu list. Third, the frequency count corresponding to the current move is increased by one.

Once the objective function values of all the neighbors of the current solution are computed there are several strategies to determine the best neighbor. The strategy adopted in this work is show in Figure 4.6. Each neighbor is added to the primary, secondary or discard list. The best neighbor is chosen from the secondary list only of the primary list is empty.

If a move is infeasible (e.g. duplication of pixels) then such a solution is discarded. The tabu status of the move is checked by looking into the appropriate short-term memory. If the move is tabu active (forbidden) but satisfies the aspiration criterion (the move leads to a solution better than the best-known solution) then it is added to the primary list. On the other hand, if the move is tabu active and does not satisfy the aspiration criterion it is discarded. If the move is not tabu active and its objective function value is different from the objective function value of the current solution then it is added to the primary list. On the other hand, if the move is not tabu active but its objective function value is same as


Figure 4.6: Best Move Strategy
the objective function value of the current solution it is added to the secondary list. This is done to discourage walking along a plateau.

Diversification is achieved by using the counts from the frequency memories, driving the search into new regions. The objective function values of the neighbors in the primary and secondary lists are subtracted by an amount proportional to their respective frequency counts. The proportionality constant is given by $n_{\text {penalty }} \in[0,1]$. The diversifying influence is only restricted to cases where there are only non improving moves. Now, the move with the largest objective function value in the primary list is selected as the best move. If the
primary list is empty then the move with the largest objective function value in the secondary list is selected as the best move.

## Chapter 5

## Experiments

### 5.1 Tabu Search Tuning Procedure

As discussed in the previous chapter, TS has several parameters that need to be defined before starting the search process. TS is usually very sensitive to parameter settings. Several experiments with different parameter settings are performed. All the experiments performed in this work are grouped into four heuristics based on their search space and neighborhood structure definitions. Each of the four heuristics are incrementally developed based on the analysis of results from the previous heuristics. The general procedure followed for parameter tuning in this work is given by the following steps:

1. Define the search space $S$ and neighborhood structure $\mathcal{N}(\mathbf{s})$ keeping in mind the problem at hand. A strong understanding of the problem is crucial in defining $S$ and $\mathcal{N}(\mathrm{s})$. PADN is the first neighborhood definition used in this work.
2. Initialize all the other parameters including $n_{\text {trials }}, n_{\text {evals }}, n_{\text {penalty }}$, $t l$, tuning set, and initial solution. Implement a simple version of the TS.
3. Collect statistics, analyze the results, and vary the parameters accordingly (Heuristic 1).
4. Reconsider the definition of the search space. Edge pixel sampling is used instead of random pixel sampling (Heuristic 2).
5. Reconsider the definition of the neighborhood structure. Two new neighborhood structures are defined - PADSN (Heuristic 3) and FSN (Heuristic 4).
6. Reconsider diversification strategies.
7. Continue to experiment with the parameters.

### 5.2 Heuristics and Experimental Results

All the TS experiments are grouped into four heuristics. The parameters setting for these four heuristics is given in Table 5.1, and their corresponding results are show in Figures 5.1 and 5.2. The four heuristics are described below.

Table 5.1: Parameter settings for the four heuristics. The parameters listed in this table are: number of trials $\left(n_{\text {trials }}\right)$, number of evaluations $\left(n_{\text {evals }}\right)$, number of sampled pixels $\left(n_{\text {pels }}\right)$, tabu tenure $(t l)$, search space $(S)$, neighborhood structure $(\mathcal{N}(\mathbf{s})$ ), Short-term Memory (STM), Long-term Memory (LTM), and Tuning set.

|  | RPSTS | EPSTS | EPSTS-PS | EPSTS-VN |
| :--- | :---: | :---: | :---: | :---: |
| $n_{\text {trials }}$ | 12 | 12 | 12 | 12 |
| $n_{\text {evals }}$ | 100 | 100 | 100 | 300 |
| $n_{\text {pels }}$ | 49 | 49 | 49 | 49 |
| $t l$ | 5 | 5 | 5 | 5 |
| $S$ | Random <br> pixels | Edge <br> pixels | Edge <br> pixels | Edge <br> pixels |
| $\mathcal{N}(\mathbf{s})$ | PADN | PADN | PADSN | PADN, FSN |
| STM | Yes | Yes | Yes | Yes |
| LTM | No | No | No | Yes |
| Tuning Set | $D_{1}, D_{5}, D_{\text {cross }}$ | $D_{1}, D_{5}, D_{\text {cross }}$ | $D_{1}, D_{5}, D_{\text {cross }}$ | $D_{1}, D_{5}, D_{\text {cross }}$ |

### 5.2.1 Heuristic 1 - Random Pixel Sampled Tabu Search (RPSTS)

In this heuristic, the search space is pruned by random pixel sampling (as discussed in Section 4.5.4) and PADN is used as the neighborhood structure. As shown in Figure 5.1, this heuristic improves the average classification rate by about $3 \%$ when training is performed on $D_{5}, D_{\text {cross }}$, and about $1.5 \%$ when training is performed on $D_{1}$. For the best case (best of the 12 trials in terms of performance gain), RPSTS improves the classification rate by around $8 \%$ as shown in Figure 5.2. The motivation for using random pixel sampling is that with a good search strategy and sufficient evaluations, TS will eventually move towards the pixels with most discriminating information.

Additional experiments are performed to experimentally determine the number of evaluations in a TS. The number of evaluations per trial is gradually increased from 100 to 1000 . But, increasing the number of evaluations did not provide any significant trend. Few experiments had a performance gain close to $4.5 \%$ and some others had performance gain of about $2 \%$. This could possibly be due to overfitting. Another possible reason is that the search space is very rugged with several local minima, and the search procedure continuously runs into a local minimum. The number of evaluations is not increased above 1000 because for 1000 evaluations $C R_{\text {ftrain }}$ is around $98 \%$. This leaves very little room for learning, and any further increase in number of evaluations will probably result in more overfitting.


Figure 5.1: Average initial and final classification rates (averaged over 12 trials) for the four heuristics on the three different tuning sets.


|  | $D_{5}$ |  |  | $D_{1}$ |  |  | $D_{\text {cross }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $C R_{\text {init }}$ | $C R_{\text {final }}$ | Gain | $C R_{\text {init }}$ | $C R_{\text {final }}$ | Gain | $C R_{\text {init }}$ | $C R_{\text {final }}$ | Gain |
| RPSTS | 36.44 | 45.83 | 9.39 | 35.69 | 42.88 | 7.19 | 44.38 | 51.86 | 7.48 |
| EPSTS | 61.77 | 69.50 | 7.73 | 55.88 | 60.97 | 5.09 | 56.25 | 63.77 | 7.52 |
| EPSTS-PS | 59.27 | 62.41 | 3.14 | 60.80 | 62.55 | 1.75 | 52.11 | 53.61 | 1.50 |
| EPSTS-VN | 59.27 | 79.11 | 19.84 | 55.88 | 72.25 | 16.37 | 52.97 | 71.72 | 18.75 |

Figure 5.2: Best initial and final classification rates (best of the 12 trials in terms of gain) for the four heuristics on the three different tuning sets.

### 5.2.2 Heuristic 2 - Edge Pixel Sampled Tabu Search (EPSTS)

The assumption made in this heuristic is that for the task of action classification edge pixels in a video provide more useful information than a random set of pixels. Therefore, the search space in this heuristic is pruned by edge pixels, and this can result in a less rugged search space compared to the previous heuristic. As expected the average initial classification rates are boosted by about $20 \%$ across all tuning sets as shown in Figure 5.1. But the average gain in performance is still only about $2 \%$ for $D_{5}, D_{\text {cross }}$, and almost negligible for $D_{1}$. For the best case the improvement is around $7 \%$ as shown in Figure 5.2.

Increasing the number of evaluations did not provide any significant improvement. A possible bottleneck for further improvement is the definition of the neighborhood structure. It is evident from Figure 4.3 that, with edge sampling, many spatially contiguous pixels will be present in the initial rearrangement vector. As a result, many of the neighbors constructed using the pixel add-drop move will be discarded.

### 5.2.3 Heuristic 3 - Edge Pixel Sampled Tabu Search with Pixel Swap (EPSTS-PS)

This heuristic avoids the problem of discarding neighbors by allowing pixel swap moves. Surprisingly, this heuristic resulted in a very poor performance. Although the performance gain for the best case is still in the positive, the average classification rate dropped by $0.34 \%$ for $D_{5}$ and $1.54 \%$ for $D_{1}$. However, the performance gain on the training set is about $20 \%$. This clearly indicates a case of overfitting.

### 5.2.4 Heuristic 4 - Edge Pixel Sampled Tabu Search with Variable Neighborhood (EPSTS-VN)

In all the previous heuristics, the pixel is used as the basic element to implement local transformations within a frame, and all the local transformations are replicated across the frames. This could be a possible reason to stunt further improvement in these heuristics. In this heuristic, a new neighborhood structure FSN is used in conjunction with PADN. PADN is used as the neighborhood structure for the first 100 evaluations. For the next 200 evaluations, FSN is used as the neighborhood structure. Within these 200 evaluations only frame shift left and frame shift right moves are permitted for the first 100 evaluations, and only frame shift up and frame shift down moves are permitted for the next 100 evaluations.

As shown in Figures 5.1 and 5.2 EPSTS-VN outperforms all the previous heuristics by a large margin. The average gain in classification rate is around $12.5 \%$, and the best case gain in classification rate is $19.84 \%$. Examples of gestures rearranged using the rearrangement vector from the best trial are given in Figure 5.3. When the number of evaluations is doubled from 300 to 600, the average gain in classification rate jumps from $13.09 \%$ to $16 \%$, and the best case gain jumps from $19.84 \%$ to $22.75 \%$. Although, further increase in number
of evaluations did not provide any significant improvement. This could possibly be due to overfitting.


Figure 5.3: Example gestures from Set5 of the Cambridge-Gesture database after pixel rearrangement. Each of the nine rows correspond to a gesture. In each row seven frames out of the 32 frames are presented for each gesture. From top the gestures are: flat leftward, flat rightward, flat contract, spread leftward, spread rightward, spread contract, V-shape leftward, V-shape rightward, and V-shape contract.

In the first three heuristics, frequency count based diversification strategy is not implemented because the frequency count of the add, drop, or swap moves never exceeded five. In other words, the TS procedure did not repeat any particular move sufficient number of times to penalize the move. This is possibly because at any point there are many add, drop, and swap moves, so the probability of repeating a move is much less. But for FSN, at any point of the search process there are only 128 possible moves to choose from, so the chances of a particular move repeating is higher. Initial experiments show that some of the moves have a frequency count as large as 27 .

Diversification is applied to the TS experiments where $D_{5}$ and $D_{\text {cross }}$ are used as the tuning set. Values of 0.5 and 1 are used for $n_{\text {penalty }}$. With this penalty, the frequency count of all the moves is kept under 20. In some experiments the average performance gain increases by about $2 \%$, but in others there is no significant improvement in classification rates.

### 5.2.5 Comparing the performance of the heuristics

In reviewing the experimental results shown in Figures 5.1 and 5.2, the following three conclusions can be made. Heuristics using edge pixels have higher initial classification rates. Using variable neighborhoods, in particular FSN, results in a large gain in classification rates, and using the pixel swap move to define neighborhood structure results in poor performance. Finally, the most interesting observation is, all the heuristics except for the EPSTS-PS heuristic, improve the classification accuracy irrespective of the choice of the tuning set. This suggests that the element rearrangement algorithm presented here benefits all the illumination cases in the Cambridge-Gesture data set.

Another important parameter to consider in the analysis of the heuristics is the number of trials in a TS experiment where there is a decrease in the classification rate $\left(n_{f a i l}\right)$. This is shown in Figure 5.4. The number of failures is shown both for the test set and the query set. Only EPSTS-VN heuristic always results in a positive performance gain. This is important because regardless of where the initial solution is in the search space the EPSTS-VN heuristic always finds a solution better than the initial solution. On the other hand, almost half the


Figure 5.4: Number of trials (out of the 12 trials) in which the classification rate decreased as a result of TS. The results are shown for four the heuristics on the three different tuning sets.
trials using the EPSTS-PS heuristic result in a performance drop.

### 5.3 Parameter Tuning

From the discussion in the previous section it is clear that EPSTS-VN heuristic performs the best among the four heuristics. This heuristic will be used for all the remaining experiments in this work. As previously described in the TS tuning procedure in Section 5.1, the parameters of the EPSTS-VN heuristic are further tuned. The experimental determination of the number of sampled pixels, $n_{\text {pels }}$, and number of evaluations, $n_{\text {evals }}$, that maximize the classification rate are show in Figures 5.5 and 5.6, respectively.

Figure 5.5 shows the results of the EPSTS-VN heuristic for different values of $n_{\text {pels }}$ (ranging from 49 to 324 pixels). The higher the number of pixels used greater is the classification rate. The best performance is achieved using the greatest number of pixels, in this case for $n_{\text {pels }}=324$. We use this as the number of sampled pixels for all the remaining experiments in this work. The best case classification rate for $n_{\text {pels }}=324$ is better than the classification


Figure 5.5: Classification rates for the EPSTS-VN heuristic with different values for $n_{\text {pels }}$. $D_{5}$ is used as the tuning set, $n_{\text {trials }}=12, n_{\text {evals }}=300, n_{\text {penalty }}=1$, and $t l=5$ : (a) Average classification rate (averaged over 12 trials) and (b) Best classification rate (best of the 12 trials in terms of gain).
rate achieved by the original ACOPM method using all pixels by $3.4 \%$. From the Figure 5.5 it can be seen that the initial classification rate increases with the increase in the number of sampled pixels. This is because with more pixels there is more information and this results in better initial classification rates. However, the gain in performance decreases with the increase in $n_{\text {pels }}$. Figure 5.5 shows that gain in performance for the case 324 pixels per frame is about $8 \%$ which is half of the gain in performance for the case with 49 pixels per frame.


Figure 5.6: Classification rates for the EPSTS-VN heuristic with different values for $n_{\text {evals }}$. The first bar in each group corresponds to the average classification rate (averaged over 12 trials), and the second bar in each group corresponds to the best classification rate (best of the 12 trials in terms of gain). $D_{5}$ is used as the tuning set, $n_{\text {trials }}=12, n_{\text {pels }}=324$, $n_{\text {penalty }}=1$, and $t l=5$.

Figure 5.6 shows an experimental determination of the number of evaluations. The average classification rate for 600 and 900 evaluations is about $1.1 \%$ more than the original ACOPM method. The best case classification rate for 300,600 , and 900 evaluations improves the ACOPM method by $3.4 \%, 3.25 \%$, and $4.15 \%$, respectively. It took a little over ten days to complete an experiment with 900 evaluations on an Intel Xeon dual six-core server processor with 12 parallel workers. To perform experiments with larger number of evaluations, it would be important to further optimize the code. Examples of gestures rearranged using the rearrangement vector from the best trial for the EPSTS-VN heuristic with 900 evaluations are given in Figure 5.7.

### 5.4 Tensor Subspace Analysis

As discussed in Chapter 3, the ACOPM method represents videos as third order tensors and computes three orthogonal matrices $\mathbf{V}_{h m}^{(1)}, \mathbf{V}_{v m}^{(2)}$, and $\mathbf{V}_{a p p}^{(3)}$ using the modified HOSVD


Figure 5.7: Example gestures from Set5 of the Cambridge-Gesture database after rearrangement. Each of the nine rows correspond to a gesture. In each row seven frames out of the 32 frames are presented for each gesture. From top the gestures are: flat leftward, flat rightward, flat contract, spread leftward, spread rightward, spread contract, V-shape leftward, V-shape rightward, and V-shape contract.
given in Equation (3.8). Each of the three matrices are represented as points on three different Grassmann manifolds $\mathcal{M}_{h m}^{(1)}, \mathcal{M}_{v m}^{(2)}$, and $\mathcal{M}_{a p p}^{(3)}$. The Grassmann manifolds are combined using Equation (3.9) to map the videos to a single point on the Grassmann Product Manifold (GPM). Classification is performed using the geodesic distance on the GPM coupled with a simple nearest neighbor classifier as shown in Equation (3.11). This section provides some insight into the relationship between the element rearrangement operation and the subspace spanned by the three orthogonal matrices.

In all the previous experiments, classification is performed on the GPM, that is the subspaces spanned by all the three mode-k flattened matrices is used for the task of action classification. Classification performed independently on each of the three Grassmann manifolds is considered here to understand how element rearrangement affects each of the three subspaces spanned by the three mode-k flattened matrices. The results for classification performed on the GPM and each of the three Grassmann manifolds are shown in Figures 5.8 and 5.9.

For all the experimental results shown in Figures 5.8 and 5.9, the parameters are initialized as shown in Table 5.1 except that only $D_{5}$ is used as the tuning set. Results in Figure 5.8 show the tensor subspace analysis for all the four heuristics, and results in Figure 5.9 show the tensor subspace analysis for the EPSTS-VN heuristic with different values for number of sampled pixels. The results and observations are summarized below:

1. For the ACOPM method and the RPSTS heuristic, the appearance subspace (the subspace spanned by the columns of $\mathbf{V}_{a p p}^{(3)}$ ) provides the most discriminating information.
2. In TS experiments using the edge pixel based heuristics, classification on $\mathcal{M}_{h m}^{(1)}$ and $\mathcal{M}_{v m}^{(2)}$ performs better than classification on $\mathcal{M}_{a p p}^{(3)}$. This is because the edge pixels are better suited to capture the variations in the horizontal and vertical motions rather than capture variations in appearance.
3. In the case of the EPSTS-PS heuristic, there is a negative gain in the average classification rate primarily due to the poor performance in the appearance Grassmann manifold
$\mathcal{M}_{\text {app }}^{(3)}$. This is because swapping pixels is synonymous to swapping columns in the mode3 flattened matrix, and swapping columns does not change the subspace spanned by it. Therefore, the TS with the swap move will possibly result in overfitting and perform poorly on the query set.
4. The EPSTS-VN heuristic is the only heuristic among the four heuristics to perform well on all the three Grassmann manifolds.
5. For the EPSTS-VN heuristic, as number sampled pixels per frame increases (with the exception of $n_{\text {pels }}=324$ ), the initial classification rates and gains associated with $\mathcal{M}_{h m}^{(1)}$ and $\mathcal{M}_{v m}^{(2)}$ decreases. This is possibly because with the increase in the number of sampled pixels per frame, the weak (less useful) edge pixels are also included in the frame. This can dampen the ability of edge pixels to capture the variations in the horizontal and vertical motions.
6. However, the classification rate of the EPSTS-VN heuristic on GPM increases with the increase in number of sampled pixels per frame. This is because the initial classification rate in the appearance Grassmann manifold increases with the increase in the number of sampled pixels per frame.


|  | GPM |  | $\mathcal{M}_{h m}^{(1)}$ |  | $\mathcal{M}_{v m}^{(2)}$ |  | $\mathcal{M}_{a p p}^{(3)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $C R_{\text {init }}$ | Gain | $C R_{\text {init }}$ | Gain | $C R_{\text {init }}$ | Gain | $C R_{\text {init }}$ | Gain |
| ACOPM | 88.91 | 0 | 66.36 | 0 | 61.27 | 0 | 82.11 | 0 |
| RPSTS | 39.11 | 3.09 | 24.37 | 2.45 | 27.22 | 2.16 | 31.70 | 0.50 |
| EPSTS | 61.94 | 2.42 | 46.70 | 1.19 | 49.97 | 2.14 | 35.03 | 2.80 |
| EPSTS-PS | 61.94 | -0.33 | 46.70 | -0.03 | 49.97 | 2.14 | 35.03 | -0.58 |
| EPSTS-VN | 61.94 | 13.09 | 46.70 | 16.18 | 49.97 | 13.36 | 35.03 | 13.60 |

Figure 5.8: Tensor subspace analysis of the ACOPM method and the four heuristics. First bar in each group gives the classification rate when the classification is performed on the GPM. The second, third, and fourth bars of each group give the classification rates achieved when classification is performed on $\mathcal{M}_{h m}^{(1)}, \mathcal{M}_{v m}^{(2)}$, and $\mathcal{M}_{\text {app }}^{(3)}$, respectively. All the classification rates are averaged over 12 trials.


|  | GPM |  | $\mathcal{M}_{h m}^{(1)}$ |  | $\mathcal{M}_{v m}^{(2)}$ |  | $\mathcal{M}_{a p p}^{(3)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $C R_{\text {init }}$ | Gain | $C R_{\text {init }}$ | Gain | $C R_{\text {init }}$ | Gain | $C R_{i n i t}$ | Gain |
| 400 | 88.91 | 0 | 66.36 | 0 | 61.27 | 0 | 82.11 | 0 |
| 49 | 61.94 | 13.09 | 46.70 | 16.18 | 49.97 | 13.36 | 35.03 | 13.60 |
| 81 | 72.01 | 7.84 | 43.75 | 14.80 | 50.73 | 10.88 | 55.41 | 8.47 |
| 121 | $76.93$ | 5.62 | 39.84 | 12.55 | 52.18 | 8.67 | 66.09 | 5.11 |
| 256 | 78.54 | 4.10 | 35.69 | 7.92 | 49.79 | 6.13 | 79.03 | 1.33 |
| 324 | 80.60 | 6.62 | 41.31 | 16.03 | 51.61 | 11.43 | 81.52 | 2.83 |

Figure 5.9: Tensor subspace analysis of the EPSTS-VN heuristic for different values of $n_{\text {pels }}$. First bar in each group gives the classification rate when the classification is performed on the GPM. The second, third, and fourth bars of each group give the classification rates achieved when classification is performed on $\mathcal{M}_{h m}^{(1)}, \mathcal{M}_{v m}^{(2)}$, and $\mathcal{M}_{a p p}^{(3)}$, respectively. All the classification rates are averaged over 12 trials.

## Chapter 6

## Conclusion

In this thesis, new unfoldings of a tensor are developed by rearranging elements in the original tensor and then applying the standard mode-k unfoldings. We study the problem of rearranging elements in a video to achieve better classification accuracy. Tabu search is used in this work to search for the best rearrangement of pixels in a video tensor. The usefulness of the element rearrangement operation is demonstrated experimentally by employing it as a preprocessing step to the action classification on product manifolds algorithm. Experimental results are reported on different tabu search heuristics. By properly choosing a search space and a neighborhood structure for tabu search, the classification accuracy of the action classification on product manifolds algorithm is improved from $88 \%$ to $92.15 \%$.

A summary of the experimental results for the best heuristic, EPSTS-VN, is given below:

1. Regardless of where the initial solution is in the search space, the tabu search metaheuristic always finds a solution better than the initial solution.
2. The element rearrangement algorithm is invariant to the illumination variations in the Cambridge-Gesture data set.
3. The gain in performance due to element rearrangement decreases as the number of pixels per frame increases.
4. The algorithm presented in this work answers an interesting question:"Which $10 \%$ of the pixels in a video are useful for the task of action classification?" This question can be of interest in computational-resource-constrained environments. The algorithm can identify $10 \%$ of pixels in a video that achieves a classification accuracy of $79.11 \%$, and $80 \%$ of pixels in a video that achieves a classification accuracy of $92.15 \%$, as opposed to the
original action classification on product manifolds algorithm that achieves a classification accuracy of $88 \%$ by using all the pixels. The most interesting observation is that by simply dropping $20 \%$ of pixels from a video the classification accuracy increases by $4.15 \%$.

Even though $90 \%$ of the pixels are dropped the performance drops only by $10 \%$. One possible reason for this behavior could be that the dropped pixels are unrelated to the class labels sought by the classifier, then removal of such pixels is of benefit to any approach trying to learn features needed to perform classification. A second possible reason could be due to the curse of dimensionality. By dropping pixels, the dimensionality of the space in which the learning must take place is reduced. This is beneficial simply because of the fundamental relationship between the number of training samples available for the machine learning algorithm and the degrees of freedom in the space in which the learning algorithm must construct a decision criteria. Decrease the number of dimensions, and in the most general sense, one needs fewer training samples. In all cases, the tabu search metaheuristic always finds a solution better than the initial solution. This is because when different pixels are chosen different variations are captured in the three unfoldings. Therefore, some set of pixels tend to hold more discriminating information than others.

In summary, the element rearrangement algorithm presented in this work suggests that the gain in performance is at best modest. In most cases, choosing a subset of pixels drops rather than improves the performance relative to the original ACOPM algorithm. Although, in compute-resource-constrained environments it may be beneficial to use the proposed method to choose a subset of pixels that provides more discriminating information.

### 6.1 Future Work

The results reported in this thesis encourage further study of the role of element rearrangement as preprocessing step in tensor-based classification algorithms. Given that a metaheuristic technique, tabu search, is used in this work there exists several untested heuristics, looking into some of those heuristics is a potential direction of future work. For example, rearrangement of pixels across different frames within a video is not considered in this work.

Another example is instead of replacing a pixel by only the pixel above it or below it, all the 8 neighboring pixels can be considered for replacing the current pixel.

Another possible extension of this will work be looking at other classes of data objects that can benefit for element rearrangement. One possibility is face recognition by imageset matching. Another direction of future work is to explore other frameworks, such as genetic algorithms, simulator annealing, and numerical methods for solving the element rearrangement problem.
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## Appendix A

## Symbol Glossary

Table A.1: Symbol Glossary

| Notations | Descriptions |
| :--- | :--- |
| $\mathcal{A}$ | Tensor (upper-case letters in calligraphic font) |
| $\mathbf{A}$ | Matrix (upper-case letters in bold font) |
| $a$ | Vector (lower-case letters) |
| $\mathcal{A}_{(k)}$ | Mode-k unfolded matrix |
| $\mathbf{U}^{(k)}$ | Mode-k singular (orthonormal) matrix |
| $\times_{k}$ | Mode-k product |
| $\\|x\\|$ | Euclidean norm of $x$ |
| $\mathcal{V}_{n, p}$ | Stiefel Manifold (a set of $p$ orthonormal vectors in $\mathbb{R}^{n}$ ) |
| $\mathcal{G}_{n, p}$ | Grassmann manifold (a set of p-dimensional linear subspaces in $\mathbb{R}^{n}$ ) |
| $n_{\text {trials }}$ | Number of trials in a tabu search experiment |
| $n_{\text {evals }}$ | Number of evaluations per trial in a tabu search experiment |
| $n_{\text {pels }}$ | Number of pixels sampled per frame |
| $n_{\text {penalty }}$ | Proportionality constant used in the diversification strategy of the tabu search |
| $t l$ | Tabu tenure of the short-term memory used in tabu search |


[^0]:    ${ }^{1}$ The database is publicly available at ftp://mi.eng.cam.ac.uk/pub/CamGesData.

