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ABSTRACT 

Large areas of persistent low level marine stratocumulus clouds 

occur primarily over the cool eastern oceans in the strong subsidence 

to the east of the subtropical oceanic high pressure cells. The 

climatology of these areas is reviewed, after which we present a 

coupled convective-radiative boundary layer model of such stratocumu­

lus convection. The model, which is a slight generalization of the 

cloud-topped mixed layer model of Lilly (1968), has as dependent 

variables the cloud top height, cloud base height, mixed layer moist 

static energy and total water content, the turbulent fluxes of moist 

static energy and total water, the cloud top jumps of moist static 

energy and total water, the cloud top temperature and the cloud top 

jump in net radiative flux. Assuming horizontally homogeneous steady 

state conditions we first investigate the dependence of the model 

variables on the large-scale divergence and sea surface temperature. 

Next, assuming horizontally inhomogeneous conditions we investigate 

by numerical integration the downstream variations which occur as 

boundary layer air flows through regions of varying divergence and 

sea surface temperature. In addition, approximate analytic solutions 

are given. Finally, the design of an observational program to more 

completely test the theory is briefly discussed. 

iii 



1. Introduction 

In tropical and subtropical latitudes there exists a subtype of dry 

cl"imate called the cool coastal dry climate, which is classified in 

Koppen symbols as Bn, with the n signifying frequent fog (Nebel in 

German). Bn deserts are typically characterized by intense aridity, 

small annual and diurnal temperature ranges and high frequences of fog 

and low stratus. The distribution of these cool coastal dry climates 

is shown in figure 1. All five are bordered by cool ocean currents 

with upwelling. The five regions, their desert names, and the border-

ing ocean currents are listed in Table 1. Figure 2 shows the four year 

Coastal 
Coastal 
Coastal 
Coastal 
Coastal 

TABLE 1. The five principal cool coastal dry 
climates, their accompanying desert 
names, and their bordering cool ocean 
currents. 

Region Desert Ocean Current 

California and Mexico Sonoran California 
Equador, Peru and Chile Peru and Atacama Peru or Humboldt 
northwestern Africa Sahara Canaries 
southwestern Africa Namib Benguela 
northeastern Africa Somali Somali 

mean (1967-70) January relative cloud cover (Miller and Feddes, 1971). 

Figure 3 shows the same field for July. Figures 2 and 3 indicate that 

the Bn deserts lie primarily on the borders of extensive stratocumulus 

regimes which occupy the strong subsidence regions to the east of the 

subtropical oceanic high pressure cells.l The perSistent low level 

stratocumulus clouds occupy large portions of the eastern Pacific and 

eastern Atlantic Oceans but apparently only a small portion of the 

lCoastal northeastern Africa is the exception. 
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Figure 1. Distribution of the five 
pri nci pal coo 1 coas ta 1 dry 
climates {Bn}. After 
Trewartha {1968}. 
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western Indian Ocean. These areas of marine stratocumulus convection 

are most extensive in the northern hemisphere summer, when the upward 

motion in the ITCZ and the downward motion in the subtropical highs is 

st.rongest. Let us now examine each of these areas in more detail. 

1.1 Coastal Oregon, California and Mexico 

In Table 2 we present precipitation data for coastal Oregon, 

California and Mexico between about 46°N and 15°N. The most arid 

station in an annual sense is Ensenada with 161 mm. North of Ensenada 

all stations show little summertime precipitation. While a summertime 

minimum in precipitation occurs between Astoria and Ensenada, a sum­

mE!rtime maximum occurs between La Paz and Tapachula. This is consist-

ent with figure 3 which shows that in July the stratocumulus regime 

does not extend east of about 115°W. The area east and south of La Paz 

is under the influence of summertime tropical disturbances and is, in 

fact, an area of frequent tropical storms and hurricanes--on the 

average eleven in the July - Sept. period (Gunther, 1977). If these 

tropical cyclones move northwest toward the stratocumulus regime they 

usually dissipate rapidly as they encounter lower sea surface tempera­

tures. A rare exception was hurricane Kathleen (September 1976), the 

first hurricane since 1939 to enter the southern California region. 

A typical example of thp. eastern North Pacific stratocumulus regime 

is shown in figures 4 and 5. The temperature and moisture profiles 

shown in figure 5 are from an NCAR Electra1 sounding at 37.8°N, 

125.00 W and within one hour of the satellite image. The sounding 

IThis data is discussed more fully in section 6. 
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shows the structure of the mixed layer and the inversion layer quite 

well. The subcloud layer is dry adiabatic, the cloud layer is moist 

adiabatic, and the inversion layer is extremely stable, with a poten­

tial temperature increase of about 11°C in 10 mb. The sea surface 

temperature is very near the surface air temperature. Radiosonde 

observations tend to considerably smooth such a structure. 

1.2 Coastal Equador, Peru and Chile 

Precipitation data for coastal Equador, Peru and Chile is shown 

in Table 3. The table shows that aridity exists between about 50 S and 

30 0 S and is particularly intense between 18°S and 24°S. Even Guayaquil 

and San Cristobal, which are both very near the equator, experience 

very little precipitation from August to November. The Peruvian-Chilean 

desert ;s the most arid and the latitudinally most extensive of the five 

primary Sn deserts. An annual rainfall of under 120 mm is maintained 

along a thin coastal strip about 25° latitude in length. Two unique 

features of this region are the presence of high mountains close to 

the coast and the existence of a coastline which bends continuously 

into rather than away from the atmospheric and oceanic circulations. 

A typical example (1545Z. 31 August 1975) of a northern hemisphere 

summer GOES visible image is shown in figure 6. Note that at this time, 

when there ;s considerable tropical storm activity in the northern 

hemisphere, the eastern South Atlantic stratocumulus regime extends 

northward across the equator. This is consistent with the very arid 

August - September conditions at Guayaquil and San Cristobal. South­

ward, between 30 0 S and 40 0 S, the stratocumulus regime breaks up as 
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wintertime cyclones hit the coast of southern Chile. This is consistent 

with the wet August - September conditions south of Valparaiso. 

It should be pointed out that the precipitation data for northern 

Peru has high interannual variability. Normally in December the south­

east trades and the coastal upwelling weaken and warm water appears 

between Guayaquil and El Alto. This is associated with increased 

rainfall in the first few months of the year. During occasional major 

El Nino events the warm water appears considerably farther south caus­

ing torrential rains at normally arid stations. For example, during 

March of the 1972 El Nino event, El Alto recorded 587 mm of precipita­

tion. 

1.3 Coastal northwestern Africa 

Table 4 gives precipitation data for coastal northwestern Africa, 

the Canary Islands, and the Cape Verde Islands. The most arid stations 

lie between 28°N and 21°N. This includes the coast of Spanish Sahara, 

which is known for active upwelling (La Violette, 1974). A typical 

example (0900Z, 12 August 1974) of a GATE SMS visible image is shown 

in figure 7. The large stratocumulus area off the coast of north­

western Africa extends southward almost to the GATE array. The strato­

cumulus area off the coast of southwestern Africa is seen to extend 

northward almost to the equator. Figure 7 also shows the mean July -

September precipitation for coastal and island stations and for GATE 

AlB and B scale ships. It is apparent that the low level stratocumulus 

clouds are associated with low precipitation amounts. 
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1.4 Coastal southwestern Africa 

Precipitation data for the coast of southwestern Africa is shown 

in table 5. Between 15°$ and 30°$ the mean annual precipitation is less 

than about 60 mm. Between 22°$ and 27°S the aridity is particularly 

intense with mean annual precipitation around 15 mm. Although the mean 

annual precipitation increases rapidly north of 15°$, table 5 reveals 

that aridity extends far equatorward during June-September. Also shown 

in table 5 is data for Ascension Island (7.9°S, 14.4°W). Although it 

lies on the western edge of the stratocumulus regime, Ascension Island's 

fairly arid character suggests that it is also under the influence of 

the south Atlantic high pressure cell and the cool Benguela current. 

1.5 Coastal northeastern Africa 

The region of coastal northeastern Africa and the western Arabian 

Sea exhibits extreme seasonal differences. In winter northeasterly 

flow dominates while in summer both the oceanic and atmospheric circu­

lations are reversed. fhe summertime oceanic situation is characterized 

by intense upwelling (~Jarren et aL, 1966; Leetmaa, 1972), while the 

summertime atmospheric situation is characterized by strong divergent 

southwesterly flow (see figure 8~ taken from Ramage, 1966, and figure g, 

taken from Flohn et al., 1968). According to Trewartha (1961) there is 

a high incidence of fog along the Somalia coast in the summer months 

while fog is rare in December and January. Precipitation data for this 

region is given in Table 6. 
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1.6 Other stratocumulus regions 

Although we have discussed only the five primary Bn deserts and 

their associated cloud systems, we do not mean to imply that strato­

cumulus clouds are limited to these areas. For example, stratocumulus 

often occur near the coast of Australia (Paltridge, 1974; Platt, 1976), 

during wintertime cold air outbreaks over the Kuroshio current (e.g. 

Ninomiya, 1975; Nitta, 1976; Lenschow and Agee, 1976), the Gulf Stream, 

and the Great Lakes (Lenschow, 1973). A typical example of a cold air 

outbreak over the Kuroshio current during AMTEX ·75 is shown in figure 

lOa. The DMSP visible image taken at 0255Z, 16 February 1975 (Lenschow 

and Agee, 1976) shows the extensive stratocumu1us deck associated with 

the outbreak, which lasted about three days (15-17 February) when a low 

pressure system developed east of Japan. Surface winds and inversion 

base (Ninomiya, 1976) for aaz 16 February are shown in figure lOb. Note 

the rapid deepening of the boundary 1ayer as the air flows over the sea 

surface temperature pattern shown in figure lOco 

1.7 Outline 

A theoretical framework for the study of marine stratocumu1us con­

vection was first presented by Lilly (1968). Some aspects of Li1ly·s 

model have been studied by Schubert (1976), Deardorff (1976), Arakawa 

(1975), and Randall (1976). Schubert (1976) studied horizontally homo­

geneous steady state and time dependent solutions to the model, Deardorff 

(1976) discussed the entrainment relation, and Arakawa (1975) and Randall 

(1976) included the model in a generalized planetary boundary layer 

parameterization for the UCLA GCM. In the remainder of this paper we 

shall attempt to further extend Lilly's cloud-topped mixed layer model. 
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In section 2 we extend Lilly's model to include horizontal advection in 

a natural coordinate system and also to include a simple but coupled 

radiative model. In section 3 we study the influence of large-scale 

divergence and sea surface temperature on the horizontally homogeneous 

steady state solutions. Sections 4 and 5 present both numerical and 

analytical results for horizontally inhomogeneous conditions. Finally, 

in section 6 we discuss the design of observational programs to expand 

our knowledge of marine stratocumulus convection. 
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2. Governing equations for a cloud-topped mixed layer 

In a non-saturated mixed layer the dry static energy s = cpT + gz 

and the water vapor mixing ratio q are constant with height up to the 

top of the mixed layer zB' and the lifting condensation level ze lies 

above zB. In a cloud-topped mixed layer the moist static energy 

h = cpT + gz + Lq and the total water mixing ratio q+l are constant 

with height up to the top of the mixed layer zB' and the lifting conden­

sation level ze lies below zB. If hand q+l are constant with height 

in the mixed layer~ it follows that the same is true for s-Ll. The 

temperature and moisture fields in the mixed layer are known if any two 

of the three quantities h, q+l and s-Ll are known. Although we shall 

occasionally use s-Ll, most of our discussion will be in terms of hand 

q+l. 

The dependent variables of the cloud-topped mixed layer model we 

shall now present are listed in the first column of Table 7. In addi-

tion the required constants and externally specified parameters are 

listed in the second and third columns. The dependent variables are 

functions of the horizontal coordinates and time. We shall use a 

natural coordinate system in which x denotes distance in the downstream 

direction. The individual time derivative is then given by :t + V :x ' 

where V is the speed of the horizontal wind. Riehl et al. (1951) and 

Kraus (1968) have shown that the wind speed and direction over the 

Eastern North Pacific in summer are near1y constant with height in the 

lower layers. Thus, we shall assume that there is no turning of the 

wind with height and no change of wind speed with height. The horizon-

tal projections of all trajectories are then coincident with the surface 
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TABLE 7. Dependent variables, constants and 
externally specified parameters of 
the cloud-topped mixed layer model. 

Dependent Variables Constants Externally Specified Parameters 

cloud top height Zs see (2.11) b large-scale divergence D 

cloud base height Zc specific heat at wind speed V 

mixed layer moist 
constant pressure cp saturation moist static 

static energy hM bulk transfer energy at sea surface 
coeffi ci ent CT temperature and pressure hS 

mixed layer total 
water mixing ratio (q+I)M gravity g saturation mixing ratio 

at sea surface tempera-
surface moist scale height H ture and pressure qs 
static energy flux (WTfiT) s 

I entrainment moist static energy 
cloud top moi st parameter k just above cloud top h(zs+) 
static energy flux (Wi hi) 

B latent heat of water vapor mixing ratio 
surface water condensat~on L 

I 

just above cloud top q(zB+) 
vapor flux (Wlql)S 

I 
see (2.19'1 S I downward long-wave flux 

cloud top total I just above cloud top F~ (z +) L B water flux W'(q'+ll)B see (2.19) y , 

I 
cloud top jump in 

cloud top moist see (2.16) 8 short-wave flux liFS 
static energy jump ~h I 

see (2.19) E 

cloud top total 
lI(q+l) water jump density p 

cloud tap Stefan-Baltzman 
temperature T(zB-) constant (J 

cloud top jump in 
net radiative flux lIFR 
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trajectories. We need not distinguish between winds at cloud top, in 

the mixed layer, or at the surface. 

2.1 Governing equations for the convective model 

With the above assumptions the mixed layer budgets of moist static 

energy and total water are 

(2.1) 

a(q+I}M a(q+I}M (Wlql) - Wi (q'+ll) 
_----:-_ + V = __ --"'-S _____ ...::.B 

at ax zB 
(2.2) 

These equations state that 10cal changes of hM and (q+l)M are caused by 

horizontal advection by the known wind V and by the vertical conver-

gence of the turbulent fluxes. Because the layer is mixed the turbulent 

fluxes are linear with height in the layer and jump to zero above zB' 

The surface turbulent fluxes of hand q are given by 

(2.3) 

(2.4) 

These equations relate the surface fluxes to the transfer coefficient 

CT, the surface wind speed V~ and the sea-air differences, where hS and 

qs are the saturation values of hand q at the sea surface temperature 

and pressure. 

Appl ication of the budget equations for hand q+l to the infinites­

imally thin layer at the cloud top yields 
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(azB + V aZB _ w ) llh + (WffiT) = -lllF 
\ at ax B B P - R ' (2.5) 

ea
Z

: + V aa
Z

: - WB) lI(q+.t) + w' (q '+.t')B = 0 , (2.6) 

where wB is the large-scale vertical velocity at zB' ~h and ll(q+l) are 

jumps across zB' and llFR is the jump in the radiative flux across zB' 

These equations are the cloud top jump conditions on moist static energy 

and total water. When multiplied by the density, p, both (2.5) and 

(
az aZr \) 

(2.6) contain the quantity P at + V a;- - it's ~ which is the net mass 

flowing into the mixed layer per unit horizontal area per unit time. 

Such a mass flux into the mixed layer can be due to a local increase in 

the depth of the mixed layer with time, a horizontal flow across the top 

of the mixed layer when it deepens in the downstream direction, a large-

scale subsidence, or more generally, a cv~binction of these three effects. 

Non-turbulent air flowing into the mixed layer from above instantaneously 

changes its moist static energy by an amount ~h and its total water con-

tent by an amount ll(q+l), where 

(2.7) 

(2.8) 

h(ZB+) and q(zB+) being known functions of zB' According to (2.5), the 

instantaneous change in moist static energy is due to discontinuities in 

both the turbulent moist static energy flux and the radiative flux, 

while according to (2.6), the instantaneous change in total water con­

tent is due to a discontinuity in the turbulent total water flux. 
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Equations (2.5) and (2.6) can be regarded as predictive equations 

for zB' In order that they predict zB in a consistent manner, 

The cloud base height Zc is approximately given in terms of the 

mixed layer total water content (q+l)M and the saturation mixing ratio 

of the air just above the surface q* as 
o 

(2.10) 

""here b is gi ven by 

(2.11) 

E and yare defined in (2.19), and the scale height H and reference 

pressure p are assumed constant. 

Lilly (1968) has argued that the turbulent energy balance sets 

maximum and minimum bounds on the entrainment. The entrainment 

Y'el ati on, 

J
ZB 

w's ' dz + ~(l-k)(w's ') . = 0 
V 2 "V mln ' 

o 

is a weighted average of Lilly's maximum entrainment relation, 

but 

a.nd his minimum entrainment relation, 

WTs-' f 0 somewhere, v 

(2.12) 

(2.13) 



(Wi S I) . = a v mln but 
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[

ZB 

"0 

wTS-' dz > a 
v ' (2.14) 

where wlsy' is the turbulent flux of virtual dry static energy and 

(w'sy')min is the minimum value of this flux. The weighting factor k 

lies between zero and unity. The factor ~ in the second term of 

(2.12) is somewhat arbitrary and has been inchlded so that (2.12) re-

duces to the conventional 

(w's ') = -k(w's I) 
V B v S 

(~~.15) 

in the nonsaturated case. Omission of the factor ~ simply results in 

a revised interpretation of the parameter k. 

If the effects of both water vapor and liquid water on buoyancy 

are included in the definition of the virtual dry static energy, then 

the virtual dry static energy '"v is related to the dry static energy 

s, the water vapor mixing r,',cio q, and the liquid water mixing rat-io 1. by 

where 0 = 0.608 and T ;s a constant reference temperature. Since wl1. 1 

vanishes in the subcloud layer while in the cloud layer wlql and w~ 

are related by 

Lw'q' = -L w'h' for l+y 

the turbulent virtual dry static energy flux can be expressed as 

S w'h' - eLw l (ql+1. ' ) Zc < Z < zB 

(:~.17) 

Wi s 1 = ( 2 . 18 ) 
v 



where 

i3 = 1 + yd 8+ 1 ) 
l+y 
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y = 1:... (_~) , 
cp aT p 

c T 
""=~ 
~ L' (2.19) 

Since hand (q+l) are constant with height in the mixed layer, their 

turbulent fluxes must be linear functions of height so that 

WTfiT = (1 - -L)(w'h') + -L (w'h') , 
Zs S Zs B 

(2.20) 

(2.21) 

Substitution of (2.18), (2.20) and (2.21) into (2.12) results in an 

expression which relates zB' zc' (w'"fiT)S' (wlh')B' (wrqr)s, and 

w"'[q ! + -e:') s ' 

+ 1-< . -- mln 
k 

(2.22) 

Since w'sv! is linear with height in the subcloud and cloud layers but 

discontinuous at cloud base, it would appear that the minimum in w1S V' 



34 

could occur at the top of the cloud layer zB' the bottom of the cloud 

layer zC+, the top of the subcloud layer zC-' or the bottom of the 

subcloud layer z = O. However, the possibility of the minimum occurring 

at zC+ can be excluded by using (2.17), (2.18) and (2.19) to show that 

(Wi S I) 
V 

(wls I) = [1 - s(8+1)J [Lw' (q'+l') - 1~ (Wi hi) ] 
V zC- Zc y Zc ZC-l-

= [1 - s(8+1)]L(w'll) . 
zC+ 

(2.23) 

Since [1 - s(8+1)] > 0 and (wil') > 0, the virtual dry static energy 
zC+ 

flux is larger at zC+ than at zC- , and only the remaining three pos-

sibilities are shown in the large bracket of (2.22). 

2.2 Governing equations for the radiative model 

Boundary layer convection is often driven by the upward virtual 

temperature flux from a warm underlying surface. This is usually the 

case for summertime convection over dry land (e.g. Deardorff, 1974 a,b), 

for subcloud layer convection beneath trade cumulus clouds over much of 

the tropics (e.g. Pennel and LeMone, 1974; LeMone and Pennel, 1976), and 

for wintertime cold air outbreaks over warm water surfaces (e.g. 

Lenschow, 1973; and Lenschow and Agee, 1976). However, in the strato­

cumulus regimes which border the cool coastal Bn climates, the virtual 

temperature flux at the surface is usually only weakly positive or is 

even negative, and yet the boundary layer is quite turbulent. Thus, 

cloud-topped mixed layers are often driven or at least partially driven 

not by heating from below but by cooling from above. 
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In this subsection we are concerned with the determination of the 

-important f'.FR term in (2.5). Since we have negl ected any radiative 

heating or cooling which might occur in (2.1), the f'.FR term in (2.5) is 

the only place radiation enters the convective model. The jump in the 

net radiative flux at cloud top consists of the sum of the jump in the 

long-wave flux and the jump in the short-wave flux, i.e. 

In this paper we consider f'.FS as externally specified. Thus, let us 

consider the cloud top jump in the long-wave flux. 

Idealized curves of the upward and downward long-wave radiative 

"Fluxes in and near a stratocumulus cloud are shown in figure 11. The 

downward long-wave flux F~ changes sharply at cloud top while the 

upward flux F~ changes considerably less sharply at cloud base. The 

net upward long wave flux, defined by 

(2.25) 

'is also shown in figure 11. The time rate of temperature change due to 
1 3FL -:ong-wave radiation is given by - - - the vertical profile of 

pCp dZ ' 

which is shown on the right of figure 11. Since we are considering 

only the cloud top long-wave cooling, we need only know the jump in the 

net long-wave flux at cloud top, i.e. 

(2.26) 

Since FL(zB-) vanishes, we can rewrite (2.26) as 

(2.27) 



(a) ( b) 

HEIGHT 

o 0 100 200 300 400 -150 -100 -50 0 50 100 

LONG-WAVE FLUX (Wm- 2 ) HEATING RATE (OC day-I) 

Figure 11. (a) Idealized profiles of the upward and downward long-wave radiative fluxes in and near 
a stratocumulus cloud. (b) Resulting heating rate. Values on the abscissa and ordinate 
are meant to be only roughly indicative. The warming at cloud base and the cooling in 
the subcloud layei" are neglected in the present model. 
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If F~(ZB+) is assumed to be the blackbody flux at the cloud top tem­

perature, then 

(2.28) 

The cloud top temperature T(zB-) can be related to the model 

val'iables hM' (q+l)M' zB and Zc as follows. The dry static energy at 

cloud top is equal to the dry static energy at cloud base plus the 

change which occurs when following a moist adiabat from cloud base to 

cloud top, i.e. 

(2.29) 

Since it can be shown that 

(3S) L b 
8Z h* = 1 +y H ' (2.30) 

and since s(zC) is equal to hM-L(q+l)W we can rewrite (2.29) as 

Equation (2.31) gives the cloud top temperature in terms of hM' (q+:t)W 

zB and zc· 

Combining (2.24) and (2.28) we obtain 

(2.32) 

Thus, if Ft(ZB+) and l'IFS are known" l'IFR can be computed from model 

val'iables by using (2.31) and (2.32). 



38 

2.3 Summary of the combined convective-radiative model 

The combined convective-radiative model consists of the surface 

flux relations (2.3) and (2.4), the cloud base relation (2.10), the 

definitions (2.7) and (2.8), the cloud top temperature a~d radiation 

relations (2.31) and (2.32), the entrainment relation (2.22), the con­

sistency relation (2.9), the mixed layer budgets (2.1) and (2.2) and 

the cloud top jump condition (2.5). These form a closed set of twelve 

equations in the twelve unknowns listed in the first column of Table 7. 

The constants and externally specified parameters required to integrate 

the model are listed in the second and third columns of Table 7. The 

governing equations of the combined convective-radiative model can now 

be arranged for numerical integration as follows: 

(l+y)[qg - (q+l)M] - t [hg - hM] 
b 

(2.33) 

(2.34) 

(2.35) 

(2.36) 

(2.37) 

(2.38) 

(2.39) 

(2.40) 

(2.41) 
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dhM (w'h') - (w'h') S B (2.42) 

(2.43) 

-1 (-) dzS _ p ~FR - w'h' B 
crt - -DzS + ~h (2.44) 

Equations (2.40) and (2.41) are simply a shorthand notation for 

(2.22) and (2.9). Given init"lal conditions on hM' (q+l)M and zB' the 

system (2.33) - (2.44) can be numerically integrated. A single compu­

tation cycle is as follows: 

1. Compute the surface fluxes (w'h')S and (w'q')s from 

(2.33) and (2.34). 

2. Compute c'loud base Zc from (2.35). 

3. Compute the cloud top jumps in moist static energy 

and total water from (2.36) and (2.37). 

4. Compute the cloud top temperature from (2.38) and 

then the jump in net radiative flux from (2.39). 

5. Compute the cicud top fluxes (w'h')s and w'(q'+l')B 

from the two by two system (2.40) and (2.41). 

6. Predict new values of hM' (q+i)M and Zs from (2.42), 

(2.43) and (2.44). 

The above procedure is stt~aightforward except for step 5. The 

two by two system (2.40) - (2.41) relates zS' zc' (W'fiT)s' (w'h')B' 

(~q-')s' wi(q'+i')B' ~h, ~(q+!) and ~FR' When beginning step 5 we 

regard zB' zc' (~s' (W'c.l1 s' ~h, ll(q+!) and ~FR as known. Then 
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(2.40) - (2.41) can be regarded as two equations in the two unknowns 

(WTh')B and W'(q'+l')B· However, because of the form of (2.22), the 

coefficient matrix and the right hand side column vector in (2.40) -

(2.41) are unknown until the location of the minimum w1S
V

' is known, 

i.e. until (w'h')B and W"(q'+l')B are known. Thus (2.40) - (2.41) have 

a somewhat implicit form. Our procedure is to first assume that the 

minimum w1S
V

' occurs at zB" solve (2.40) - (2.41) for (w'h')B and 

W'(q'+l')B' then using (2.13) check to see if the minimum w1s
V

' 

actually occurs at zB' This procedure is repeated for assumptions 

that the minimum ~s-;' occurs at zC- and at the surface. If one and 

only one of these three possibilities does not lead to a contradiction, 

we have found the unique solution. It is possible that no solution 

exists or that more than one solut~on exists. We have not encountered 

any problems with existence or uniqueness and have found minimum WiS
V

I 

fluxes at either the top of the subcloud layer or at the surface. 

In section 4 we shall use the above procedure to numerically 

integrate the system (2.33) - (2.44) under varying sea surface tempera­

ture and large-scale divergence. But before studying the horizontally 

inhomogeneous solutions let us gain deeper insight into model behavior 

by considering horizontally homogeneous steady state solutions. 
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3. Horizontally homogeneous steady state solutions 

Under steady state horizontally homogeneous conditions the 

turbulent fluxes of h and q+~ are constant with height and equal to 

their surface values. Thus~ we can omit the subscript notation from 

w'h' and WI(ql+~I). The subscript notation must be retained on W1S
V

I 

since this flux is discontinuous at cloud base. In this section it 

will prove useful to linearize the first term on the right hand side 

of (2.39), so that 

where To is a constant reference temperat.:';'A~. Typically, the lineari­

zation of the bJackbody flux results in an underestimate of the upward 

flux Ft(zS+) of less than 1% for cloud top temperatures within lOoe of 

the reference temperature. 

Equations (2.3), (2.4), (2.5), (2.7) and (2.31) can now be 

combined to give 

( 

CTV 4crT 3 \-1 
W"'fiT = 1 + -. + --T'J---::--' C .. V 

DzS (l+YJPCpDLBj I 

. {h~ -h(zB+) + piZB~To4+40To3{TS-To+((1~)9H - 1)~ ZB} - F~(ZB+)+AFS]} , 

(3.2) 

where TS is the sea surface temperature. Equations (2.4), (2.6) and 

(2.8) can be combined to give 

LW'(q'+~I) (3.3) 
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With the help of (2.3) and (2.4), t~e cloud base relation (2.8) can be 

written 

(3.4) 

From (2.16) the turbulent fluxes of virtual dry static energy just 

below cloud top and at the surface are related to W'h' and Lw'(q'+l') by 

(3.5) 

(3.6) 

The entrainment relation (2.7) takes the form 

1
2
-
k
k (w's ') + (w's ') + Zc [(w'S ') -(w's ') J= O. (3.7) 

v S v B zB v S v B 

Equations (3.2) - (3.7) can be regarded as a closed system in the 

unknowns zB' zc' W'h', Lw'(q'+l'), (W1S
V

I) and (WIS
V

I). In order to 
B S 

reduce this system to a single equation in zB' we could use (3.4) to 

eliminate zC' (3.5) and (3.6) to eliminate (w'S V') and (w1s ') , and 
B v S 

then (3.2) and {3.3} to eliminate ~ and Lw'(q'+l'). The resulting 

equation for zB is implicit, and, due to its complicated form, is not 

presented here. We have chosen to compute solutions to the system 

(3.2) - (3.7) in the following manner: 

1. Make an initial guess for zB' 

2. 

3. 

From the current guess of zB' compute w'h' and 

Lw'(q'+l'} from (3.2) and (3.3). 

Compute zc' (wIS
V
') and (w1s I) from (3.4), 

B v S 
(3.5) and (3.6). 
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4. If (3.7) is satisfied to within some tolerable 

error, a solution has been obtained. If not, 

use the secant method on (3.7) to make an improved 

estimate of zB and return to step 2. 

We have used this method to compute horizontally homogeneous 

steady state solutions for sea surface temperatures between 13°C and 
-6 -6 -1 18°C and large-scale divergences between 1 x 10 and 6 x 10 s . 

For those constants which require a reference temperature and/or 

pressure we have used a reference temperature 4.5°C colder than the 

sea surface temperature and a reference pressure 4.5 kPa lower than 

the surface pressure, which is assumed to be 102 kPa. Typical values 

of the constants are listed in the left column of Table 8. Values of 

the externally specified parameters are listed in the right column of 

the table. The functions h(zB+) and q(zB+) were determined from the 

mean July 1967-70 Oakland sounding (U. S. Dept. of Commerce, 1967-70) 

and are plotted in Figures 12a and l2b. The s(z8+) and T(zB+) profiles 

implied by the h(zB+) and q(zB+) profiles are shown in Figures l2c and 

l2d. The function F~(zB+) was determined by using the same mean July 

Oakland sounding as input to the long-wave transfer model of Cox 

(1973). F~(zB+) is shown in Figure 13. For ~FS we have used the 

daily averaged value suggested by Lilly (1968). 

The results for the horizontally homogeneous steady state case 

with k = 0.2 are shown in Figures 14-18. These figures show isolines 

of the various model outputs as functions of the large-scale diver­

gence and sea surface temperature. Figure 14a shows that the boundary 

layer deepens as the large-scale divergence decreases and the sea 
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surface temperature increases. Roughly speaking (see Schubert, 1976, 

section 3), the bo.undary layer depth is inversely proportional to the 

large-scale divergence so that halving the divergence approximately 

doubles the depth of the boundary layer. Thus, when the large-scale 

divergence is changed the mixed layer depth changes until an approxi­

matelyequa1 cloud top subsidence rate is found (i.e. DZB is approxi­

mately invariant). Figure 14b shows the cloud base height, which 

increases as the large-scale divergence decreases and the sea surface 

temperature increases. The variation of cloud base height is much less 

than cloud top height so that the appearance of the cloud depth field 

(Figure 14c) is remarkably similar to that of the cloud top field 

(Figure 14a). 

The upward long-wave flux off cloud top, the downward long-wave 

flux just above cloud top and the discontinuity in net radiative flux 

are shown in Figure 15. The upward long-wave flux off cloud top depends 

on T(2B-), which in turn depends on hM' (q+l)M' Zc and zB as given by 

{2.31}. Most of the variation of F{(zB+) is simply related to the fact 

that T(zB-) decreases as cloud top increases. Ft(zB+) is simply a 

linear function of zB as given in Table 8. Thus the isolines of Ft(zB+) 

are parallel to the isolines of zB given in Figure 14a. The disconti­

nuity in the net radiative flux (Figure 15c) is simply F~(zB+) -

F~(zB+) - ~FS' Since FtCZB+) decreases with zB faster than Ft(ZB+) 

does, the discontinuity in the net radiativ~ flux increases as zB 

increases. 

Figure 16 shows the dependence of the mixed layer moist static 

energy and total water mixing ratio on the divergence and sea surface 
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(Figure l8b) are fairly independent of divergence except for small 

values of divergence. The total water flux everywhere exceeds the 

moist static energy flux, which leads to a negative flux of liquid 

water static energy (Figure l8c), i.e. a negative heat flux at the 

surface. There is considerable increase in both pw'h ' and pLW'{q'+l') 

as sea surface temperature increases. The cloud layer and subcloud 

layer fluxes of virtual d~y static energy (Figures l8d and 18e) are 

simply computed from (3.5) and (3.6). The subcloud layer flux is 

always negative and there is a considerable jump to positive values of 

virtual dry static energy flux in the cloud layer. 

The virtual dry static energy flux is not the only flux which is 

discontinuous across cloud base. The heat flux WISI, the water vapor 

flux wlql and the liquid water flux Wi!: are all discontinuous across 

cloud base as can easily be seen through the use of (2.17). Although 

the three basic fluxes WIS I , wlq' \ and will are all discontinuous 

across zc' they are discontinuous in such a way that w'h ' , LWI(ql+ll), 

and hence W'(SI_Ll'), are continuous across zc' as shown schematically 

in Figure 19. The turbulent fiLX discontinuities across zB are readily 

understandable since the turbulent fluxes in the air above zB must 

vanish. However, understanding the turbulent flux discontinuities 

across Zc is more difficult since these discontinuities are not accom­

panied by discontinuities in s~ q or l. For example, since Lw'q' jumps 

to a lower value and LW'ET jumps from zero to a positive value across 

zc' there is a finite amount of condensation in the infinitesimally 

thin layercentered at cloud base. The net condensation at cloud base 

is balanced by the net evaporation at cloud top. This may at first 
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sight seem strange, but it can be understood in terms of a convective 

element model. Although a convective element model is not explicit in 

the theory, let us proceed to interpret the jumps in WISI, Lwlql, and 

LW'l' at Zc in terms of such a model. 

Consider a parcel of air which is circulating in the mixed layer. 

Figures 20 and 21 illustrate schematically the parcel paths of the 

energy and moisture parameters and their associated fluxes. The con­

servative quantities hand (q+l) (and their difference s-Ll) are shown 

in Figure 20. The nonconservative quantities s, q and l, which are 

somewhat more complicated, are shown in Figure 21. As the parcel 

ascends along a dry adiabat from the ocean surface it conserves s, q 

and l (which is zero) until it reaches zC-' a point just below zC. At 

this point, the parcel is saturated and its further ascent is along a 

wet adiabat. Along the wet adiabat sand l increase and q decreases, 

all in such a way that h, (q+l) and (s-Ll) are conserved. When the 

saturated and water bearing parcel crosses zB' it mixes with some of 

the warm and dry air above zB. The warmth of the entrained air tends 

to warm the parcel but its dryness tends to cool the parcel by evapo­

rating enough liquid water to maintain saturation. In addition to this 

evaporative cooling, the parcel is also cooled radiatively since the 

air below is cloudy and the air above is clear. The sum of the evapo­

rative and radiative cooling overwhelms the entrainment warming and the 

parcel begins descent along a wet adiabat at a lower temperature, a 

lower water vapor mixing ratio, and a lower liquid water mixing ratio. 

Since the liquid water mixing ratio is lower, the wet adiabatic 

descent cannot continue to zC- but terminates at zC+, a point just 
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above zc. Descent below zC+ is along a dry adiabat with s, q and f 

(which is again zero) being conserved. Upon arriving at the surface 

the descending parcel gives up heat to the ocean and receives water 

vapor from the ocean, and then begins another circuit. 

If the mixed layer is horizontally homogeneous and is in a locally 

steady state, every parcel circuit is identical. This is the situation 

illustrated in Figures 19-21. If the mixed layer is hot horizontally homo-

geneous or is not in a locally steady state, parcel circuits are not 

identical and the mixed layer may be changing its hM' (q+f)M' zB' etc. 

We shall discuss the horizontally inhomogeneous situation further in 

section 4. 

A prediction of the horizontally homogeneous steady state theory 

is that w·sv• is negative be10w cloud base, i.e. upward moving parcels 

in the subcloud layer are virtually colder than downward moving parcels 

at the same level. If upward moving subcloud layer parcels are nega­

tively buoyant, how are they accelerated upward from the sea surface? 

The answer to this question must lie in the pressure field associated 

with the convective cells. Under the anelastic approximation this 

nonhydrostatic pressure field can be computed from a diagnostic equa­

tion if the temperature and motion fields are known (e.g. equation (32) 

of Ogura and Phillips, 1962, or equation (2.4) of Arnason et al., 1968). 

This pressure field, along with the associated temperature, motion, 

cloud base and cloud top fields, are shown schematically in Figure 22. 

Air near the surface is accelerated toward the updraft and upward 

against negative buoyancy by low pressure in the updraft near cloud 

base. If one computes the correlation of this pressure pattern with 
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the convective scale vertical motion field, one finds (W1pl)Z=Z < O. 
C 

In other words, the work done on the subcloud layer by the cloud layer 

maintains the convective motions of the subcloud layer. 

The horozontally homogeneous steady state solutions we have just 

discussed must be applied with caution to real physical situations. 

This fact will become clear in the next section where we will show that 

certain aspects (especially cloud top) of the solutions found under 

steady state horizontally advective situations can be far from their 

steady state horizontally homogeneous values. 
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large-scale divergence. One deficiency of figure 23 is that it displays 

resultant wind speed, i.e. the speed of the vector averaged wind. What 

should probably be used for V in the model is the average wind speed. 

Mill er ctnd Stevenson I s di agram of mean July 1961-74 surface pressure, 

resultant wind direction, resultant wind speed and average wind speed is 

shown in figure 26. Note the large differences between resultant wind 

speed and average wind speed. These maps indicate that there is a large 

region ~iouthwest of San Francisco where marine layer air passes from 

cold to warm sea surface temperature and from high to low divergence. 

The maps also indicate that there is a region northwest of San Francisco 

~'1here the ai r passes from warm to col d sea surface temperature and from 

low to high divergence. Experiments 1-4 have been designed to isolate 

the influence of varying sea surface temperature and varying divergence 

in these two regions. Thus, we have used the mean July Oa~and sounding 

(figures 12 and 13) for h(zS+)' q(zS+)' and Ft(ZS+) in Experiments 1-4. 

Experiment 5 is an attempt to ill ustrate the different adjustment 

time for hM and (q+i)M as opposed to that for zB' In Experiment 5 we 

have agelin used the mean Oakland sounding for h(zs+)' q(zs+)' and 

F~(ZS+)' 
Experiment 6 is an attempt to simulate the rapid changes which 

occur in a cold air outbreak over the Kuroshio Current. Our sea sur-

face temperature pattern takes the form 

x-x 
TS(x) = To + ~T tanh ~, (4.1) 

where WE have chosen To as 14°C, ~T as 7°C, Xo as 500 km, and d as 70 km. 

Equatior (4.1) is an attempt to fit the mean February sea surface temperature 
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pattern, assuming approximately northwesterly surface flow. The mean 

February pattern (reproduced from Lenschow, 1972), along with the sur­

face winds for 00Z-06Z 16 February 1975, was shown in figures lOb and 

lOco The divergence, surface wind speed~ and profiles of h(zB+)' 

q(zB+) and F~(zB+) shown in figures 12 and 13 are taken from the OOZ 

and 06Z AMTEX soundings for 16 February 1975 (see Management Committee 

for AMTEX, 1976). A D~1SP satell He 'image for 0255Z 16 February 1975 

was shown in figure lOa. 

Let us now discuss the results of these six experiments. 

4.1 Influence of varying sea surface temperatures 

1he first two experiments are designed to illustrate mixed layer 

behavior under conditions of consta~t wind speed (7 ms- 1), constant 

divergence (4 x 10-6
5-

1), and varying sea surface temperature. In 

Experiment 1 (figure 27) air moves along a trajectory toward warmer 

water: with the sea surface temperature gradient being 5°C/1000 km. 

In Experiment 2 (figure 28) air moves toward colder water, with the 

sea surface temperature gradient being -2°C/1000 km. 

The results of Experiment 1 show that advection over warmer water 

produces increases in zB' h~1' (q+l)W and the fl uxes of hand q+L In 

addit'ion, the increase in hM and (q+l)M is such that the subcloud layer 

is wal"med enough for Zc to ri se, even though the mari ne 1 ayer is moi s­

teninq. The cold advection very quickly produces a positive (wIS V' )S. 

After 500 km about 50% of the buoyant production of turbulence kinetic 

ener[( (figure 27f) is coming from the subcloud layer, while after 

1000 km about 60% is coming from the subcloud layer. Some of the 
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differences between Experiment 1 at 600 km or about 24 hr and the steady 

state horizontally homogeneous solutions of the last section are shown 

in Table 10. As might be expected, in this cold advection situation the 

cloud top and cloud base tend to be lower, hM and (q+I)M tend to be 

smaller, and the surface fluxes tend to be larger. But perhaps most 

interesting is the large difference in cloud top heights. The cloud top 

after 600 km is only 515 m, which is considerably lower than the steady 

state horizontally homogeneous value of 872 m. We shall later attempt 

to explain this in terms of the slow adjustment time for zB' 

TABLE 10. Comparison of the steady state 
horizontally inhomogeneous solution 
after 600 km (i.e. where TS is 18°C) 
of Experiment 1 with the steady state 
horizontally homogeneous solution. 

Horizontally Horizontally 
Inhomogeneous Homogeneous 

zB (m) 515 872 

Zc (m) 405 511 

hM (kJkg -1) 317.38 319.14 

(q+I)M (gkg-1) 10.37 10.59 

p(w ' h' )5 (Wm- 2) 83 60 

pL(w 'q')5 (Wm- 2) 76 69 

The results of Experiment 2 show that advection over colder water 

causes zB' zc' hM' (q+I)M' and the fluxes of hand q+l to decrease. 

The descent of cloud base indicates a tendency to produce a fog at the 
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surface. In two other experiments (not shown) in which we changed the 

sea surface temperature gradient from -2°C/1000 km to -3°C/1000 km and 

-4°C/1000 km (leaving the initial conditions unchanged) cloud base 

descended to the surface in 990 km and 570 km respectively. Figures 

23 and 24 indicate that northwest of San Francisco summertime cold 

advective situations stronger than -4°C/1000 km are quite common. Thus, 

the northern California and southern Oregon coasts must be regions of 

frequent summertime fog. That this is indeed the case is il1ustrated 

in Table 11, which shows the average number of days per month with 

visibility less than a half mile fOi~ coastal Oregon and California 

stations. The table was constructae! using data from U. S. Naval ~Ieather 

Service (1969). The most interest;:,'; '=eature of the "c,cb1e is the sum-

mertime high incidence of low vis'::~'"":y 1r: northern Califonda as 

opposed to the low incidence in scut~ern Califor~ia. 

4.2 Influence of varying large-scale divergence 

Experiments 3 a;'ld 4 are designed to illustrate mixed layer behavior 

under conditions of constant wind speed (7 ms- 1), constant sea surface 

temperature OSOe), and varying large-scale divergence. In Expedment 3 

(figure 29) air moves toward higher divergence, with the gradient being 

4 x 1O-6s-1/1000 km. In Experiment 4 (figure 30) air moves toward lower 

divergence with the gradient being -4 x 10-6
5-

1/1000 km. 

The most apparent general feature of figures 29 and 30 is that 

there is practically no variation of any model variable except zB. 

Although it may at first sight seem surprising, this feature is consist­

ent with figures 14-18, which show that in the steady state horizontally 
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homogeneous casp, of the variables zs' zc' hM' (q+t)M' ~, and 

Wi{ql+ll)., only zB has a strong dtpendence on divergence in the range 

2 x 10-6s-1 to 6 x 10-6s-1. 

Another interesting feature of these two experiments is the slow 

adjustment of cloud top. If zs after 1000 km in Experiment 3 were in a 

horizontally homogeneous steady state, it would be the same as the 

initial value of Zs in Experiment 4. Conversely, if zB after 1000 km 

in Experiment 4 were in a horizontally homogeneous steady state, it 

would be the same as the initial value of Zs in Experiment 3. Thus, 

even in weak advective situations we might expect to find Zs rather far 

from its horizontally homogeneous steady state value. 

4.3 Adjustment times 

In Experiment 5 (figure 31) mixed layer air, after flowing for a 

long period over water with a temperature of 14°C~ instantaneously en­

counters water of 16°C. As expected an adjustment to the new conditions 

occurs. Cloud top and cloud base become higher, hM and (q+l)M increase, 

and the fluxes of hand q+l adjust to nearly double their original values. 

For zB to change 63% of the way to its asymtotic value requires 80 hours, 

while for hM and (q+~)M to change 63% of the way to their asymtotic values 

requires only 4 hours. This large difference in the adjustment time for 

zB as opposed to that for hM and (q+~)M appears to be a general feature 

of the model under typical eastern ocean situations. We shall offer an 

explanation of this phenomenon in section 5. 

4.4 Wintertime air mass transformation 

The gradients of sea surface temperature used in Experiments 1 and 2 

are characteristic of marine stratocumulus of th~ eastern oceans. When 
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wintertime cold air outbreaks occur in the eastern North Atlantic or in 

the East China Sea trajectories may cross regions of very intense sea 

surface temperature gradients associated with the Gulf Stream or the 

Kuroshio Current as was shown in figure 10. In Experiment 6 (figure 32) 

we attempt to simulate such air mass transformation by imposing the sea 

surface temperature field given by (4.1). 

Figure 32a reveals the remarkable deepening of the mixed layer pre­

dicted by the model. The predicted deepening agrees reasonably well 

with the observed deepening (figure lOb). Since hM (figure 32b) in­

creases while (q+~)M (figure 32c) remains nearly unchanged, the cloud 

base height Zc increases. The turbulent fluxes (figures 32d-f) are very 

large by eastern ocean standards. As might be expected there is a 

tendency for the largest fluxes to occur just after the largest sea sur­

face temperature gradient is encountered. Note that at about 1750 km 

the p(w'h')S and pL(w'q')S curves cross, i.e. the air-sea temperature 

difference vanishes. Thus, the mixed layer temperature has warmed up to 

the sea surface temperature while the mixed layer moisture has changed 

little. This will be discussed further in section 5. 

4.5 Generalized method for horizontally inhomogeneous solutions 

So far we have discussed idealized horizontally inhomogeneous 

solutions. In order to construct the steady state horizontally inhomo­

geneous properties of th.e mixed layer as a function of longitude and 

latitude we need to solve the governing set of equations for many 

neighboring trajectories. When solving the governing set of equations 

we must specify the sea surface temperature and pressure, the large­

scale wind speed and divergence, and the temperature and humidity of the 
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air above the mixed layer~ all as functions of the downstream distance 

x. Since wind speed and divergence are required along a trajectory, 

neighboring trajectories must be constructed in a manner consistent 

with the specified wind speed and divergence. To accomplish this we 

can begin with two dimensional (longitude. latitude) mean monthly fields 

of large-scale wind speed and direction (e,g. as given by Neiburger 

et al., 1961, or Miller and Stevenson, 1974). From the speed and direc­

tion we can compute the two dimensional field of large-scale divergence. 

Beginning at some initial longitude and latitude we can also compute 

from the speed and direction a sequence of longitude-latitude points 

which lie along a trajectory, and we can label each point in terms of 

the elapsed time from the initial point. This problem can be solved by 

spherical trigenometry considerations as follows. 

Suppose we are at the longitude-latitude point (Ai' ~i) on the 

trajectory and wish to proceed downwind in the direction ai to the next 

longitude-latitude point(~i+l' ~i+l) as shown in figure 33. The three 

great circles connecting the three pairs of points (Ai' .;) and (Ai+l' 

~i+l)' the north pole and (Ai' .i)' and the north pole and (Ai+l' .i+l) 

form the sides of a spherical triangle. The cosine law for sides states 

that the cosine of a side of a spherical triangle ;s equal to the pro­

duct of the cosines of the other two sides plus the product of the sines 

of those two sides multiplied by the cosine of their included angle. 

Applying the cosine law for sides to the great circle connecting the 

north pole and (I'it1' <P;+1) we obtain 

sin <Pit1 = sin .i cos (~) + cos~; sin (~) cos ai' (4.2) 
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Figure 33. Schematic diagram illustrating the method used 
for a trajectory calculation. 
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Applying the cosine law for sides to the great circle ~onnecting (~., ~.) 
. 1 1 

and (Ai+l , ~i+l) we obtain 

cos (~)= sin <P j sin <P;+1 + cos <P; cos <P;+1 cos (Ai - ).;+,), (4.3) 

which can also be wirtten as 

= cos (~) ~ sin ~i sin <PHl 
cos <Pi cos <PHl 

The time elapsed in the air travel distance d is 

(4.4) 

ti+l - ti = vd.. (4.5) 
1 

Knowing the coordinates (Ae, <p.), the wind direction a
l
·, the wind . 1 1 

speed Vi' and the specified downstream space increment d, the latitude 

of the next downstream point can be computed from (4.2), its longitude 

from (4.4), and the time increment between points from (4.5). 

Model output derived using the above method can be compared to 

mean monthly maps of inversion height, air-sea temperature difference, 

etc. Although the method is open to the criticism that the response to 

average conditions is not necessarily the average response, it is pro-

bably the best that can be done with presently available data. The 

method has been used by Steiner and Schubert (1977) to compute the pro­

perties of the stratocumulus regime off the west coast of South America. 
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5. Approximate analytic solutions 

In this section we shall derive approximate analytic solutions to 

the governing equations. Assuming that wB is given by -DzS' we can 

eliminate (w'h')S and (wrfiT)B from (2.1), (2.3) and (2.5) to obtain 

(5.1) 

Similarly, we can eliminate (W1ql)S and WI(ql+l!)B from (2.2), (2.4) and 

(2.6) to obtain 

(5.2) 

Equations (5.1) and (5.2) can be regarded as differential equations 

Hhich give the variation of hM and (q+l)M along the trajectory if the 

\lariations of zB and t,FR along the trajectory are known. The solutions 

to (5.1) and (5.2) are 

and 
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where 

(5.5) 

The solutions (5.3) and (5.4) show that the effects of upstream condi­

tions are gradually forgotten as the result of the three terms in the 
C V 

integrand of (5.5), i.e. surface transfer (---zT ), entrainment due to . B 
mean subsidence (0), and entrainment due to boundary layer deepening in 

dz 
the downstream direction (t- d:). The integrand of (5.5) is always 

C V B dz 
positive since both land 0 + l dtB (which is directly propm'tional 

zB zB 
to the net mass flow across the top of the mixed layer) are always 

positive. How fast are upstream conditions on hM and (q+!)M forgotten? 

As an example let us consider Experiment 5 of the last section. Even 

after the instantaneous sea surface change, the quantities 
C V dz 
T : 0 : l dtB do not vary much along the trajectory and have typ-
zB zB 

ical values of 28 : 4 : 2 in units of 10-6s-1. Thus, a(t,t') can be 

roughly approximated by exp 1- c:sv (t - t')! ' which is shown in figure 

34. In this case it appears that, as far as hM and (q+!)M are con­

cerned, conditions more than 24 hours upstream are more than 90% for­

gotten. As a second example let us consider Experiment 6. At 600-700 km 
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GTV 1 dZB the quantitie~ zB : 0 : zB dt have the values 15 : 10 : 32 in units 

of 10-6s-1, while at 1600-1700 km they have the values 6 : 10 : 3. 

These figures are in sharp contrast to Experiment 5, indicating that 

the AMTEX situation is one in which mixing across cloud top plays a 

very important role. According to (5.3) this mixing across cloud top 

will tend to increase hM' but according to (5.4) it will tend to 

decrease (q+l)M' Thus, in the AMTEX situation so much dry air is 

entrained across cloud top that the mixed layer does not moisten. 

However, the atmospheric column as a whole is rapidly moistening due 

to the increase in zB' 

To determine the variation of zB along the trajectory we could 

combine (2.3), (2.4), (2.5), (2.6), (2.10), (2.22), (2.31), (2.32), 

(5.3) and (5.4) into a single differential equation for zB' Although 

this can in principle be done, it leads to an extremely complicated 

equation for zB' Here we shall consider only the minimum entrainment 

case and assume that the minimum W1S
V

I occurs at the surface. 1 The 

assumption that (w1s I) vanishes decouples the cloud base relation 
v S 

(2.10) from the entrainment relation, so that we have simply 

(5.6) 

Using (5.1), (5.2) and (5.6) we can easily obtain 

(5.7) 

1The minimum occurs at the surface in Experiments 2, 3 and 4 of 
the last section. 
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which is a differential equation for zB provided ~FR and sv(zB+) are 

known. The solution of (5.7) is 

(5.8) 

where 

After the instantaneous sea surface temperature change of Experi­
ds* 

ment 5, d~s is zero so that b(t,t ' ) can be written exp{-D(t-t')}, 
C V 

which is also shown in figure 34. Since OT for Experiment 5 is about Zs 
seven, the memory time for zB is about seven times the memory time for 

hM and (q+.t)w 

Although we have derived (5.7) - (5.9) using the assumption that 

(W1SVI)S vanishes, our experience with numerical solutions indicates 

that the longer adjustment time for Zs compared to hM and (q+.t)M is a 

general feature, at least under typical eastern ocean situations. 

Perhaps additional analytic progress on this problem could be made with 

the two time scale procedure described by Cole (1968). 
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6. An observational program 

With lilly's work and the extensions of his work which have 

followed it seemed to us that the state of the theory of marine strato-

cumulus convection was considerably more advanced than the observations. 

This indicated the need for an observational program taking advantage 

of modern aircraft turbulence measuring techniques. Such a program 

could probably be carried out at any of the five regions discussed in 

section 1 and, were it an ideal program, would measure all the model 

input and output quantities listed in the first and third columns of 

Table 7. An ideal program seems to be almost within reach1 of the 

NCAR Electra aircraft measurement capabilities, which are summarized 

in Table 12. The inertial navigation system allows accurate determi­

nation of the velocity of the aircraft with respect to the earth, 

while the airspeed, attack angle, and sideslip angle measurements allow 

computation of the velocity of the air with respect to the aircraft. 

The difference of these two is the velocity of the air with respect 

to the earth. This velocity, in combination with the air temperature, 

water vapor, and liquid water measurements in principle allows the 

computation of heat, water vapor, and liquid water fluxes. In 

addition, radiation, sea surface temperature, and mean profile measure-

ments are possible. In June 1976 a program of five NCAR Electra flights 

totaling about thirty hours was carried out off the California coast. 

A more detailed discussion of this program is given in Wakefield and 

Schubert (1976). An example of cloud conditions and mean profile data 

IThe large-scale divergence appears to be too small to measure 
using only an aircraft. 
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TABLE 12. Summary of NCAR Electra measurement capabilities. 

Parameter Measured Instrument 

1. Aircraft pitch and roll Inertial Navigation System 

2. Ai reraft heading and ground speed Inertial Navigation System 

3. Aircraft vertical velocity Inertial Navigation System 

4. Aircraft latitude and longitude Inertial Navigation System 

t::: 
..J. Angles of attack and sideslip Fixed and rotating vanes 

6. Airspeed Wingtip and boom pilot-static 
tubes 

I 7. Altitude Radio and pressure altimeters 
I 
I 8. Air temperature Platinum resistance wire, tungsten 

resistance wire, wet bulb 
thermistor, bolometric 
radiometer (PRT-6) 

9. Water vapor content Thermoelectric hygrometer, 
Lyman-alpha hygrometer, 
microwave refractometer 

10. Liquid water content Hot-wire flowmeter, Knollenberg 
Forward Scattering Spectrometer 
Probe 

II. Radiation Upward and downward looking 
pyrgeometers and pyranometers 

12. Sea surface temperature Bolometric radiometer {PRT-5} 
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for the last flight was shown in figures 4 and 5. On this flight many 

ten minute crosswind legs were made in the subcloud and cloud layers 

in an attempt to determine the various turbulent fluxes. The results 

will be presented in a future paper. 

To make a more complete observational study would appear to require 

a large increase in effort and cost. For example, to measure large­

scale divergence and thus be able to compute turbulent fluxes as 

residuals from the large-scale heat and moisture budget equations would 

require an array of ships with tethered balloons. Such a program has 

already been proposed as part of the Global Atmospheric Research 

Program. 
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7" Summary and conclusions 

We have reviewed the climatology of the various marine stratocumulus 

regimes and presented a combined convective-radiative model for their 

study. Both horizontally homogeneous and horizontally inhomogeneous 

solutions to the model have been investigated. How could the model be 

further improved? One possibility is to include the momentum equations 

so that surface winds and divergence are no longer externally specified 

quantities but are dependent variables of the model. One might then 

specify only the sea surface temperature and pressure fields. Another 

possibility for improvement is to generalize the model to include both 

stratocumulus and trade cumulus convection. Then trajectories could be 

followed closer to the ITeZ, and one could study the transition from 

stratocumulus to trade cumulus convection. Such a model has recently 

been developed by Albrecht (1977) along lines first proposed by Betts 

(1973). 
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