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ABSTRACT 

 

SIMPLIFIED MEMBRANE-LIKE SYSTEMS DESCRIBING THE PHYSICAL BEHAVIORS 

OF CHOLESTEROL AND ANTI-DIABETIC DRUGS 

This work evaluates the properties contributing to natural membrane permeability by 

using simplified systems. Absorption mechanisms are a critical step in evaluating the action of 

orally active drugs. Reverse micelles (RMs) were used as a membrane-like model to analyze the 

permeation through spectroscopy. The properties exerted by the ligand and ligand substituents 

were evaluated in the context of membrane permeation. The polydentate ligand of anti-diabetic 

dipicolinatooxvanadium(V) [VO2dipic])-, 2,6-pyridinedicarboxylate (dipic2-) was observed for 

permeability in sodium bis(2-ethylhexyl)sulfosuccinate (AOT) RMs.  Measurements using proton 

nuclear magnetic resonance (1H NMR) spectroscopy revealed the permeation and hydrophobic 

stability at physiological pH for dipic2-. Substituents, NH2, OH, H, Cl, NO2 were evaluated for 

influencing the stability and permeability of [VO2(dipic)]- in AOT RMs. Using infrared 

spectroscopy (IR), substituent changes significantly influenced the permeation of the vanadium 

complex series. Properties contributing to the membrane permeation of drugs may also be altered 

by membrane composition. Cholesterol is present in intestinal membranes and is known to 

possess properties reducing permeability. A system composed of cetyltrimethylammonium 

bromide (CTAB), 1-pentanol, cholesterol, and an aqueous phase formed RMs characterized by 

NMR and dynamic light scattering (DLS). Cholesterol altered the RM structure and proton 

transfer rates between the water and 1-pentanol of the system. Combined, this work illustrates 

that ligands, substituents, and membrane components influence the uptake of orally administered 

drugs. 
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INTRODUCTION 

 

Over 25 million individuals in the U.S. have diabetes, 90 - 95% are classified as type 2 1. 

Oral administration of vanadium containing compounds normalizes diabetic symptomology 2-4. 

Many vanadium compounds are orally active; however, their absorption is poor and the 

mechanism is not clearly defined 5-7. One possible mechanism of absorption occurs passively, 

permeating membranes 8,9. This work uses artificial membrane mimics to observe the molecular 

properties contributing to passive permeation. Analyses of the organic ligand and substituent 

effects were performed to reveal the physical properties that contribute to the anti-diabetic 

response to  dipicolinatooxovanadium(V) [VO2(dipic)]- in vivo. The influence of membrane 

composition on permeation and absorption led to the development of an artificial membrane 

system containing cholesterol.  

 
Type 2 diabetes mellitus and vanadium 
 

Type 2 diabetes mellitus (T2DM) is a complex metabolic disorder involving insulin 

production from pancreatic β cells and insulin resistance 10. Insulin binding insulin receptors 

(IRs) initiates the signaling pathway that results in the absorption of glucose in insulin sensitive 

cells such as myocytes and adipocytes. Increased glucose absorption in the gastrointestinal (GI) 

tract and excessive glucose release from the liver results in elevated blood glucose levels, termed 

hyperglycemia. Signal transduction and glucose metabolism changes are targets for T2DM 

treatment.  

Impaired signal transduction in muscle and adipose cells is a proposed mechanism of 

T2DM 11. Defects in receptor mediated tyrosine phosphorylation, protein kinase B (PKB or Akt) 

activation, elevated lipid levels and phosphorylation on insulin receptor substrates (IRS-1) 12 
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have been identified as contributors. However, the insulin-signaling pathway itself has yet to be 

fully resolved. Full activation requires two distinct insulin receptor (IR) signaling events 

activating the phosphoinositide-3-kinase (PI3K) and TC10 pathways, 13 summarized in figure I.1. 

The pathway continues to the translocation of glucose transporter type 4 (Glut4) containing 

vesicles to the plasma membrane, which remains unclear. Recent findings identify protein kinase 

C (atypical ζ/λ) (PKCζ/λ,) Akt substrate of 160 kDa AS160 11 and microdomain 

compartmentalization of Akt and PI3K 14 as updates to the signaling pathway with functioning in 

the translocation of Glut4 vesicles. The unresolved mechanistic features of GLUT4 translocation 

leave some effects of anti-diabetic treatments debated.  

Recent findings show significant improvements in diabetic symptoms  through Roux-en-

Y gastric bypass surgery (RYGB) 15,16. Improved glucose utilization through up-regulation of 

glucose transporter 1 (Glut-1) and intestinal remodeling has been proposed as mechanisms. 15. 

The link between the restoration of glucose metabolism in the GI tract and clinical improvement 

in type 2 diabetes illustrates the critical nature of the small intestine. However, the mechanism 

creating the observed improvements is yet unknown. Intestinal brush boarder membrane (BBM) 

changes such as fluidity reductions 17, total lipid reduction and phospholipid: cholesterol ratio 

changes 18 have been observed in diabetic patients receiving RYGB. In type 2 diabetes, 

membrane changes show that cholesterol content increased in the GI membranes, reducing 

fluidity, which was normalized with insulin 19. Gene expression changes similar to non diabetics 

are also reported in T2DM patients after gastric bypass surgery 15. However, RYGB surgery is 

not available for patients who do not meet obesity criteria 16. Alternative means are required to 

assist these patients. 
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Vanadium exerts properties that mimic insulin, such as normalization of diabetic 

hyperglycemia, yet few vanadium compounds have progressed past phase I and II level clinical 

trials3,20. Interactions with many insulin pathway proteins including IRSs, 21 protein tyrosine 

kinases (PTKs) 22,23, PI3K, 21 PKB or Akt, 24,25 and regulatory protein tyrosine phosphatase-1B 

(PTP-1B) 3,26,27 and alkaline phosphatase 28 have been reported, among others. Numerous 

vanadium-containing compounds exhibit properties contributing to diabetes treatment, however 

the mechanism of absorption is not clearly defined.  

In membranes, vanadium interactions resulting in fluidity changes similar to insulin have 

been observed in vitro 29,30. BBM microvilli remodeling, 31,32 cytoskeleton and actin interactions 

33,34 have also been observed. Impaired glucose absorption and transport has been reported in 

intestinal tissues 35,36. Also, increased glucose uptake has been observed in target cells 37 

concomitantly with reduced circulating glucose concentrations. Gene expression changes 

resembling non-diabetics6 have been documented as a result of oral vanadium administration. 

However, the active form remains uncertain and the array of vanadium properties contribute to 

the ambiguity. Additionally, environment can affect vanadium chemistry, 38 so determination of 

the active species is not intuitive and has not yet been determined. Yet, some vanadium 

compounds are more effective at treating T2DM than others in vivo 6. Therefore, the properties 

contributing their activity must differ. Absorption is a critical property that is not clearly defined. 

 
Absorption of dipicolinatooxovanadium(V) [VO2(dipic)]- 
 

 Absorption, distribution, metabolism, excretion and toxicity (ADME/T) properties are 

used to investigate orally administered drugs 39. ADME/T reports indicate vanadium is poorly 

absorbed in the GI tract 5,6,40; less than 5% is absorbed, with 95% excreted in feces 5. In general, 

~33% of new drugs fail due to poor oral bioavailability 41. Absorption is a limitation for diabetes 
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treatment using vanadium 5. However, many vanadium-containing compounds perform well in 

vivo, indicating that little vanadium is needed to create an antidiabetic response 6,42,43. 

[VO2(dipic)]- is among the most effective at alleviating diabetic symptoms while exhibiting 

reduced toxicity 6,31. The absorption mechanism has not been defined, but could occur through 

either passive or protein-assisted mechanisms.  

Absorption through anion transport proteins is a possible protein-assisted mechanism for 

vanadium. To evaluate this mechanism, inhibition using 4,4’-diisothiocyano-2,2’-

stilbenedisulfonic acid (DIDS) was performed on Madin-Darby Canine Kidney (MDCK), Caco-

2 and human erythrocyte cells 31,40,44. (VO2[dipic])- permeated by an alternative mechanism, while 

sodium metavanadate (NaVO3) (vanadate (VO2
+ or H2VO4

-) in solution) was blocked 40,45. 

Vanadate is the formed when [VO2(dipic)]- dissociates, becoming the predominant species at ~ 

pH 6.5 46. In membrane model systems [VO2(dipic)]- permeated an anionic interface and 

interacted with a cationic interface, modulated by hydrophobic and Coulombic effects 47,48. The 

findings deviated from established drug permeability rules, yet illustrated the potential for a 

passive mechanism. Determining the factors that contribute to the passive uptake of 

[VO2(dipic)]- is the goal of this work. 

Drug stability as a function of pH is a critical factor with implications relevant to 

absorption. In animals, vanadium was administered through drinking water (~ pH 6.0) 49. Orally 

administered drugs move through the esophagus to the stomach and are typically absorbed by the 

cells lining the small intestine called enterocytes 50. The pH gradient for the differing 

compartments ranges from 1.0 - 3.0 in the stomach to 7.4 in the cytosol of enterocytes 51-53. The 

pH change from 2.0 to 6.0 occurs over only a few centimeters of tissue. Focusing on 

[VO2(dipic)]-, stability is > 70 % until ~ pH 6.0 where dissociation to VO2
+ (H2VO4)- and dipic2- 
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occurs 6,46. The structures of [VO2(dipic)]-, dipic2- and (H2VO4)- are illustrated in figure I.2. The 

dissociated products would be the dominant species at the cytosolic pH of 7.4. If the complex 

diffuses from the small intestine to the cytosol it will dissociate in the aqueous phase. However, 

[VO2(dipic)]- is a more effective anti-diabetic agent than vanadate. Therefore, a significant 

difference in ADME/T between [VO2(dipic)]- and vanadate must exist, presumably contributed 

by the ligand.  

Membrane targeting may be key to explaining the observed increase in efficacy of 

[VO2(dipic)]-. 2,6-pyridinediacarboylate (dipic2-) may play a significant role in increasing the 

absorption of [VO2(dipic)]-. Lipophilicity contributes to passive drug absorption by increasing 

membrane solubility 54. Organic ligands increase the lipophilicity and efficacy of vanadium 

compounds, resulting in increased absorption and reduced toxicity 31,55; however, 

pharmacokinetic guides indicate charged molecules and carboxyl (COO-) groups should possess 

poor permeability 56,57. Dipic2- has both in the form present near neutral pHs and therefore should 

not be lipophilic 58. Evaluation of the membrane solubility of dipic2- was performed in a 

membrane-like system in chapter 2 59.  

 [VO2(dipic)]- dissociates in aqueous bulk at neutral pH, yet remains intact in surfactant 

interfaces 47. Thus, since [VO2(dipic)]- is stable in hydrophobic media, determining the properties 

contributing to permeation are of critical importance. Hydrophobic media in biological structures 

applies to hydrocarbon tails of lipid bilayers and protein folds. Hydrophobic media opens 

[VO2(dipic)]- to chemistry not present in aqueous bulk, forming ternary complexes and 

catalyzing reactions 38. The concept of pH is also skewed in confined hydrophobic environments 

60. So membrane interaction may play a more critical role in the action of [VO2(dipic)]- than 

simply passing into the cytosol.  
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Ligand substituents have been used to increase the lipophilicity of drugs by increasing 

their permeability 61. Accordingly, substituents on [VO2(dipic)]- may increase the stability of the 

complex in hydrophobic media. Stability data indicates substituents NH2, OH, Cl, and NO2 

reduced the aqueous stability and efficacy in vivo compared to H 6. However, how these findings 

correlate with membrane permeability is yet unknown. The reduced stability in aqueous may 

increase solubility and stability in hydrophobic media, improving permeability. Analysis of 

substituent effects contributing to permeation was the focus of chapter 3. 

 
Cholesterol in membranes affecting absorption 
 

To evaluate passive permeability, the composition of the absorbing membrane is a critical 

element. One membrane component regulating permeability is cholesterol 62. Abundant in 

animals, cholesterol is critical a precursor to steroid hormones 64. In cells, the highest 

concentrations of cholesterol are observed in plasma membranes 63. Cholesterol is present in the 

membranes of the enterocytes lining the small intestine 18. The lipid ratio of the BBM of 

enterocytes is ~1.5 – 2.0 phospholipid: cholesterol 51,65. Interestingly, elevated cholesterol was 

observed in the BBMs of diabetic rates, indicating a potential for disrupted passive drug 

absorption 18. Examining the properties of cholesterol is needed to model a passive uptake 

mechanism of orally active compounds. 

The most well studied property of cholesterol is altering membrane fluidity 66,67. 

Cholesterol decreases fluidity 67, producing phase changes in membranes 68,69. In liposomes, 

cholesterol reduced the partition coefficient (permeability) of chlorpromazine 70. Tight lipid 

packing may be the source of the decreased permeability 68,71. Cholesterol increased elastic 

stiffness and viscosity in phospholipid multibilayers 67. Forming heterogeneities in monolayers 

relates cholesterol to microdomain formation, 72,73 while inducing membrane curvature during 
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endocytosis links cholesterol to more sophisticated cellular processes 74. Impacting cellular 

processes through the chemical activities of membrane-associated proteins also occurs with 

cholesterol 75. Cholesterol altered charge transfer in bacterial reaction centers 76,77 and dipole 

potentials of lipid membranes 78.  

Although studies have documented the effects of cholesterol on membrane characteristics 

and protein activities, the location and orientation of cholesterol is debated. Cholesterol is 

presumed to stack longitudinally in membranes 8; while this is accepted, experimental 

confirmation is limited. Definitive evidence of the orientation of cholesterol in the liquid state is 

lacking 79. Theoretical modeling shows cholesterol H-bonding with phosphodiester groups of 

phosphatidylcholine 80. Computer simulation indicates cholesterol intercalates between 

hydrocarbon tails of phospholipids 81. Liquid state characterization of cholesterol was attempted 

as a part of this work. The characterization was not completed due to solvent insolubility driving 

self-aggregation.  

In model systems cholesterol is reported in differing orientations 82-84. Nuclear magnetic 

resonance (NMR) studies show cholesterol intercalated in phospholipid bilayers in the liquid-

crystalline state 82. In anionic RMs, cholesterol formed coexisting aggregates by DLS 85 but 

intercalated by NMR relaxation (T1) 86. However, cationic micelles show cholesterol analog 

sodium deoxycholate (NaDC) stacking longitudinally 84. The many changes to membranes 

containing cholesterol may significantly change the absorption and activity of drugs including 

vanadium. The study of chapter 1 evaluates cholesterol in a reverse micelle (RM) system at a 

1.5: 1 surfactant to cholesterol ratio. Specifically, the effect of cholesterol on RM structure and 

the interfacial water was examined. 
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Evaluating absorption using model systems 

Partition coefficients like logP have been used to determine drug permeability comparing 

water to1-octanol solubility 87. Lipinski’s law of five (Lo5) uses molecular predictors to guide 

drug development by increasing permeability 54. Partition coefficients and molecular descriptors 

do not model the membrane interactions or pH changes encountered with oral administration of 

drugs. As a result, there are many exceptions to the logP and Lo5 screening methods. Absorption 

mechanisms are difficult to model in biological systems. Artificial membrane models create 

simplified systems, allowing these critical observations to be made.  

Absorption of vanadium has been studied using cell models, including MDCK, Caco-2 

and human erythrocytes. Cell models have the advantage of evaluating downstream processes 

and cytotoxicity 30,31. Limitations include alternative protein-assisted mechanisms, transport 

through junctions, and paracellular diffusion 88,89. High growth times, consumed resources and 

detection limitations also apply to cell studies. The aim of isolating passive mechanisms has lead 

to the development and use of artificial membranes.  

Bilayers, vesicles, monolayers, micelles and reverse micelles are examples of artificial 

membranes. The amphiphilic environment of the aggregated surfactants models the 

microenvironments present in biological membranes. Amphiphilic compounds have a polar 

segment and a nonpolar segment as illustrated in figure I.3, and aggregate based on London 

Dispersion forces and H-bonding 90. Bilayers can be formed in hours to minutes and may be 

characterized using X-ray scattering 91. Natural lipids are common surfactants in bilayer systems 

such as parallel-artificial membrane permeation assay (PAMPAs) 56,92. Vesicles, also termed 

liposomes, are bilayer suspensions present in biological processes and are useful in drug delivery 

and targeting 93. Proteins can be incorporated in these systems, allowing for experiments probing 
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their functionality 94. Limitations for vesicles are primarily through characterization 

methodologies. Electron microscopy techniques can be used but are time consuming 95. 

Langmuir-Blodgetts are monolayer systems formed in troughs where surface tension 

measurements investigate membrane perturbation 73,96.  

Micelles (Ms) and reverse micelles (RMs) are solution-state monolayer systems 97. 

Formation occurs above the critical micelle concentration (cmc) and critical temperature (Krafft 

temperature) 97,98. Interplay between aqueous, nonpolar and surfactant phases dictate M and RM 

formation. RMs are isotropic and can form with cationic, anionic or nonionic amphiphilic 

surfactant molecules 99. RMs are thought to be spherical, although computational modeling 

suggests ellipsoid shapes are more likely100,101. RM systems are not as accepted by biology as 

phospholipid membranes however, they provide a defined gradient from the aqueous core to the 

nonpolar bulk. RMs have been used to study water and molecular behavior in confinement, 102-105 

determine probe localization 85,106,107 and evaluate simple reactions 108.  

Cetyltrimethylammonium bromide (CTAB) and sodium bis(2-ethylhexyl)sulfosuccinate 

(AOT) RMs are illustrated in figure I.4 and were used as the model systems for this work. CTAB 

is cationic with a trimethylammonium head group while AOT is anionic with a sulfur trioxide 

head group and two carboxylate esters. A comparison between AOT, CTAB and 

dipalmitoylphophatidylcholine (DPPC) is provided in figure I.5. The increased simplicity of 

these systems allows for characterization through solution state spectroscopy. CTAB and AOT 

RMs are evaluated herein using 1H and 51V NMR, DLS and IR spectroscopies.  
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FIGURES AND CAPTIONS 

 

Figure I.1. Insulin-induced GLUT4 translocation from intracellular storage compartments to the 

plasma membrane requires two independent signaling pathways; one is dependent on the IRS/PI 

3-kinase pathway (signal 1) and the other is dependent on the CAP/Cbl/TC10 pathway (signal 2). 

Signal 1 involves the phosphorylation of IRS proteins and recruitment of PI3-kinase, resulting in 

the generation of PI-3,4,5-P(3) which subsequently activates 3’-phosphoinoside-dependent 

kinase 1 (PDK1). Signal 2 involves the phosphorylation of Cbl and the recruitment of CrkII–

C3G complex. Once Cbl is phosphorylated, the Cbl–CAP–CrkII–C3G complex translocates to 

the lipid raft microdomain where TC10 exists. The recruited C3G functions as a guanine 

nucleotide exchange factor for the TC10, resulting in the exchange of GDP for GTP. These two 

distinct insulin-induced signal transduction pathways act together to elicit the translocation of 

GLUT4 protein mediating via membrane trafficking systems. IRS, insulin receptor substrate; 
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PKB, protein kinase B (Akt); FLT, flotillin; PKC, protein kinase C; APS, Adaptor protein 

containing PH and SH2 domains. 

Reprinted from: Current Biology, 13 / 14, Kanzaki, M., Pessin, J. E., Insulin Signaling: GLUT4 

Vesicles Exit via the Exocyst, R574-R576, 2003, with permission from Elsevier.  

 

 

 

Figure I.2. Structural representations of dipicolinatooxovanadium(V) (VO2[dipic])-, 2,6-

pyridinedicarboxylate (dipic)2- and vanadate (H2VO4)-. 
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Figure I.3. Illustration of an amphiphile consisting of a polar and a nonpolar region. Polar ends 

can contain head groups that are charged (cationic, anionic), zwitterionic (both cationic and 

anionic) or nonionic. Nonpolar ends are typically aliphatic tails. 
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Figure I.4. An idealized representation of a spherical reverse micelle (RM) of sodium bis(2-

ethylhexyl)sulfosuccinate (AOT) and an RM structure of cetyltrimethylammonium brominde 

(CTAB) with 1-pentanol as the co-surfactant.  

Non-polar

H2O
H2O
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Figure I.5. Structural representations of, from left to right,CTAB, AOT, and 

dipalmitoylphophatidylcholine (DPPC) comparing the polar and nonpolar regions of common 

surfactants to natural lipids.  
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CHAPTER 1:1Cholesterol Affects Proton Transfer in CTAB Reverse Micelles 

 

SUMMARY 

Cholesterol is known to have profound impacts on biological membranes. The work 

presented here shows that cholesterol changes the transfer of protons along the interface of a 

simplified membrane-like system. By affecting the local water pool of reverse micelles, 

cholesterol can affect properties of the local aqueous region. A change in the proton exchange 

rate was observed with the inclusion of cholesterol detected by 1H NMR. By changing the pH of 

the aqueous phase, exchange rates slowed and the individual components separated into distinct 

signals. The signals were identified as hydrogen exchanged deuterium oxide and the hydroxyl 

group of 1-pentanol. This condition was reversed as pH became basic where elevated 

concentrations of –OH increased the rate producing one 1H NMR signal. Interestingly, the pH 

“window” where the exchange rates decreased was a narrower range with cholesterol. Without 

cholesterol, exchange rates were reduced in specific ranges. Rate differences were quantified to 

~105s-1 in the pH ranges of 2.0 – 3.0 and 11.6 – 12.0. These studies provide experimental 

evidence that natural membrane components like cholesterol impact reactions at the interface. 

Such interactions may contribute to previous observations indicating that membrane interfaces 

surrounding protein channels serve as proton-collecting antennae, significantly altering proton 

availability.   

 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 By: Alejandro M. Trujillo, Bharat Baruah and Debbie C. Crans*  
Alejandro M. Trujillo performed all experiments except figure 1.3 

Manuscript prepared for submission to Nature Chemistry 
	
  



	
  25	
  

INTRODUCTION 

Chemical reactions occurring near plasma membranes regulate many activities associated 

with cellular processes 1-7. Many factors contribute to these reactions, one being the membrane 

structure itself 1,8-13. Properties that affect reaction rates include the behavior of water along 

membrane interfaces 14. The behavior of water can be a defining factor for reaction rates in these 

complex biochemical environments 14,15. The specific composition of compounds composing 

cellular membranes influence changes in the reactivity along these interfaces 4-6,12,13,16-23. Cellular 

plasma membranes are composed of a variety of lipids, proteins and cholesterol, each with their 

own influence on membrane properties 11. The heterogeneities within plasma membrane creates a 

conundrum for researchers aiming to define specific membrane properties 24. These experimental 

complications have required the usage of simplified membrane mimics to model the structure 

and gain experimental accessibility 5,6,16-18,25-29. By removing the heterogeneities of biological 

membranes, clearer definition of membrane properties can be achieved 24. Previous studies in 

simplified systems have illustrated an effect of water in confinement 30-33. Studies have used a 

variety of model systems including vesicles and bilayers to simpler aggregated structures like 

monolayers, micelles and reverse micelles 34-37. The properties of water in confinement are 

critical to understanding chemical and biochemical events occurring along interfaces 38.  

A critical and extensively studied reaction in life sciences is proton (H+) transfer and how 

the process varies with the behavior of water and how it changes with its environment 1,9,39,40. 

Fundamentally, the presence of a membrane-like surface creates a polarized region of water 

where H+ transfer is sensitive to perturbations. The importance of H+ transfer has most 

commonly been experimentally examined in acid-base catalyzed reactions in water 41. H+ transfer 

rates in aqueous solution are generally diffusion limited (10-9 m2 s-1) 41. Rates change based on 
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the environmental presence of acceptors 41. Altered H+ transfer rates along interfaces have been 

observed leading and characterized as, H+ wire, H+ collecting antenna, and the core / shell water 

models 41,42. In a simplified membrane-like model system, cytochrome c oxidase attached to a pH 

sensitive probe, observed increased proton transfer rates by 400 fold compared to when 

cytochrome c oxidase was unincorporated 1.  However the complex mechanism of water 

oxidation catalyzed by cytochrome c oxidase requires the combination of theoretical modeling 

and experimental data 2.  Significant alterations in H+ flow along interfaces have resulted in the 

suggestion that membrane-like interfaces act as a H+ collecting antennae 9. Experimental 

evidence supports the movement of H+s along membrane interfaces on a H+ wire with significant 

increases in H+ transfer rates observed 41. The core / shell model used with reverse micelles 

describes different types of water and as a result significant differences in their properties should 

be accessible for measurement 43. Cai, et al. have shown in lipid-conjugated nanoparticles, 

chemical exchange saturation transfer agents indicate a reduced exchange between metal 

coordinated water and bulk water 44. These examples indicate a change in the chemical properties 

of water along interfaces resulting in the profound effects H+ transfer rates. 

Cholesterol is a critical component for biology, and specifically in membrane structures 

12,19,21,45. By removing the cholesterol typically present in living systems, it has been shown that 

profound effects occur, which result in ultimately killing the cell 7. Cholesterol is known to have 

an influence on membrane physical characteristics and dynamics 12,17. The physical properties 

that cholesterol exhibits when present in membranes contributes to the stability of the membrane 

structure by inducing an increase in rigidity creating a liquid ordered (Lo) phase by tightly 

packing with other membrane components 46. Tai, et al. has provided evidence that cholesterol 

reduces membrane fluidity under oxidative attack 47. Cholesterol has been shown to alter the 



	
  27	
  

structure of membranes also by inducing curvature 48. Altering the structure of a membrane 

interface can have profound effects on the activity of the reactions taking place along these 

interfaces 13,49,50. In membrane microdomains, which have an increased concentration of 

cholesterol, these structural changes affect the progression of biological pathways 50. Emerging 

evidence has also indicated that there may be some effects on reactivity changes that occur near 

the interfaces associated with cholesterol 19-21,51. It has been shown by Pilotelle-Bunner, et al. the 

presence of cholesterol in phospholipid membranes alters charge transfer reactions in 

Rhodobacter sphaeroides and other bacterial reaction centers 10,52.  The chemical activity of a 

bacterial reaction center is tied to the transfer of H+s in water 41. In the present study it was aimed 

to directly evaluate the effect of cholesterol on the movement of a protons from water to a near 

by acceptor within a confined space. 

Simplified model systems such as micelles and reversed micelles (RMs) have proved to 

be useful tools for exploring confined media by spectroscopy methods 29,53,54. Specifically, for 

biology and biochemistry, simplified models have provided researchers with a tool to observe 

chemical events with fewer variables that are possible in cells. Such opportunities include the 

ability to define chemical reactions, such as H+ transfer, at a level not accessible to cellular 

membranes 5,6,9,16,25,26,55. RM systems have the advantages of being very simple, and amenable for 

spectroscopic studies probing the reactions occurring within them 38,53,54,56. Here, the cationic 

cetyltrimethylammonium bromide (CTAB) RM system with will be explored as shown in figure 

1.1. Previously, Halliday, et al. used the CTAB RM system and NMR to measure the pH of the 

samples created noting that signals for H2O and the hydroxyl group of 1-hexanol, split 54. Liu, et 

al. has indicated through ROESY NMR experiments that a cholesterol analog, sodium 

deoxycholate, aligns with CTAB molecules in a membrane-like bilayer structure 57. With a 
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mixed CTAB / 1-pentantol system, it is aimed to observe the change in structure and reactivity 

with the inclusion of cholesterol. Specifically, this work views changes to the structure of CTAB 

RMs formed with cholesterol and the rate of H+ exchange of the aqueous region by pH 

manipulation.  

 

MATERIALS AND METHODS 

Materials. 

 Cetyltrimethylammonium bromide (95% purity), cyclohexane (99%), cholesterol (95%), 1-

pentanol (95%), deuterium oxide (95% purity and 99.9% deuterium), NaOD (99% purity and 

99% deuterium) and DCl (99% purity and 99% deuterium) were purchased from Aldrich and 

used as received. Purity of solvents and materials were examined by 1H NMR spectroscopy.  

Sample Preparation. 

Reverse micelle solutions were prepared by mixing 60 mM CTAB solid, 40 mM 

cholesterol solid (in cholesterol containing samples) and 300 mM 1-pentanol dispersed in 

cyclohexane organic solvent which is then vortexed creating a suspension that is then combined 

with the appropriate amount of aqueous to achieve the desired wo creating a transparent solution. 

The aqueous stock consists of pH adjusted D2O from 1.4 – 12.0 by adding DCl and/or NaOD to 

the solution and were stored in glass sample vials. The pH was measured on an Orion 420A pH 

meter with solutions at ambient temperature (25oC) and pressure (14.7 psi). The aliquots of 

aqueous the were then added to sample vials containing the other components of the RM system 

in accordance with wo calculations defined by equation 1 and range here from 4 - 30. All 

concentrations of the compounds used in this manuscript are held constant. The components 

altered here include, volume of the aqueous stock, which were added to sample vials using 
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Eppendorff micropipettes and the volume of the cyclohexane solvent, which were added using 

glass syringes. The resulting mixtures of water-in-oil solutions were vortexed until homogenous, 

optically transparent solutions were observed. All samples were stored at room temperature in 

glass sample vials with Teflon lined tops. 

NMR Experiments. 

NMR experiments were performed on multiple spectrometers. Preliminary studies and 

the data in figures 1.2 and 1.3 were performed on a 400 MHz Varian NMR spectrometer and 

were acquired using the Varian provided pulse sequence with a spectral window of 5 kHz at a 

90o pulse angle. The spectra in figure 1.3 were acquired on a 750 MHz Varian spectrometer at 

pacific northwestern national lab (PNNL). The data uses the 1H Varian supplied pulse sequence 

with a spectral window of 5kHz at a 90o pulse angle. Samples were referenced to the most 

prevalent solvent peaks within the samples (7.26 ppm for CDCl3 samples, 1.38 ppm for 

cyclohexane / RM samples). All spectra were acquired a minimum of 16 scans. The resulting 

spectra were transferred and worked up using either MestRec or MestRec Nova software, then 

plotted using Origin. 

NMR linewidth analysis. 

To quantify the changes observed in the rates of exchange observed by 1H NMR the 

quantification of keq was achieved using unequally populated, two-site exchange equations based 

on the McConnell - Bloch equations 58. At acidic pHs the fast exchange rate was observed by a 

single peak for the OHs from HOD and OHp. Where fast exchange occured a rate constant in s-1 

was achieved using equation 1 and is displayed in table 1. When the signal shows a pattern that 

was broadened, indicating an intermediate rate of exchange, equation 2 was used. Where two 

individual peaks for the contributing compounds was observed  equation 3 was used. 
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(1) k =πΔvo
2/2(4πpApBΔvo

2/(π(he – ho)A+π(he – ho)B)) – Fast 

(2) k = pΔvo/21/2 – Intermediate 

(3) k = π(4πpApBΔvo
2/(π(he – ho)A+π(he – ho)B)) – Slow 

Where k is the rate of exchange in s-1, pA is the population in mole fraction of contributor 

A, pB is the mole fraction of contributor B and Δvo is the difference between the two exchanging 

peaks in Hz. The term he is the peak width at half height with exchange, ho is the peak with at 

half height without exchange for contributors A and B. 

DLS Experiments. 

Prior to light scattering experiments, attempts were made to filter the experimental 

samples using 2mm screw on filters (25 mm surfactant-free) from Thermo scientific. It was 

found that the filtration procedure caused the samples to be disturbed creating suspensions that 

were deemed unusable for spectroscopic analyses for unknown reasons. The samples used were 

unfiltered and were transferred into quartz cuvettes using glass syringes. The cuvettes used were 

Wyatt Technology Corp. 12 (2ml) quartz cell (P/N 161125) with a 8.5mm center height. 

Preliminary DLS experiments were conducted on a Wyatt Technology Corp. DynaPro Titan 

dynamic light scattering spectrometer. The data presented in figure 1.4 was acquired on 

Brookhaven ZetaPALS DLS instrument from Brookhaven Instruments Corporation using 

Brookhaven Instruments – ZetaPALS Particle Sizing Software with a 658.0 nm laser. Prior to 

acquiring data, the refractive index (ni) and viscosity (h) parameters of the neat solvent 

(cyclohexane ni 1.421, and h 0.899cP) were input into the program. Samples were allowed to 

equilibrate to 25oC and ran a minimum of 10 scans with the data fitted assuming spherical 

particles in solution at a 90o angle. Data was processed on DynaPro Dynamic version 6.7.3 

software and plotted using Microsoft Excel.  
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RESULTS 

The influence of pH affecting the aqueous region of cetyltrimethylammonium bromide 

(CTAB) RMs was first reported by Halliday, et al. where pH approximations were made by 

observing the NMR signals for H2O and OHp 54. Our aim is to specifically evaluate the influence 

of cholesterol on changes occurring in H+ transfer in the system, component structures were 

defined in figure 1.1.  The chemical structures represented in figure 1.1a) and 1.1b) allow for the 

formation of the RM structure, with the chemical structure of cholesterol is illustrated in figure 

1.1c). An idealized model defining the CTAB / 1-pentanol RM structure is illustrated in figure 

1.1d). The RM structure shown in figure 1.1d) is a spherical micro emulsion where the polar 

head groups of CTAB and 1-pentanol aggregate, surrounding the water core. In this system, the 

size of the water core is determined and controlled by utilizing the equation; wo = 

[H2O]/[surfactant]. In CTAB RMs, the critical micelle concentration (cmc) for CTAB was 

discovered to be 40 mM, and RM formation was not dependent on water content 59. It has been 

shown by Giustini et. al., that not all of the 1-pentanol molecules within the system exist along 

the interface 60. Upon vortexing the resulting solutions, the samples appeared optically 

transparent and contained RMs dispersed in cyclohexane confirmed by conductivity 

measurements. Within RM systems it is known that there are two distinct types of water, where 

the interior core exhibits properties similar to those of bulk water, while the water layer located 

along the interfacial region is significantly different 43. The difference is considered to be due to 

the local charges of the surfactant and the resulting alterations they have on the H-bonding 

network 38,43. By using the relatively small RM size of wo  = 4, we aim to make the interfacial 

water more prominent in the system for spectroscopic observation of the behavior of this water 
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layer. Thus, the effect of pH on the aqueous phase of this system was a parameter of particular 

interest.  

The control study of figure 1.2 shows the 1H NMR measurements as a stacked plot 

illustrating the chemical shift spectra for the compounds in this study. CTAB, cholesterol and 1-

pentanol are shown in figure 1.2 with their chemical shifts recorded for the individual 

components. The data was recorded on a 400 MHz Varian NMR and the spectra for the 

individual samples contained, 300 mM 1-pentanol, 60 mM CTAB, and 40 mM cholesterol in 

chloroform (CDCl3) are shown. This study was performed to establish a baseline to determine 

the accuracy of the spectrometers used and the purity of the compounds. This work allowed for 

the appropriate peak assignments to be determined for each compound and resulted in the 

numbered labeling sequence shown on the structures in figure 1.1. The top spectrum in figure 1.2 

illustrates the resonance signals for the CTAB / 1-pentanol RM system with cholesterol. This 

sample served as a control for the determination of the spectroscopic compatibility of the sample 

series to be evaluated. Additionally, figure 1.2 illustrates the chemical shift region containing the 

signals of interest (3 – 6 ppm), as well as the regions that are difficult to define (0 - ~2.5 ppm). 

The OH containing signals were found to be present the region of 3 – 6 ppm and this region will 

be the chemical shift range of focus for the proceeding figures. The chemical shift signals in 

figure 1.2 are assigned to the best of our knowledge yielding the assignments within the 

observations in this study 54,59,61. 

To examine any alterations to the structure of the RMs created with addition of 

cholesterol, we first analyzed the effect of increased water content on the system by 1H NMR. 

Cholesterol is known to alter the phase of cellular membranes, modulating between liquid 

ordered (Lo) and liquid disordered (Ld) and the amount of water in the system shifts this continum 



	
  33	
  

21. In a previous study using a cholesterol analog, sodium deoxycholate (NaDC) it was shown 

that NaDC was compatible with CTAB, indicating the potential for the compatibility between 

CTAB and compounds structurally similar to cholesterol 57. Previously, it was found by Klicova, 

et al. that the concentration of water did not effect the RM formation of CTAB in chloroform 

above the 40 mM cmc 59. Figure 1.3 describes the effect of altering the amounts of water within 

the system. The samples contain CTAB / cholesterol / 1-pentanol / cyclohexane and D2O. 

Deuterium oxide (D2O) was used to allow the spectrometer to maintain a lock on the deuterium 

resonance in these complex systems, increasing the accuracy of the NMR spectra acquired. The 

samples used in figure 1.3 contained 60 mM CTAB and used the co-surfactant 1-pentanol to 

encourage RM formation 55,62. The wo values relate to the water nano-droplet size within the 

micro emulsions and were assessed using the equation described previously. The surfactant 

concentration remained constant as the concentration of the aqueous phase increased. The 

increase in aqueous content was observable by the downfield change in chemical shift of the 

HOD (hydrogen exchanged D2O) signal in accordance to previous studies 59,63. The lowest wo 

value (wo = 4) showed chemical shift changes that were not seen in higher wo values. These 

changes were observed in the signals assigned to the H+s; OHol (OH - cholesterol), OHp (OH - 1-

pentanol) and H1C (H1 - CTAB) and indicated a potential for a change to the RM structure. A 

similar chemical shift change was not observed in the H1p signal indicating no change in the 

local environment around this H+. The OHp and OHol signals show up field changes in chemical 

shift when observed from large wos to small, changing from 4.20 to 4.05 ppm for OHp, and 4.70 

to 4.55 ppm for OHol. The H1C signal of CTAB showed a differing behavior, shifting downfield 

from 3.20 to 3.30 ppm. The movements of these particular signals are of interest due to their 

interfacial location and indicate an alteration in the local environment based on the water content 
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of the system. In samples with water content forming a RM size greater than wo = 4, the signals 

stabilized and remained consistent throughout the remainder of the wo range (wo = 10 – 30). The 

changes in H+ chemical shifts in the wo = 4 samples required the analysis of the micro emulsion 

structure 37. 

Dynamic Light Scattering (DLS) was used to define the size and shape of the particles 

present within samples containing cholesterol. Assuming Brownian movement for the particles 

within the sample, the diffusion coefficient is related to particle size by application of the Stokes-

Einstein equation 64. Previously, researchers have used DLS to provide data investigating the 

presence of RMs by calculating the hydrodynamic radius (Rh) of a RM sample 29,59,60. 

Interestingly, comparable literature findings for the Rh of CTAB RMs were few and were found 

to vary 62,60,61. The data shown in figure 1.4 was acquired on a Brookhaven light scattering device 

using ZetaPALS (Brookhaven) particle sizing software program. The experimental data was 

applied to the spherical fit option within the Brookhaven program. The properties of viscosity (h) 

and refractive index (ni) for the solvent (cyclohexane ni 1.421 and h 0.899 cP) were set as 

parameters for the acquisition. The instrument was set up to acquire 10 scans per run, which 

were then averaged resulting in the final Rh of the samples in nanometers (nm). To establish a 

control for the RM measurements a sample of cyclohexane was ran prior to the experimental 

samples. The longest side of cyclohexane is ~0.58 nm while our measurements found an Rh = 

0.515 nm (± 0.05 nm) for cyclohexane experimentally. The average of these runs is illustrated as 

a circle at pH = 0 in figure 1.4. The remainder of the data points in figure 1.4 illustrates samples 

that contained 60 mM CTAB, 300 mM 1-pentanol, cyclohexane and H2O at wo = 4 with 40 mM 

of cholesterol. The plot is the summation of 6 runs and the data shows an Rh for samples with 

aqueous phases at pH 2.5, 5.2, 7.8 and 10.0. The Rh for the samples across the pH range were 
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found to be 4 nm (± 1 nm). By evaluating the correlation coefficient and the multimodal 

distributions of the samples, it was determined that the samples contained particles fitting a 

spherical RM shape. With the samples confirmed to contain spherical RMs the evaluation of the 

effect of cholesterol on the rate of H+ exchange in the system occurred. 

To evaluate the flow of H+s with the CTAB / 1-pentanol RM system the rate of exchange 

was observed by 1H NMR spectroscopy. The left side of figure 1.5 illustrates the behavior of the 

1H signals as a function of pH in samples without cholesterol. The data in figure 1.5 were 

acquired on a 750 MHz Varian NMR and the samples used were set at wo = 4 to enhance the 

observability of the interfacial water in the system. At pH 1.4 the 1H NMR signals assigned to 

HOD (hydrogen exchanged D2O) and the OH signal from 1-pentanol (OHp) were observed as 

one signal. The observation of a singlet suggested a rate of exchange between the two H+s to be 

occurring at a rate too high to be observed on the standard experimental timescale of ~1 s. The 

exchange rate for this sample was defined by using an adaptation of the Bloch-McConnell 

equations 58,65. When calculated using equation 1, the rate of H+ transfer between HOD and OHp, 

was found to be on the order of 107 s-1 and is shown in table 1. A high rate of H+ exchange within 

samples at acidic pHs was an expected result due the relatively high concentration of H3O+ 

present within the aqueous phase of the system. However, the rate of proton exchange in bulk 

water has been found to be on the order of 1 ps 41. The rate observed was found to be 

significantly faster in the RM systems than in bulk water suggesting a rate enhacement for the 

confined water.  

As the pH of the aqueous phase approached a pH level of ~2 (1.8), there was significant 

broadening observed in the signal that contained HOD and OHp in the CTAB RM samples of 

figure 1.5. This observation is unique to CTAB / 1-pentanol RMs and indictes a significant 
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alteration in the chemistry of the aqueous environment. Observing pH 2.2 from figure 1.5, it was 

found that the signal was then split into two distinct signals where one signal was found to be 

HOD while the other was OHp. The HOD signal was shifted downfield to 4.25 ppm, compared to 

the OHp, which was shifted to 3.90 ppm. Signal assignments for the peaks described were 

achieved using comparative signal integration. The differences in the NMR spectra from pH 1.4 - 

2.2 suggest an alteration in the exchange rate between OHp and HOD. When equations 2 and 3 

were applied to the spectra to pH 1.8 (equation 2) and 2.2 (equation 3) the resulting exchange 

rates were found to be on the order of 102 s-1. The separated signals observed in figure 1.5 

indicate the rate of H+ exchange in the samples is slow enough to be observed by NMR 66. Within 

the pH range where multiple peaks were observed, we interpret this range as having reached an 

equilibrium, where the relative concentrations of H+ and –OH are such that neither is in high 

demand, as a result, the transfer rate of the charges can reduce. By continuing through the pH 

range investigated, at a pH level of 11.6, the separated peaks were observed to be deviating from 

the equilibrium. An increase the rate of H+ transfer was observed as the signals for HOD and 

OHp began coalescing, reverting back to a single signal, similar to the pattern observed at acidic 

pHs where the rate was high. At pH 12.0 the signals for HOD and OHp returned to one signal. 

Throughout the pH series defined here, the remaining signals within the plot (H1p, H2C and H1C) 

do not move as a function of pH. This data illustrated a reversible pH “window” where the rate 

of exchange was altered in a particular pH range. The deviation from the equilibrium was due to 

the altered relationship between concentrations of H+ and –OH, where at basic conditions there 

was a increase in –OH present within the samples resulting in an increased exchange rate. 

To examine if cholesterol altered the rate of chemical exhange by perturbing the rate of 

H+ exchange between HOD and OHp we mirrored the conditions of the samples on the left of 
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figure 1.5. The samples yielding the data on the right of figure 1.5 differed from those on the left 

by the presence of 40 mM cholesterol. The samples used contained 60 mM CTAB / 40 mM 

Cholesterol / 300 mM 1-pentanol / cyclohexane and D2O at wo = 4. The chemical shift range 

from 3.0 to 6.0 ppm and a pH range from pH 1.4 – 12.0 were used and are consistent with the 

samples on the left side of figure 1.5. The signals (H1p, H2C, H6ol and H1C) exhibit no change in 

chemical shift as a function of pH, consistent with a stable system. By including cholesterol and 

using a small wo size we created a system to evaluate cholesterol’s effect on the H+ transfer rates 

of the interfacial water region.  

At pH 1.4, it was shown that the signals assigned to HOD, OHp and OHol produced a 

single signal at 4.25 ppm. The three components (HOD, OHp, OHol) were also found to 

exchanging at a high rate within these samples at 107 s-1 using equation 1. The cholesterol 

containing samples remained consistent at 107 s-1 for both pH 1.8 and 2.4. In contrasting this data 

with samples without cholesterol where exchange was reduced to 102 s-1 at pH ~2, it was found 

that cholesterol influenced the rate of H+ exchange resulting in a 105 s-1 increase. This result 

supports observations that there are significant changes in the chemistry of interfaces with the 

inclusion of cholesterol 20. By altering the chemical environment of the local water, support was 

also provided for cholesterol being integrated into the RM interface to influence the changes in 

H+ transfer along the aqueous region observed. As the pH of the aqueous phase became 

increasingly basic, it was observed that at pH 2.4 – 2.7 that significant broadening occurred 

within this signal. At pH 3.0, the signals split into three distinct peaks. The HOD signal became a 

characteristically sharp singlet, distinct from OHp, and OHol and was identified by signal 

integration. In addition to the observed HOD singlet, existed two signals in the nearby chemical 

shift region (4.0 – 4.5 ppm). The more intense up field signal at 4.13 ppm was assigned to the 



	
  38	
  

OH signal that emanated from 1-pentanol (OHp). The less intense signal that was observed 

downfield of the HOD peak at 4.45 ppm was shown through signal integration to be present in a 

~1:1 ratio to the H6ol signal of cholesterol. The signal was identified as the OH from cholesterol 

(OHol). When the calculations illustrated in table 1 are applied to the spectra, confirmation of the 

decreased rate of exchange between OHp and HOD to 102 s-1 was discovered. From pH 3.0 to 

10.5 the exchange rate was found to be on the order of 102 s-1 in samples with cholesterol when 

applying equation 3, and was consistent for samples with multiple peaks for OHp and HOD. The 

three distinct signals continued through pH 10.5 where there was an observable reversal of the 

separation. This range pH values where multiple signals were observed are described here as the 

“window,” where an equilibrium reduced the propensity for H+ exchange. The window was 

found to differ, being over a reduced range of pHs in samples containg cholesterol, indicating 

cholesterol had a modulating effect on the system. By observing pH 11.6 the cholesterol 

containing samples contain one broadened peak for OHp and HOD. This broadened signal 

became increasingly sharped as the pH value approached 12.0 at the top of plot.  

This study illustrates that the pH window where H+ exchange was slowed differed in 

samples containing cholesterol. The presence of cholesterol within the system significantly 

altered the rate of H+ transfer as a function of pH in the regions of 1.8 – 3.0 and 11.6. For CTAB 

RMs in this range, there are multiple signals indicating a H+ exchange rate of 102 s-1 when 

compared to pH 1.4 where a rate of 107 s-1. In cholesterol containing samples, there was one 

signal through pH 2.4, indicating a maintanence of a rate on the order of 107 s-1. These results 

showed a 105 s-1 difference between the samples with cholesterol. 
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DISCUSSION AND CONCLUSIONS 

The studies presented here provide experimental evidence of cholesterol impacting 

reactions at the interface of a membrane-like structure. These observations are similar to those 

found in biology where cholesterol is known to have a critical role in membrane dynamics and 

chemical processes occurring along membranes 6,7,17,19,21,22,26,51. Previously, cholesterol has been 

shown to alter charge transfer reactions in bacterial reaction centers 10,52. The work of Yamashita, 

et al. and Branden, et al. showed that membrane-like interfaces act as H+ collecting antennae 

where H+s gather along the aqueous side of the interface 25,67. The researchers indicated that 

interfaces have effects on the H-bonding network of water along membrane-like structures. Here, 

the enhancement of H+ transfer reactions by cholesterol assists in describing the effects of cell 

membrane components on their local environment. Cholesterol was found to increase the rate of 

H+ transfer by 105 s-1 at specific pH values observed as changes in 1H NMR chemical shifts. The 

activation threshold of the reaction modulates the rate of a H+ transfer event where a H+ located 

on a donor is transferred to the site of an acceptor 14. Specifically, we traced the effect of 

cholesterol on the energy needed to take one hydronium ion H3O+ or H2O-H+ (from HOD), to 

form H+-OHp. This transfer occurs when the energy required for movement is met. Cholesterol 

was shown to decrease the amount of energy needed to move the H+s in CTAB RMs, increasing 

the rate. The behavior of the 1H NMR signals throughout the pH range showed a narrowed range 

where the rate of H+ exchange was slow (102 s-1) in samples containing cholesterol. This 

narrowed pH range supports the interpretation of rate enhancement with the inclusion of 

cholesterol. By quantifying the changes in H+ transfer rates in CTAB RMs, we have found that 

cholesterol plays a key role in contributing to the H+ antenna theory.  
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Within the system used, cholesterol and 1-pentanol OH groups were available to 

participate in the observed transfer and rearrangement reactions with water. The associations 

between water and the OH groups created a thermodynamically stable aggregate system where 

the H-bonding network forms a “H+ wire” where fast transport of H+s can occur similar to those 

found in other systems 41. Here we observed charge rearrangement occurring along the interface 

of the RM as H+ exchange between the OH head groups (OHp and OHol) and water molecules 41. 

Within the aqueous phase of RM systems there are two types of water present with differing 

chemical properties between them as a result of charge localization 38. The localization of 

perturbing charge tends to aggregate along the interfacial region, and not be transferred into the 

aqueous core 41. Crans et al. showed in anionic surfactants H+s aggregate along the interface of 

RMs displacing the surfactant counter ions 53. The aggregation of charges results in a pH gradient 

associated with the interface, contributing to the altered aqueous phase chemistry observed in 

RMs. This gradient can greatly affect the behavior of molecules along the interfacial region and 

contribute to rate changes in the reactions taking place in this environment. The acid present 

within the water phase is found in the form of either the Eigen cation, H9O4
+ ((H2O)3H3O+) and/or 

the Zundel cation, H5O2
+ (H2O-H+-OH2) and is reported to be highly sensitive to perturbations 

68,69. By including cholesterol, the OH group of the sterol altered the chemistry by perturbing the 

interface, lowering the energy barrier, resulting in rate enhancement of H+ transfer. 

 In a previous study, cholesterol was not be compatible with the AOT RM system and 

created separate aggregations in solution 29. However, cholesterol has been found to be very 

soluable in long chain alcohols 70. By including 1-pentanol as a co-surfactant in the CTAB RM 

system, we have created a system where cholesterol was able to intercalate into the interfacial 

region impacting the rate of H+ transfer. Previously, in CTAB, sodium deoxycholate (NaDC) was 
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found to interact with the CTAB surfactant when added in ratios corresponding to micelle 

formations 57. By changing the rate of H+ transfer we have shown that cholesterol is allocated in a 

position where the chemical effects of cholesterol can impact the water pool. Using DLS RM 

structures were found, supporting the findings with NaDC. However the potential for separate 

aggregations of cholesterol within the samples are possible. Giordani, et al. showed cholesterol 

self-aggregates in cyclohexane with a size of 0.6 - 0.7 nm in the concentration range which we 

used 70. The analysis of the multimodal size distribution of the DLS data may have allowed for 

the identification of these aggregates. However, if the particles formed by cholesterol were of 

similar size, they would not be distinguishable as separate aggregates by DLS. The alteration of 

the OH chemical shift patterns by NMR should also have indicated that there are two distinct 

trends, which were not observed.  

Another alternative explanation to the chemical shift changes that were observed is 

alteration in the viscosity of the samples. Spin-spin (T2) relaxation times are directly affected by 

changes in the viscosity of the solution being examined 71. If these relaxation times were altered, 

the differing patterns observed in the NMR data are possible. However the changes are typically 

limited to alterations in line width 72. Modulation of the pH in aqueous solutions are known to 

alter the viscosity in certain polymers 73. Through studies using biological lipids, it has been 

shown that cholesterol plays a critical role in the phase transitions of cellular membranes 35. 

Specifically, cholesterol has been known to increase the viscosity of solutions used to dissolve 

gallstones 74. The data shown here could also be the result of phase alterations. By changing the 

viscosities of the samples, cholesterol in cooperation pH could certainly have an impact on NMR 

spectra. In cells, the measurement of the viscosity of the cytoplasm near the plasma membrane 

was compared to the viscosity away from the membrane and showed that the membrane had 
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little effect on viscosity 75. However, this type of effect is difficult to quantify and account for by 

experimental means accessible to us. To the best of our knowledge, no studies have been 

performed on the viscosity of the interface of RMs and the effect this has on T2. Halliday, et al. 

indicated that T2 in CTAB / hexanol RMs reached a minimum when the 1H NMR signal pattern 

changed (OHp and HOD broadened) due to H+ exchange 54. However, this correlation was not 

consistent in TX-100 RMs. Indeed, an inverse relationship between T1 and T2 is known to exist 

with increasing the viscosity of the system referred to as the inverse law of relaxation times with 

viscosity 71. There is no doubt a potential contribution to the trends observed may be due to 

changes in viscosity. However, the work presented here indicates a reversible change, requiring 

either a reverse in the viscosity of the solution or chemical exchange. Neither the viscosity 

changes by pH or cholesterol would be reversible under the experimental conditions used, yet the 

changes observed exhibit this characteristic. By observing the work of Aramini, et. al. on a 

quadrupolar nucleus (27Al) there was a notable improvement in resolution with increasing 

viscosity, yet no change in chemical shift occurred 72. Yet here significant changes in chemical 

shifts for the effected H+s was observed, indicating a reversible change in the rate of H+ transfer 

as a function of pH by as much as 105 s-1 with the inclusion of cholesterol. 
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FIGURES AND TABLES 

 

 

Figure 1.1. Structural representations referred to in this manuscript, (a) cetyltrimethylammonium 

bromide (CTAB), (b) 1-pentanol (pent), (c) cholesterol (chol), and (d) cartoon illustration of a 

CTAB / 1-pentanol RM structure. All chemical structures with carbon atoms attached to protons 

are numbered and correspond to the labeling in the NMR spectra in subsequent figures. 
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Figure 1.2. A 1H NMR stacked plot for 300 mM 1-pentanol (HXp), 60 mM CTAB (HXc), and 40 

mM Chol (HXol) in chloroform (CDCl3). The top spectrum shows an RM sample composed of 60 

mM CTAB / 300 mM 1-pentanol / cyclohexane-d12 / D2O RM system with 40 mM added 

cholesterol. The spectra illustrate the full chemical shift range for the samples and the 

chloroform containing samples were internally referenced to the chloroform resonance (7.27 

ppm). The RM sample of the top spectrum was referenced internally to cyclohexane resonance 

(1.44 ppm). 

H6ol H3ol 

OHol 

H7ol 
H4ol 

H7ol 
H4ol H6ol 



	
  45	
  

 

Figure 1.3. A 1H NMR stacked plot focused on the chemical shift range of 3 – 6 ppm. The 

samples consist of RMs composed of 60 mM CTAB / cyclohexane / 300 mM 1-pentanol / D2O at 

varying wo sizes ranging from 4 – 30. The samples were referenced internally to the cyclohexane 

resonance (1.44 ppm). 
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Figure 1.4. Hydrodynamic radii (Rh) measurements by DLS illustrating RM size for samples at 

wo = 4 containing cholesterol. The plot shows samples of varying pH values (2.5, 5, 7.8 and 10.0) 

that contain 40 mM Cholesterol/ 60 mM CTAB/ 300 mM 1-pentanol/ cyclohexane/ D2O. Plotted 

at pH 0 is the cyclohexane control sample (0.515 ± 0.05 nm). 
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Figure 1.5. (left) A 1H NMR stacked plot of the chemical shift range of 3 – 6 ppm for RM 

samples consisting of 60 mM CTAB / cyclohexane / 300 mM 1-pentanol / D2O at a wo = 4. The 

series illustrates the pH range from 1.4 to 12. (right) A 1H NMR stacked plot of RM samples 

consisting of 60 mM CTAB / cyclohexane /300 mM 1-pentanol / D2O at wo= 4 with 40 mM 

cholesterol. The series shows varying pH of the aqueous phase ranging from 1.4 to 12. The 

samples were referenced internally to the cyclohexane resonance (1.44 ppm). 
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Table 1.1. Asymmetric two-site exchange rates describing the exchange for protons OHp and 

HOD based on 1H NMR spectra of varying pH from figure 1.5.  

 CTAB RM Cholesterol content 
pH range 0 mM 40 mM 
1.4 – 1.8 3.94 x 107 s-1  (a) 2.98 x 107 s-1  (a) 
1.8 – 2.2 4.17 x 102 s-1  (b, c) 2.98 x 107 s-1  (a) 
2.2 – 2.7 4.54 x 102 s-1  (c) 2.98 x 107 s-1  (a) 
2.7 – 3.0 4.54 x 102 s-1  (c) 5.50 x 102 s-1  (b) 
3.0 – 10.5 4.54 x 102 s-1  (c) 9.79 x 102 s-1  (c) 
10.5 – 11.6 4.54 x 102 s-1  (c) 5.50 x 102 s-1  (b) 
11.6 – 12.0 4.17 x 102 s-1 (b) 2.98 x 107 s-1  (a) 
(a) HOD and OHp are one sharp signal 
(b) HOD and OHp are one broadened signal 
(c) HOD and OHp are two sharp signals  
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SUPPLEMENTAL INFORMATION 

 

Figure S1.1. A scattered data plot illustrating the hydrodynamic radii Rh (nm) of RMs composed 

of 60 mM CTAB / 300 mM 1-pentanol at a wo = 4 as a function of pH. The different data points 

indicate the different runs performed on the same samples. 
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Figure S1.2. A plot of the hydrodynamic radii, Rh (nm) for RMs composed of 60 mM CTAB / 

300 mM 1-pentanol with 40 mM of added cholesterol as a function of pH. The data points 

represent different runs performed on the same samples. 
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Figure S1.3. Plot representing the RM samples composed of 60 mM CTAB / 300 mM 1-pentanol 

with 40 mM cholesterol added. The plot illustrates the hydrodynamic radii, Rh (nm), of the 

samples as a function of water content (w0 size). The different data points represent the differing 

pH values of the aqueous phase for the samples. 
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CHAPTER 2: 2Penetration of Negatively Charged Lipid Interfaces by the Doubly Deprotonated 

Dipicolinate 

 

SUMMARY 

The possibility that a negatively charged organic molecule penetrates the lipid interface 

in a reverse micellar system is examined using UV-vis absorption and NMR spectroscopy. The 

hypothesis that deprotonated forms of dipicolinic acid, H2dipic, such as Hdipic- and dipic2-, can 

penetrate the lipid interface in a microemulsion is based on our previous finding that the insulin-

enhancing anionic [VO2dipic]- complex was found to reside in the hydrophobic layer of the 

reverse micelle (Crans et al. J. Am. Chem. Soc. 2006, 128, 4437-4445). Penetration of a polar and 

charged compound, namely Hdipic or dipic2-, into a hydrophobic environment is perhaps 

unexpected given the established rules regarding the fundamental properties of compound 

solubility. As such, this work has broad implications in organic chemistry and other disciplines 

of science. These studies required a comprehensive investigation of the different dipic species 

and their association in aqueous solutions at varying pH values. Combining the aqueous studies 

using absorption and NMR spectroscopy with those in microemulsions defines the differences 

observed in the heterogeneous environment. Despite the expected repulsion between the 

surfactant head groups and the dianionic probe molecule, these studies demonstrate that dipic 

resides deep in the hydrophobic portion of the reverse micellar interface. In summary, these 

results provide evidence that ionic molecules can reside in nonpolar locations in 

microheterogeneous environments. This suggests that additional factors such as solvation are 
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important to molecule location. Documented ability to penetrate lipid surfaces of similar charge 

provides a rationale for why specific drugs with less than optimal hydrophobicity are successful 

even though they violate Lipinski’s rules. 

 

INTRODUCTION 

The nature of organic compounds defines their properties and reactions. For example, the 

rules of solubility, ergo that “like dissolves like”, are taught to beginning chemistry students to 

explain why reactions such as those involving 2-oxazolines1 take place in organic solvents. 

Solvents dictate how molecules react1-4 and can be used to establish a chiral environment5 such as 

exemplified in the work by the late Albert I. Meyers detailing approaches in enantiomeric 

synthesis. Solubility is also a critical consideration in the design of compounds targeted for use 

in alleviation of diseases. Ideally, potential drugs adhere to the few rules defined by Lipinski 

which state that cell penetration is optimal when compounds possess a low molecular weight, a 

small number of H-bonds as both an acceptor and donor, a reasonable partition coefficient in 

hydrophobic solvents, and overall neutral charge.6 Many drugs currently on the market are 

known to violate these simple rules and, regardless of these tenets, penetrate membranes and 

enter cells with relative ease. We became interested in penetration of lipid interfaces because one 

of the vanadium compounds that we had demonstrated to be an effective antidiabetic agent, the 

negatively charged oxovanadium dipicolinate [VO2dipic]-, is found to reside deep into the 

interface of microemulsions.7 Since related systems are currently in phase II clinical trials,8,9 

fundamental information regarding related systems is important. In this work, we investigate the 

solubility of an aromatic carboxylic acid, dipicolinic acid (dipic). These studies relate to how the 

ligand of the [VO2dipic]- complex interacts with lipid interfaces, and we will specifically 
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investigate whether the dipic ligand, a doubly charged dianion at pH 7, can penetrate model lipid 

interfaces as recently suggested in the controversy regarding the ability of aromatic acids to 

partition in hydrophobic environments.10-12 To test this hypothesis, the behavior of this ligand in 

aqueous solution is contrasted to its properties in the heterogeneous environment of the reverse 

micelles. 

H2dipic is a polar aromatic acid that in the acidic form is soluble in organic and 

chlorinated solvents and thus can penetrate lipid interfaces10-14 and be solubilized in hydrophobic 

environments.15 In the mono- and dianionic form, the dipic is soluble in aqueous solution at a pH 

above the two pKa values 2.22 and 5.22, as shown in Scheme 2.1.16 Depending on the pH, dipic 

assumes various forms. From left to right, we show the cationic dipic ligand, found only in 

highly acidic conditions at or below pKa -1.05,16 the neutral H2dipic ligand that prevails near pH 

4, then the monoprotonated form prevalent at pH 5.5, and finally, the fully deprotonated form at 

pH 7 and above. These forms and their properties are likely key to the transport of this and other 

simple acids and fatty acids that are known to cross cell membranes. 

A range of methods has been employed to examine the structure of dipic in aqueous 

solutions.16-20 UV-vis studies suggested that dipicolinates associate very strongly in aqueous 

solution from pH 3 to 5.16,17 Both dimeric and polymeric forms are likely to exist, although there 

is some disagreement in the literature on which form predominates under specific conditions.16-20 

Associative processes of dipic16,17,21-23 are favorable when fewer water molecules are present, 

contribute to the penetration of the dipic molecule in lipid interfaces, and can be observed by 

UV-vis spectroscopy.16-18,23-27 

Biphasic systems and microemulsions are heterogeneous systems used to solubilize 

compounds and facilitate reactions that would not easily take place in conventional 



	
  61	
  

homogeneous systems.28 In microemulsions, multiple regimes exist with different polarities, and 

details of the interactions of the lipid layer constituents with water and the organic solvent can be 

investigated.24 A common surfactant sodium bis(2-ethylhexyl) sulfosuccinate, abbreviated AOT, 

Figure 2.1, organizes into reverse micelles, that is, isolated aqueous droplets delineated from a 

continuous organic phase by a lipid interface. The reverse micelles illustrated in Figure 2.1b are 

described by a w0 = [H2O]/ [AOT] that is proportional to their size.29-31 The simplicity of these 

structures and their convenient preparation30,32 makes them a desirable system for 

experimentation. 

In this paper, we investigate the interactions between dipic ligand and AOT 

microemulsions. In this work, we characterize dipic both in aqueous solution and in 

microemulsions using UV-vis and 1H NMR spectroscopy. Through 1H NMR studies, including 

1D and 2D NOESY experiments, we directly characterize the interactions between the dipic 

ligand and AOT molecules in microemulsions. These studies provide data clarifying the structure 

of dipic isomers in aqueous solution. Importantly, our observations were consistent with the 

dianionic form of dipic penetrating and residing deep in the AOT lipid interface. These studies 

confirm previous reports10-12 that simple aromatic acids are capable of penetrating and existing in 

hydrophobic environments. This work thus has important consequences for organic reactions and 

drug penetration. 

 

MATERIALS AND METHODS 

Materials. 

2,6-Pyridinedicarboxylic acid (H2dipic, 99.5% purity) and AOT (sodium bis(2-

ethylhexyl)sulfosuccinate, 98% purity) were purchased from a commercial supplier. The AOT 
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was purified as described previously,30 which includes dissolution of the surfactant in methanol 

and charcoal, filtration and rotary evaporation until flaky, followed by 1H NMR analysis to check 

purity. Purified AOT was used for all the reverse micelle investigations and is hereafter referred 

to as highly purified or HP AOT. Deuterium oxide (D2O), 2,2,4-trimethylpentane (isooctane), 

and deuterated 2,2,4-trimethylpentane (isooctane-d18) were also purchased from a commercial 

supplier and were used as received. Manipulation of aqueous solution pH for NMR samples was 

performed using dilutions of 35% deuterium chloride in D2O (99% deuterium) and 30% sodium 

deuteroxide in D2O (99% deuterium). Fine-tuning of solution pH for UV-vis analyses used 

aqueous HCl and/or NaOH before adjusting to the desired final volume. 

Preparation of Reverse Micelles (RMs).  

RMs or microemulsions were prepared as described previously.30 The 200 and 750 mM 

stock solutions of HP AOT were prepared by dissolving the surfactant in isooctane. Stock 

solutions of dipic were prepared by dissolution in water, and pH was adjusted to the desired 

value. A range of RMs was prepared with w0 ranging from 6 to 20. Upon mixing these solutions 

as prescribed, a cloudy solution resulted that cleared after vigorous vortexing. Verification of 

RM formation was performed using several methods including conductivity measurements24 

(Thermo Orion 150A+ meter with an attached Orion 0111020 cell, range of 10 μs/cm to 200 

ms/cm) and viscosity24 (Cannon-Fenske routine viscometer). These measurements allowed 

comparison with previous samples of RMs prepared with water to confirm that micelle structure 

is not appreciably altered by addition of dipic.30-32 

UV-vis Spectroscopy.  

Samples for UV-vis spectroscopy were prepared from 200 mM HP AOT stock solution in 

isooctane at w0 sizes ranging from 6 to 20 and containing 0.10-0.16 mM dipic in H2O at the 
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desired pH values. Aqueous dipic stock solutions were prepared in volumetric flasks where pH, 

and then volumes were adjusted to the desired values. The RMs were prepared just prior to 

measurements; however, no changes were observed in the samples over the course of 24 h. 

UV-vis spectroscopic measurements were carried out using a Perkin-Elmer Lambda 25 

UV/vis spectrometer and UV Winlab software. Data was processed using OriginPro (version 7E, 

Origin Laboratories). Samples were contained in quartz cells with a 1 cm path length. 

Concentrations of dipic in the samples were generally from 1.5 to 1.0 mM and were adjusted so 

that the absorbances were less than 1.5 at λ = 271 nm. Spectra were routinely recorded from 200 

to 600 nm. Spectra of all samples were collected in duplicate unless deviations were observed, in 

which case additional scans were obtained. 

 1H NMR Spectroscopy.  

RM samples for NMR spectroscopy were prepared from 750 mM HP AOT stock 

solutions in isooctane, and 5-25 mM dipic in D2O at the desired pH values were prepared. The 

dipic stock solutions were adjusted near the desired pH using DCl and NaOD before the final 

dilutions were made. The mixtures of AOT in isooctane microemulsion (1 mL volume) were 

vortexed in sample vials where they were stored before and after 1H NMR spectra were recorded. 

1H NMR spectra were recorded on a Varian 400 MHz NMR spectrometer or a Varian 

Inova-500 MHz spectrometer using the Varian supplied pulse sequence. The 1D spectra were 

recorded using routine parameters as described previously,33 and the chemical shift was 

referenced against an external sample of 3-(trimethylsilyl)propanesulfonic acid (DSS). 

1H-1H NOESY NMR experiments were performed on a 400 or 500 MHz Varian Inova 

NMR spectrometer. The NOESY data were acquired with a 7 kHz window for proton in t2 and t1. 

The NOESY mixing time was varied from 0 to 500 ms. The total recycle time between transients 
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was 2.1 s. The data set consisted of 1000 complex points in t2 by 256 complex points in t1 using 

States- TPPI. Cosine-squared weighting functions were matched to the time domain in both t1 

and t2, and the time domains were zero-filled prior to the Fourier transform. The final resolution 

was 3.5 Hz/pt in F2 and 15 Hz/pt in F1. Data processing was done using the Varian VNMRJ-1.1D 

software, both the Solaris and the Macintosh versions. 

 

RESULTS AND DISCUSSION 

UV-vis Spectroscopy of Dipic in Aqueous Solution at Varying pH Values.  

Figure 2.2 shows the UV-vis spectra of a 0.10 mM aqueous dipic solution adjusted from 

pH 0.9 to 10.1. Since the concentration of dipic is maintained constant, the spectra illustrate the 

differences in spectrum shape and extinction coefficients, ε, of dipic as the pH is varied and 

protonation states and association states changes. A hypsochromic shift in the UV-vis spectra of 

aqueous solutions of 0.10 mM dipic with pH varying from 0.9 to below 3.3 has previously been 

attributed to dipic dimerization and was confirmed in Figure 2.2.16 Similar results were obtained 

with nicotinic acid.24,34,35 Stacking of related pyridine-based systems has been studied in detail 

and has been observed in dipic and other heteroaromatic rings such as the nucleotide bases in 

RNA and DNA.26 At pH values from 1.0 to 2.2 (pKa2), monobasic dipic exists as primarily the 

zwitterion 2 or the neutral species 5.16 Between pH 2.2 and 3.3, dipic loses a second proton and 

may exist as the minus one dipic species 3 or 6.  

The hyperchromic shift observed at pH 3.3 provides clear evidence that dipic exists in the 

colinear dimeric form shown in structure 7.16 Dimerization of the dipic monoanion at pH 3.3-3.5 

is supported by the large association constants, Ka = 2 ± 1 x 106, reported at this pH.16 Our UV-

vis results are in agreement with these results and conclusions. 
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From pH 4.3 to 6.2, ε continues to decrease indicating conversion of the dipic dimer to 

the fully deprotonated dipic 4, in agreement with the results reported by Peral and co-workers, 

who concluded that dipic is undergoing base-stacking interactions in this pH range.16,23,24,26,36 

Polymerization is discounted because no secondary hypochromic effect is observed23,24 in 

contrast to that reported for the monocarboxylic picolinic acid (pic). Indeed, pic exists as a 

monocation below pH 3, as the zwitterion from pH 3 to 7 and as a monoanion above pH 7 and at 

pHs approaching their isoelectric points, pic and other pyridinecarboxylic acids exist primarily as 

zwitterions with very low solubility.24 For several pyridine-related systems, such as dipics,16-18 the 

monocarboxylic pyridines picolinic, nicotinic and isonicotinic acids,24,34,35 and pyridine,25,37 the 

aqueous species have been characterized. While UV-vis spectroscopy provides a very sensitive 

tool for detection of changes in dipic speciation and association, the nature of dipic species are 

under some debate16,18,34 and made further characterization of dipic especially compelling. 

Additional structural information obtained by high-field 1H NMR studies allowed us to 

distinguish between similarly charged dipic isomeric species and to clarify existing questions 

regarding dipic structures in both aqueous solutions and reverse micelles. 

1H NMR Spectroscopy of Dipic at Varying pH Values in Aqueous Solutions.  

The 1H NMR spectra of aqueous dipic solutions (at 20 or 25 mM depending on solubility) 

shown in Figure 2.3 demonstrate the effect that pH and the varying species has on the chemical 

shift of the pyridinyl methine proton signals. The observed chemical shift changes are the result 

of dynamic equilibria between major isomers of a particular charge and protonation state and the 

association equilibria that occur at a specific pH. In the interpretation of our data we refer to 

dipic structures 1-4 found in Scheme 2.1, structures 5-8 shown in Scheme 2.2, and structure 9 in 

Figure 2.3, which shows the designations Ha, Hb, and Hc for the pyridinyl ring protons. In the 
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interpretation presented here, first the data is interpreted assuming that proton transfer and 

associative processes are slow and observable on the NMR time scale. However, an asymmetric 

isomer if undergoing a rapid equilibrium with an opposing asymmetric species will appear 

symmetric and must be considered. 

In Figure 2.4 we have plotted the chemical shifts of Ha and Hb in aqueous solutions as a 

function of pH. Because the fully protonated, triprotic dipic species 1 has a pKa of -1.05,16 these 

NMR studies were performed outside of the pH region for this species. In 1D NMR studies of 

aqueous dipic solutions with pH values from 0.9 to 1.6 we observed an A2X splitting pattern38 

containing signals for Hb near δ 8.2 ppm and upfield of the Ha protons near δ 8.3 ppm. The 

pattern is consistent with the symmetrical structure of the neutral dipic, 5, which contains a 

deprotonated pyridine nitrogen. The designations for Ha, Hb, and potentially Hc, when the isomer 

is asymmetric, are shown in structure 9 in Figure 2.3 and will vary depending on the protonation 

and association state of the species. The asymmetrical neutral dipic structure, 2, containing one 

protonated carboxyl and a protonated ring nitrogen, contains three different protons Ha, Hb, and 

Hc and is not consistent with the NMR data observed without invoking dynamic processes. 

However, a rapid interconversion on the NMR time scale between 2 and 2′ shown in Scheme 2.3 

is consistent with the observed 1H NMR spectra. 

As the pH increases above 1.9, the Hb proton signals shift downfield and the first-order 

spectrum converts into a second order spectrum with a complex multiplet centered at 8.4 ppm 

that encompasses the signals for all of the methine protons on the ring. As the pH increases, the 

downfield shifts in the A2X pattern resonances indicate that the dipic species is changing from 

the neutral structure into a minus one species. This conversion to a minus one charged dipic 

species is consistent with the second reported pKa for dipic being 2.22. At pH 2.6, the A2X 
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splitting pattern changes when the Hb signals move further downfield than the Ha signals, Figure 

2.4. At pH 3.20 when the Hb proton is near 8.65 ppm, the species in solution giving rise to the 

A2X system splitting pattern are best described by a symmetric monoanionic structure such as 3. 

The asymmetric structure 6 or dimeric structure 7 are not consistent with the NMR data without 

invoking dynamic processes equilibrating two unsymmetrical species. 

At pH values above 5.73, the doublet and triplet merge to form a complex multiplet that 

encompasses the methine protons in the A2B system beginning around 7.9 ppm. At pH values 

above 7.50 the multiplet is centered at δ 8.0 ppm. This multiplet is ascribed to the completely 

deprotonated dipic species, structure 4. As pH increases from 5.7 to 7.0, the multiplet simplifies 

to a broad singlet at pH 7.0 and above. From pH 6.1 to 6.9 a slight downfield shift is observed. 

However, above pH 7.0 no further chemical shift and signal pattern changes are observed in 

Figures 2.3 and 2.4. 

Our 1H NMR studies confirm the changes observed in the absorption spectra of dipic, and 

provide specific information regarding the structure of the dipic species in solution. Over the 

entire pH range, the NMR spectra show the presence of an A2X or A2B spin system consistent 

with a symmetric structure or proton symmetry achieved through a rapid equilibration of two 

asymmetric species. Although the NMR splitting pattern changes dramatically, the spin system 

remains the same while the chemical shifts of Ha and Hb change.38 As the pH increases, the 

chemical shifts of the Ha and Hb protons merge and then separate. In the pH range from 2.6 to 4.8 

the chemical shift of Hb is further downfield than the Ha in an A2X spin system. This pH 

coincides with the large hyperchromic effect in the UV-vis spectra in Figure 2.2 and the 

formation of dimeric species.16 The dimer structure has an increased electron density at the 

pyridine N. Hydrogen bonding moves both the Ha and Hb chemical shifts downfield. Since the 
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dimer structure, 7, is asymmetric, it must undergo equilibration on the time scale of the NMR 

experiment.  

In the literature, the structure for Hdipic- is generally attributed to the zwitterion shown as 

structure 2 above. Since this zwitterion is not symmetrical, our results will require that rapid 

proton transfer reactions convert structure 2 to 2′ as shown in Scheme 2.3 where Ha and Hc 

become equivalent as a result of the equilibrium.  

The NMR data are consistent with both the zwitterionic structure 2 and the diprotonated 

dicarboxylpyridine shown in structure 5. The NMR spectra at high pH values above the third pKa 

of dipic reflect the formation of dianionic dipic, 4. This dianion is symmetrical and, therefore, is 

consistent with the observed A2B spin system. The UV-vis spectra in Figure 2.2 are also 

consistent with progressive disappearance of the dimer 7 and formation of dianion 4 because the 

extinction coefficient decreases from the maximum observed at pH 3.2 (3.5 in literature) as pH 

decreases.5 At pH’s above 6.9, little or no change is seen in both NMR and absorbance spectra 

indicating that the dianionic species 4 predominates.  

In summary, the dipic species observed by NMR studies in aqueous solutions are 

represented in the Scheme 2.4 shown below. Although the existence of other monomeric and 

dimeric species cannot be disregarded, on the basis of our NMR and UV-vis results combined 

with those reported previously,17,23,26,27 the species shown in Scheme 2.4 best explain all the 

available data. 

UV-vis Spectroscopy of Dipic at Varying pH Values in Microemulsions.  

We have also measured UV-vis absorption spectra of dipic in RMs. For these studies, 

aqueous dipic stock solutions similar to those shown in Figure 2.2 were prepared, albeit at a 

slightly higher concentration because these solutions were to be added to the microemulsions 
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(0.158 mM overall concentration in microemulsion). The spectra recorded, shown in Figure 2.5, 

differ from those obtained in aqueous solution, Figure 2.2. Here, we observe an increase in the 

extinction coefficients at pH 2.6, a lower value compared to the pH of 3.3 observed in the spectra 

of aqueous dipic. Furthermore, in the RM suspensions the spectra appear the same for all the 

samples at pH 4 and above. Several key differences exist between the spectra shown in Figures 

2.2 and 2.5. First, in the RMs spectral variations occur over a much narrower pH range than in 

aqueous solutions. Second, the spectra of dipic in the RMs show three distinct maxima λ = 265, 

271, and 278 ± 2 nm which are only observed in aqueous solution at very low pH values (<1.1) 

or at pH’s equal to 6.27 and above. Third, the high baseline in the spectrum of the dipic sample 

at pH 0.8 in RMs indicates that nonhomogeneous RM preparations may form at very acidic pH. 

The extinction coefficients of sodium dipic (Figure 2.5) in microemulsions are smaller than those 

observed in aqueous solution (Figure 2.2).  

A separate investigation in microemulsions examined the effect of RM size and, 

therefore, water pool size on the UV-vis absorption by dipic. The absorption spectra were 

recorded at different w0 values (6, 12, 16, and 20) for RMs containing 0.10 mM aqueous dipic at 

pH 2.6 and 3.3. As shown in Figure 2.6, at each pH value only small changes in the extinction 

coefficient were observed for RM sizes 12-20. At both pH values, however, we observed a 

change in the ratio of the peaks as the RM size decreases to w0 = 6. All spectra of dipic in RMs 

of any size display a hypochromic (also referred to as hypsochromic) shift compared to the 

spectra in aqueous solutions. Furthermore, the spectrum of dipic in the RMs shows a slightly 

larger extinction coefficient at pH 2.6 than at pH 3.5. 

1H NMR spectra of dipic in 750 mM AOT/isooctane microemulsions were recorded for a 

series of solutions with pH values ranging from 0.9 to 12.3. The spectra are shown in Figure 2.7. 
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From pH 0.9 to 1.5, the A2X splitting pattern was observed with the Ha doublet around 8.4 ppm 

and the Hb triplet near 8.0 ppm. At pH’s from 1.9 to 4.8 a complex splitting pattern was observed 

until pH 6.9 and higher where a lone singlet at 8.1 ppm was observed. Studies were carried out 

by NMR spectroscopy at w0 = 6. We anticipated that for small RM sizes if dipic remained in the 

water pool, some interaction with the interface would be observable since such effects are 

generally more pronounced at small w0 sizes.30 The spectra recorded from dipic in the 

microemulsions (Figure 2.7) are very different than those observed for the aqueous samples 

(Figure 2.3). The spectra in microemulsions show no severe downfield shifts as observed from 

pH 3.2 to 4 in aqueous solutions. This observation provides evidence that no dimer species form 

in the microemulsion. Importantly, the NMR studies of dipic in the microemulsions show that it 

does not undergo the dimerization processes observed in aqueous solution. 

1H NMR spectroscopy of the dipic solutions in the microemulsion show an A2X or A2B 

spin system and are consistent with the UV-vis results for dipic in RMs. Since the concentration 

of dipic was more than 10-fold higher than those recorded by UV-vis spectroscopy, dimerization 

would be favored more in the NMR studies than in the UV-vis studies. Under the conditions 

used for the NMR studies, the average number of dipic molecules per RMs ranged from 0.03 to 

0.2 and were thus much below the 2 dipic molecules per RM needed to form a dimer.29,31,39 Given 

the low concentration of dipic in the RM, dimerization is not favored under these conditions 

regardless of the high formation constant in aqueous solution. 

2D NOESY Spectroscopy of Dipic Ligand in Microemulsions. 

In order to investigate whether dipic can penetrate the negatively charged AOT interface, 

a 2D NOESY experiment was recorded of dipic in AOT/isooctane RMs. The spectrum of 

aqueous dipic (200 mM) at pH 6.1, in a microemulsion of 1 M AOT with w0 12, is shown in 
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Figure 2.8. The 1D spectrum of this solution results in only one signal at about 8.2 ppm that is 

consistent with fully deprotonated dipic with a minus two charge. 

The 2D NOESY spectrum includes many cross signals arising from interactions between 

protons on AOT. To examine whether dipic can penetrate the AOT interface and traverse up into 

the hydrophobic chains of AOT, for simplicity, we show the portion of the 2D NOESY spectrum 

(Figure 2.8) containing the signal for the dianionic dipic around 8.2 ppm and on the opposing 

axis, the entire chemical shift range for AOT. In addition to the main signal at 8.2 ppm, we 

observe two small peaks attributed to 13C satellite signals for dipic. In the 2D spectrum, the major 

cross peaks to the dipic signal corresponded to signals for the methylene and methyl groups in 

the AOT. These signals indicate that the deprotonated dipic successfully penetrates the 

negatively charged AOT interface and resides deep in the AOT interface. Some additional minor 

cross signals are observed in Figure 2.8 with the other parts of the AOT molecule and provide 

support for the hypothesis that the dianionic dipic does indeed travel up into the surfactant 

interface.  

The aqueous dipic solutions used for this study were at 200 mM, and AOT was at 1 M 

with a w0 = 12 in order to provide the sensitivity required for the 2D experiment. Our aqueous 

UV-vis studies suggested that dimerization should be a significant factor at this concentration. 

However, interactions of dipic with AOT may compete with hydrogen bonding between dipic 

molecules, thus making dimerization less likely. As observed in Figure 2.8, cross peaks between 

the dipic and AOT methyls and methylenes were observed. This result confirms that dipic 

resides deeply within the AOT interface and thus can penetrate the negatively charged AOT 

surface. Since it would be advantageous for dipic to protonate before penetration of the AOT 

layer, we examined the chemical shift of the dipic species that interacted with the AOT CH2 and 
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CH3 groups. Because only one dipic signal was observed at a δ = 8.2 ppm, this is indeed 

consistent with the doubly deprotonated dipic species, structure 4, residing deep into the AOT 

interface layer. Attempts were made to prepare microemulsions as above using dipic solutions 

with a range of pH values. Microemulsions with high (200 mM) concentrations of dipic could 

only be successfully prepared at pH values above the second pKa where the double-deprotonated 

dipic species predominates. 

In the literature, several approaches have been used to examine Overton’s rule and the 

ability of simple aromatic acids to penetrate membranes and lipid interfaces.10-12 Classical 

electrostatic principles and some studies strongly favor protonation of these acids prior to 

penetration of the lipid interface and localization in a hydrophobic environment. The structural 

results obtained in our studies are unexpected. Our results suggest that not only dipic, but dipic in 

the dianionic form, is able to penetrate the surface. Why would a minus two charged molecule 

penetrate a negatively charged interface and reside in a hydrophobic environment deep inside the 

lipid layer? We propose the following explanations. The RMs are very dynamic structures that 

undergo forming and reforming processes on a millisecond time scale. It is possible that such 

events would allow dipic to associate sufficiently strongly with the AOT for penetration to take 

place. Alternatively, dipic could associate with cations and thus exist as an ion pair capable of 

lipid interface penetration. Evidence for such events has been reported40,41 and ion pairs are 

commonly proposed in organic chemistry to explain effects in transition states or high energy 

intermediates. These considerations are important and will be investigated for our dipic system in 

the future. Our data suggest that the location of the highly charged dipic species is deep within 

the AOT interface. This finding goes against the existing dogma and contributes information 

regarding the unusual behavior of organic acids at lipid interfaces. Since [VO2dipic]- has 
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previously been found to penetrate the lipid interface and the free dipic2- ligand has been 

observed in those experiments,2 our current finding shows that the vanadium is not necessary for 

penetration. 

Studies with the dipic ligand are important to be able to elucidate what part of biological 

activity is due to the metal complex or the ligand. The dipic system is particularly suitable to 

probe the question of interface penetration, because the dipic ligand NMR spectrum is 

particularly sensitive to protonation state and, thus, provides information as to (1) what ion 

species is present, (2) whether it penetrates the reverse micelle hydrophobic interface, and (3) its 

potential to penetrate lipid bilayers in biological systems. Hydrogen bonding has been invoked in 

the specific structures that form in bacteria where dipic is part of the spore.36,42,43 Undoubtedly, 

dipic’s ability to associate and form isomers5 in the presence and absence of Ca2+ plays an 

important role in spore development. In the studies presented here, the finding that dianionic 

dipic is capable of penetrating the lipid interface goes beyond potential applications of the metal 

complexes as therapeutic agents. Previous studies with both mono- and dicarboxylic acids all 

point to membrane transport of only the neutral form.10-12,31,40,41,44 However, our studies provide 

structural data that unequivocally show that dipic is in the dianionic form when associated with 

the hydrophobic part of AOT in location C depicted in Figure 2.1b. Our studies document that 

this simple charged aromatic carboxylate is stabilized sufficiently to exist in the hydrophobic 

environments. This work therefore provides an important contribution to the current debate 

examining the violations of the Overton and the Lipinski rules. 

 

CONCLUSIONS 

As shown in Scheme 2.1, these studies reevaluated the speciation of dipic from acidic pH 
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to basic pH in aqueous solution. The structural information obtained by NMR spectroscopy 

shows that the species in solution is a symmetric species attainable by rapid equilibration of two 

asymmetric isomers. A summary of these results are shown in Scheme 2.4. Upon addition of 

these solutions to the microemulsions, the resulting NMR spectra resembled those in aqueous 

solution except for the pH region from 2.6 to 6. In this region, the spectra of ligand in 

microemulsions are very different from the aqueous dipic solutions. In addition, a 2D NOESY 

experiment was recorded and showed that the dipic molecules reside deep inside the lipid 

interface. Importantly, the penetrating form of dipic, as evidenced by the NMR chemical shifts, 

is the fully deprotonated H2Dipic with a minus 2 charge. Thus, these results provide data that 

show a double negatively charged aromatic acid is capable of penetrating a lipid interface. 

Although we did not attempt to study the mechanism of the penetration, the fact remains that this 

polar and charged aromatic carboxylate is sufficiently stabilized in a very hydrophobic 

environment to overcome other seemingly attractive options. Future studies will explore the 

potential ion pairing of the acid and will determine the effects of electronic charges in the 

solubility of this multifaceted, dynamic molecule. Lastly, characterization of dipic behavior in 

mixed phase systems, such as microemulsions, is of special relevance to organic chemistry 

especially in reactions where heterogeneous catalysis or less conventional conditions are 

employed. Therefore, microemulsions serve as valuable model systems where solubility 

assumptions may be tested for charged organic molecules. 
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FIGURES AND SCHEMES 

 

Scheme 2.1. Four Structures of H2dipic in Different Protonation States Are Shown along with 

Their Respective Equilibria with pKa Values16 

 

 

 

Figure 2.1. Illustrated structure of AOT (a) and an idealized reverse micelle (b) with labeled 

locations (A, B, C, and D) included. Labels are as follows: water pool interior (A), aqueous 

interface (B), surfactant tails (C), and the nonpolar solvent exterior (D). 
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Figure 2.2. Molar extinction coefficient calculated from UV-vis absorption spectra measured in 

aqueous 0.10 mM dipic at different pH values from 0.9 to 10.1. 
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Figure 2.3. 400 MHz 1H NMR spectra recorded in D2O of 20 mM dipic in aqueous solution at 

pH values 0.9-2.6, 9.23, and 11.6 and of 25 mM dipic in aqueous solution at pH values 3.20-7.50 

and 12.3. Samples were referenced against an external DSS sample. In structure 9, the three 

different protons Ha, Hb, and Hc are shown in an amphiphilic form of dipic 
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Scheme 2.2. Possible dipic Species at Varying pH Values Structures 5-8 

 

 

 

Scheme 2.3. Monoprotonated Zwitterionic Structure of dipic (2) and the Corresponding Structure 

after Rapid Equilibrium (2′) 
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Figure 2.4. Chemical shifts of dipic protons Ha (triangles) and Hb protons (squares) plotted as a 

function of pH in aqueous solutions. 

 

Scheme 2.4. Dipic Structures and Equilibria in Aqueous Solution with Corresponding pKa 

Values 
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Figure 2.5. Absorption spectra of microemulsions containing 0.158 mM dipic in 200 mM 

AOT/isooctane. RMs (w0 = 12) were prepared from aqueous stock solutions at pH values from 

0.8 to 12.1. 

 

 

Figure 2.6. Absorption spectra of 0.10 mM dipic in 200 mM AOT/isooctane RMs. Aqueous dipic 

solutions at pH (a) 2.6 and (b) 3.5 were used to prepare microemulsions with w0 = 6, 12, 16, and 

20. 
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Figure 2.7. 400 MHz 1H NMR spectra of dipic in 750 mM AOT/ isooctane microemulsions with 

w0 = 6. Aqueous stock solutions of 20-25 mM dipic from pH 0.9 to 12.3 were used to prepare 

RMs with final dipic concentrations of 1.45-1.81 mM. Samples at pH 3.20-6.20 were prepared 

with the higher concentration stock solution; the rest were prepared with 20 mM dipic. Samples 

were referenced using isooctane. 
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Figure 2.8. Section of the 2D NOESY of 200 mM dipic in 1 M AOT/ isooctane-d18 in D2O/pH 

6.1. w0 = 12 adjusted to pH 6.1 with NaOD. 
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CHAPTER 3: 3Correlating insulin enhancing properties with physical chemical properties of 

vanadium dipicolinate complexes 

 

SUMMARY 

The effects of substituents on an anti-diabetic compounds, [VO2(dipic)]-, was evaluated 

with regard to interactions with model membranes and molecular electronic properties. Several 

compounds in the series of were reported to have insulin-enhancing properties in STZ induced 

diabetic Wistar rats. The physical properties of the compounds series and their interactions with 

microemulsions of the Aerosol-OT reverse micelles were investigated. Specifically the ability of 

the drugs in reverse micelles associating with the water pool using differential FT-IR 

spectroscopy and the insulin enhancing drugs in the [VO2(dipic)]- - series were all found to 

associate with the interface. The inherent electronic properties and environment of the complexes 

using 51V NMR spectroscopy were found to correlate with the Hammett σpara constants both in 

aqueous solution and in the microemulsion environment. These results show that although the 

environment of the vanadium compound may change, its inherent properties remain, which may 

be what cause the insulin enhancing effects.   

 

INTRODUCTION 

A treatment of diabetes that has  been considered for some time is transition metal 

complexes and salts. As a result a range of systems has been investigated for anti-diabetic 

properties.1-14 Some of the most investigated systems are based on vanadium and chromium, and 
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although their chemistry has many similarities their mode of actions are significantly different.8,15  

Both chromium and vanadium are available to the public as dietary supplements and in vitamins. 

However neither of the metal systems has yet survived clinical trials to be commercially 

available as drugs.11,16 Considering the fact that vanadium compounds lower elevated blood 

glucose levels and do not cause the hypoglycemic episodes in normal subjects, these compounds 

have received much interest and attention. Mechanistic studies have been aiming to understand 

how such a small chemical entity can mimic or more recently enhance the effects of insulin.14,17-20  

Indeed, a range of different systems including simple salts such as vanadate, vanadyl and 

decavanadate and coordination complexes such as vanadium(III), vanadium(IV), and 

vanadium(V) complexes have been reported.14,21-26  A few classes of vanadium compounds have 

undergone extensive structure activity studies, and the insulin-enhancing effects of the vanadium 

compounds on a range of in vivo and in vitro model systems have been reported.3,5,7 2,8,10-14,27,28 In 

this work we will focus on in vitro studies of the dipicolinate systems with the objective of 

providing a further understanding of the possible role uptake and membrane interaction will have 

on the action of this class of drugs.  

The two most well studied coordination complexes, the BMOV-BEOV system and the V-

dipic systems both show that the parent and unsubstituted systems are the most effective, Figure 

3.1.1,7,11,13 That is Structure Activity Relationships (SAR) in which the ligands were modified 

with electron donating and withdrawing substituents resulted in a less active drug.  These studies 

were carried out through intraperitoneal (IP) administration of V-maltolate derived compounds 

in STZ induced Wistar rats11 and oral administration of V-dipicolinates in STZ induced Wistar 

rats.13  In contrast Sakurai found a greater efficacy with electron donating groups examining 

primary cultures and measuring free fatty acid release by administration of the V-pic derived 
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complexes.4,9,10 Since the oxidation state also has been found to be important, and for this series 

of compounds the vanadium(V)-dipic complexes were found to be most efficacious, further 

information on how the subtle differences in the chemical properties may be important to 

understand the mode of action of these compounds.  

In the case of the V-dipic systems anti-diabetic studies have been accompanied by 

stability studies of the compounds investigated, and the parent V-dipic was found to be most 

stable than any of the substituted counterparts.13,25 The series of compounds used herein are all 

stable in the acidic pH range with a pH maximum around 3.5 and little complex remaining at 

neutral pH.13,25,29  However, it was found that complexation with simple ligands to form ternary 

complexes extended the pH stability to the neutral pH range,30 and this fact combined with the 

observations reporting the chemistry of vanadium complexes with serum proteins and other 

metabolites, have led to the suggestions that at least initially the active species are complexes 

between the vanadium and cellular proteins, metabolites or other components.13 A recent analysis 

of the vanadium uptake in a studies of orally administered vanadate however, that the insulin-

enhancing properties did not correlate with the total vanadium level.31 These studies proposed 

that the coordination chemistry was likely to play an important role in the distribution of the 

vanadium, and that chemistry involved many metabolites and enzymes for mode of action. 

Additionally the effects vanadium on membranes including those of the GI-tract may be critical 

for the mode of action of these drugs.24 In this work we will investigate how different V-dipic 

complexes interact with interfaces, with the intention of understanding why these compounds 

have such similar effects as insulin enhancing agents. 

In the following we will use interfaces formed in microemulsions to investigate the drugs 

association with a simple model system.32 These systems are used to mimic the 
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microenvironments present in natural membranes. Specifically, we will use conditions placing 

the system in the section of the phase diagram where reverse micelles (RMs) form.33,34 RM are 

self-assembled aggregations composed of amphiphilic molecules in an organic solvent 

surrounding a aqueous core, and this systems has been found to be a useful model system to 

determine surface-probe interactions experimentally.35-38 The parameter w0 = [H2O]/[AOT] 

describes the size of the RMs in solution. In this work we will us sodium bis-2-

ethylhexylsulfosuccinate (AOT), shown in Figure 3.2 which is well suited for these studies, 

because of the nature of the surfactant, the length of the surfactant and size of interface layer and 

how well it the interfaces form and mimic the a simplified lipid monolayer.  These systems are 

dynamic, however, the thermodynamic stability governs the system, and compounds and water 

are known to penetrate the interface depending on molecular structure. 

The parent chemical structure of  [VO2(dipic)]- is shown in Figure 3.3. The series of anti-

diabetic vanadium compounds used will have replaced the H-group in the para- (position 4), 

Figure 3.1.  [VO2(dipic-NH2)]-,28 [VO2(dipic-Cl)]-,25 and [VO2(dipic-OH)]-39 in addition to the 

parent complex have been investigated with regard to their insulin enhancing properties.  In this 

work we will also investigate  the –NO2 derivatives.30  The chemistry of these complexes was 

investigated previously and the parent system was found to be most stable.13,25  The electronic 

properties of these systems have been investigated using a range of techniques including 

electrochemistry and spectroscopies.40,41 Specifically solid-state 51V NMR spectroscopy is a very 

sensitive tool for probing the electronic properties of the complexes.41-43 Solid-state 51V NMR 

provides information on the electron structure and geometry of coordination complexes because 

51V is a half integer quadrupolar nucleus (I = 7/2) have electric field gradient and chemical shift 

anisotropy tensors generally sensitive to the complex electronic geometry and structure. For the 
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series of V-dipic complexes it has been shown that the solid-state 51V NMR chemical shifts 

correlate linearly with the 51V solution isotropic chemical shifts, and thus the latter can be used as 

a tool to investigate electronic changes in these compounds.40   

In the following studies we will carry out two types of experiments probing the  drug 

interacting with interfaces measured using first FT-IR spectroscopy and second 51V NMR 

spectroscopy. These studies will detail the interaction of the drugs with the interface, and the 

water pool in the microemulsion model system.  

	
  

MATERIALS AND METHODS 

Materials. 

2,2,4-trimethylpentane (iso-octane), deuterium oxide (D2O – 99% D), NaOH, NaOD 

(99% D), HCl and NaOD (99% D), were used as received from Sigma – Aldrich Laboratories 

without further purification. Sodium bis-2-ethylhexylsulfocuccinate (AOT) was purified in 

accordance with Chowdhury, et al., by dissolution of AOT in methanol with added activated 

charcoal44 we tested the water content using 1H NMR spectroscopy.   The vanadium compounds 

were prepared as described previously [VO2(dipic)]-,45 [VO2(dipic-OH)]-,39 [VO2(dipic-Cl)]-,25 

[VO2(dipic-NH2)]-30 and [VO2(dipic-NO2] -.30 

NMR experimental procedures. 

The 51V NMR studies were performed on a 300 MHz NMR spectrometer using a 90o 

pulse angle with an 8kHz spectral window with a 0.096 s acquisition time. All 51V NMR spectra 

were referenced using VOCl3 as an external reference (0 ppm). All NMR files were worked up 

by referencing and phase correction on MestRec mNOVA software. The files were exported to 

Origin 7 where they were stack plotted and labeled. 
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Infrared (IR) experimental procedures. 

The IR spectral data were collected using a Magna 760 FT-IR at 25oC. The spectra 

collected used 32 scans with a 1 cm–1 resolution. The IR apparatus required the samples to be 

added drop wise to the sample window for acquisition. The sample window was wiped clean 

with a methanol and dried with a chemwipe. The subtraction used a sample that contained an 

aqueous phase with 5% HOD (2.5 % D2O) in double deionized (DDI) H2O and a second identical 

sample with a water pool of DDI H2O. The two spectra were then subtracted and the remaining 

peak was the OD signal. The work up for the data was performed on Microsoft Excel and Origin 

7. 

Aqueous sample preparation for IR. 

The IR samples were prepared used double deionized (DDI) water and 5% D2O as the 

aqueous solution and the aqueous phase for the 750 mM AOT/isooctane RMs.  The 50 mM 

dipicolinatooxovanadium(V) salts were used depending on the substituent used (H; OH; Cl; 

NH2; NO2) was stored at 0 oC in glass vials. The appropriate amounts of solid to form a 50 mM 

solutions of (VO2[dipic-X])- was added to an aqueous stock to create 2 mL samples. Two 

aqueous stock solutions (H2O or a 5% D2O / DDI H2O mix) were created for each complex. The 

solid was added to a sample vial and vortexed until all solid was dissolved. The pH of the 

solution was adjusted using DCl and stored in a glass vial. 

Aqueous sample preparation for NMR. 

Preparation of the aqueous solutions for NMR studies was achieved by dissolving the 

appropriate amounts of the recrystallized solid to generate a 50 mM [VO2(dipic-H)]- solution 

(0.399 g) to form 3.0 mL in D2O.  The solids used were [VO2(dipic-X)]- (X = H, OH, Cl, NH2 or 

NO2) which were prepared using previously described methods.46,47 The solutions were vortexed 
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until all solid was dissolved. The pH of the resulting solutions were measured using an Orion 

420A pH meter and if necessary adjusted. The pH was corrected to pD according to the 

relationship pH + 0.4 = pD. The pD of the solution was adjusted using DCl and/or NaOD to 

achieve the pD ~3.5 used in most of the results described in this manuscript.  

Reverse Micelle (RM) formulation. 

The formation of reverse micelle samples were generated by combining the appropriate 

amounts of AOT stock was combined with appropriate amounts of aqueous stock using glass 

syringes to obtain the desired w0 fitting the equation w0 = [H2O]/[AOT]. The aqueous phase was 

then added yielding a biphasic suspension. The samples were then vortexed until a homogenous 

and optically transparent.  

 

RESULTS AND DISCUSSION 

FT-IR measurements on microemulsions containing [VO2(dipic)]- and [VO2(dipic-X)]- 

derivatives.  

Measurements were made on 750 mM AOT/isooctane microemulsion samples containing 

50 mM [VO2(dipic)]- , [VO2(dipic-OH)]-, [VO2(dipic-Cl)]- and [VO2(dipic-NO2)]-. In the case of 

the [VO2(dipic-NH2)]- the solubility was not 50 mM and the material did not completely 

dissolve. Samples were run containing 2.5% D2O and corresponding samples were run with 

probe but without D2O for background subtraction. This subtraction was made to avoid 

excitation transfer effects.48 Several data series were investigated. First, series of data were done 

at varying w0 size, and second data were obtained at varying [VO2(dipic)]- derivatives at constant 

w0 sizes 8 and 10. The drug samples were investigated at pH 3.5 near the pH optimum as well as 

at pH 5.5 where some of the complexes are already beginning to hydrolyze. The background 
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subtracted FT-IR data of the samples containing 5% HOD were compared with respect to peak 

position and linewidth to a sample containing the RMs with 5% HOD to document the effects the 

compound had on the H-bonding in the water pools of the RMs.   

The series of [VO2(dipic-Cl)]- as a function of different sizes of w0 compared to 

corresponding RMs series (data not show) illustrate that the changes varies depending on the size 

of the RMs. In the case of the [VO2(dipic-Cl)]- we find that the changes from RMs to the 

[VO2(dipic-Cl)]- is greater at larger w0 sizes. This observation suggests that in the case of this 

drug that as the size of the water pool increase the [VO2(dipic-Cl)]- complex prefer to reside in 

the water pool. This observation underlines the importance of solvation. Indeed, we have 

recently reported significant changes in metal ion species at low solvation levels.49  

In Figure 3.4 we show the differential FT-IR spectra of the series of [VO2(dipic-X)]- at a 

w0 of 8. We chose this small size, because in general we find a great effect at small w0 sizes.50 In 

addition, we record the peak position for these systems with standard deviation showing the error 

on 3 or 4 measurements, Table 3.1. The series show no probe and [VO2(dipic-H)]- have 

experimentally indistinguishable peak maxima. In contrast [VO2(dipic-OH)]- and [VO2(dipic-

Cl)]- are slightly blue-shifted. The [VO2(dipic-NH2)])- complex if anything displays a slight red-

shift. However, this derivative is very insoluble, and the samples were not completely 

transparent, so therefore the data is therefore not shown in Figure 3.4. The [VO2(dipic-NO2)]- 

derivative shifts significantly and this suggest this derivative is found in the waterpool where it 

perturb the H-bonding more than any of the other complexes. 

An additional series for [VO2(dipic-X)]- was performed at pH ~3.5 and the results are 

presented in Table 3.1. The series also confirm that no probe and [VO2(dipic-H)]- have 

experimentally indistinguishable peak maxima while [VO2(dipic-OH)]- and [VO2(dipic-Cl)]- are 
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slightly blue-shifted. The [VO2(dipic-NH2)]- complex if anything displays a slight red-shift. 

However, this derivative is very insoluble, and the samples sometimes were not completely 

transparent. The [VO2(dipic-NO2)]- derivative shifts significantly and suggests this derivative is 

found in the waterpool where it perturbs the H-bonding more than the other complexes. Perhaps 

most importantly from this data it is clear that the greater shifts at pH 3.5 are observed at the 

larger wo sizes; that is as the RMs and the waterpool becomes larger, the effect induced by the 

drug is larger.  

We also recorded the spectra of [VO2(dipic)]-, dipic ligand, [VO2(dipic-OH)]-, and 

[VO2(dipic-Cl)]- at higher pH values (data not shown). The pH of the aqueous phase was ~5.5 at 

which point these complexes at least in part are beginning to hydrolyze. The dipic2- and 

(VO2[dipic-H])- show maxima overlapping the sample without probe indicating that these probes 

doe not interact with the water pool. However, the [VO2(dipic-OH)]- and [VO2(dipic-Cl)]- both 

blue-shifted in the OD stretching maxima that to a higher frequency indicating a change in the H-

bonding in the aqueous phase of the AOT RMs at pH ~5.5. 

Combined these studies showed that the [VO2(dipic)]- complex does not impact the H-

bonding in the water droplets in the RMs. The [VO2(dipic-NH2)]- complex may also associate 

strongly with the interface and not the water pool. However, this interpretation is less certain, 

because this complex was less soluble and the samples were not always transparent. The 

[VO2(dipic-OH)]- and [VO2(dipic-Cl)]- complexes showed a small but definite shift, which is 

consistent with this complex being associated with the water pool. Finally the [VO2(dipic-NO2)]- 

complex showed the largest shift of all the complexes. These results show that this series of  

complexes interacts with different affinities with the interface. Such disparity in properties 

suggests that may be some differences in the uptake of the compounds upon administration. Yet, 
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for the analogs that have been investigated the insulin enhancing effects have been observed  

([VO2(dipic)]-,26 [VO2(dipic-OH)]-,39 [VO2(dipic-Cl)]51- and [VO2(dipic-NH2)]-28) the difference in 

insulin-enhancing effect is modest and not as large as observed when the vanadium is modified 

by a ternary ligand.13 Furthermore, the derivative that was found to be exclusively in the water 

pool [VO2(dipic-NO2)]- and not likely associated with the interface, we do not have animal data 

on. It was recently demonstrated that the efficacy of the vanadium when administered in the form 

of vanadate to human diabetics did not correlate with the total vanadium absorbed.31 Because of 

this finding it was proposed that some as of yet unidentified pool of active vanadium formed 

upon administration. Although it is possible that such a pool would form as a result of interaction 

with and traversing interfaces the studies here suggest that there may be a relatively wide range 

of properties of the insulin-enhancing agent that result in the same insulin-enhancing response. 

Because this series of compounds investigated suggests that all but the [VO2(dipic-NO2)]- are 

associated to some degree with the interface, we sought additional information on the properties 

of this class of compounds. 

NMR Spectroscopic Studies of microemulsions containing [VO2(dipic-H)]- and [VO2(dipic-Cl)]-.  

Substituent effects of the vanadium complexes with 2,6-pyridinedicarboxylate (dipic2-) 

derivatives were evaluated measuring the 51V NMR chemical shifts in aqueous solution and in 

microemulsions. Previous studies have been carried out using 1H and 13C NMR chemical shifts to 

evaluate substituent effects.52-57 The 51V nucleus is spin 7/2 58 and have been used to provide 

valuable information on coordination geometry as well as the electronic properties of the 

vanadium nuclei.25,40-43,59 The aqueous stability of complexes was previously evaluated from 

acidic to neutral pH at a 1:1 ratio of ligand to vanadium. These studies were carried out at the pH 

stability optimum of the [VO2(dipic-X)]- series. The parent complex, [VO2(dipic-H)]- was found 
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to be the most stable with 95% intact.13,25,30 The [VO2(dipic-OH)]- and [VO2(dipic-NH2)]- 

complexes were slightly less stable at ~80% while the [VO2(dipic-Cl)]- and [VO2(dipic-NO2)]- 

complexes were ~65% intact at pH 3.5. The 51V NMR spectra of the complexes where X is H, 

OH, Cl, NH2 and NO2 were measured in D2O solutions as well as in AOT RM solutions and were 

referenced externally to a VOCl3 standard. 

The chemical shifts for the [VO2(dipic)]- complexes and derivatives measured in aqueous 

solution are listed in Table 3.3 The 51V NMR chemical shifts were found to shift upfield with 

electron withdrawing groups (NO2) and downfield with electron donating groups (NH2, OH, Cl).  

This is consistent with the substituents induced shifts observed in 1H and 13C NMR 

spectroscopy.53-57 Because the solid state 51V NMR chemical shifts have been found to described 

the electronic properties of the vanadium40 we were interested to expand the linear free energy 

relationships to this nucleus. The isotropic solution 51V NMR chemical shifts can show 

deviations with the solid-state 51V NMR chemical shifts.40,59 When there are structural differences 

between the solution and the solid state, for the [VO2(dipic)]- series of compounds the isotopic 

shift has been shown to correlate with the solid-state 51V NMR chemical shift.25,41 In addition, 

limited correlation for a wide range of vanadium compounds have been reported documenting 

that when the solution structure is maintained the 51V nucleus is a valuable tool to probe ligand 

effects.60  

The 1H and 13C NMR chemical shifts have been found to correlate with Hammett 

parameters for a range of V-compounds documenting that linear free relationships exist for 

vanadium coordination complexes.53,56,57,61 Corresponding analyses have not previously been 

done with 51V NMR chemical shifts although the 51V NMR chemical shifts are known to describe 

the electronic properties at the vanadium atom. In this manuscript we undertook a linear free 
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energy analysis. First, the dX – dH (= rs) was calculated of the solution 51V NMR chemical shifts 

in analogy with the approaches previously found to be  effective when correlating systems using 

1H and 13C NMR shifts in plots against the Hammett s constants.62-64 The linear fit to the data in 

Figure 3.5 shows a r = -6.7 and an r2 = 88%. The high r2 indicates that 51V NMR parameters 

correlate with the substituent effects described by the Hammett spara constant of the complexes in 

aqueous solution (pH 3.5).   

The 51V NMR spectra were also recorded of AOT RM samples wo = 12 containing the 

[VO2(dipic)]- complexes and derivatives. The chemical shifts for the [VO2(dipic-X)]- complexes 

in this environment are also listed Table 3.2 and were also plotted against the Hammett spara 

constants, Figure 3.6. The data was fitted to a linear regression with a r = -6.8 and an r2 = 92%.  

The slight changes to the r (-6.7 to -6.8) and r2 (88% to 92%) from the plot of aqueous 

[VO2(dipic-X)]- could be attributed to the fact one less point was included on this plot.  The low 

solubility of the [VO2(dipic-NH2)]- material rendered a sample that was not transparent and the 

data thus not used. The linear plot shown in Figure 3.6 demonstrates that the pattern observed in 

aqueous solution is upheld in the more hydrophobic environment of the RM system.   

In order to use this data to examine the difference between the aqueous environment and  

the RMs environment we compared the chemical shifts in  the aqueous and the reverse micelle 

solutions and the difference (δRMX – δaqX) is listed in Table 3.2. Plotting δRMX – δaqX as a function 

of the Hammett σpara also resulted in a linear relationship, Figure 3.7. As shown from this plot, a 

correlation of the ρ = -2.18 and r2 = 88%.  This correlation reflects the fact that all these 

derivatives show differences based on the electronic changes in the complexes and their response 

to the specific environment in the heterogeneous micelles. Thus, the complex located in the 

aqueous pool will respond differently than the compounds located at the interface. The fact that 
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the chemical shift for [VO2(dipic)]- changes little as the compound is placed in the reverse 

micelle likely arise from counteracting effects that cancel each other out. Thus, the downfield 

shift observed by complex penetration is countered by the upfield effect found when placing the 

polar complex in a hydrophobic environment and requiring more electron donation from the 

pyridine nitrogen. The smaller ρ value than observed in the correlations shown in Figures 3.5 

and 3.6 show that there is less substitution change when exploring the combined substituent and 

environments in reverse micelles. Reduced substituent effects in a less polar and more 

hydrophobic environment have been reported when comparing the basicity of pyridines in ionic 

liquids with basicity in aqueous solution.65,66  

The plot shown in Figure 3.7 clearly separates out the -NO2 derivative from the others. 

The differences in the -OH and -Cl derivatives are interesting particularly in the light of the FT-

IR data that suggests the compounds are located near the same interfacial locations. Together the 

data for the –OH and –Cl derivatives shows that although these compounds have very different 

electronic properties, when combined with their interaction with interfaces the overall net result 

is that these effects in part can cancel out. It is most likely to be the combined effects of the 

electronics and the location of the compounds that drives their specific the insulin enhancing 

properties can be inferred. Perhaps the most important observation for the compounds under 

investigation is that the modification of the dipic did not adversely impact their insulin enhancing 

properties. 

In these studies with the V-dipic complexes we conclude that substituents do affect how 

the drugs interact with interfaces. Chen et al. also reached such conclusion in a series of studies 

probing pyridine and quinolone analogs and their membrane permeability using computational 

modeling.67 Sakurai et al. evaluated substituent effects of vanadium(IV)(pic)2, and noted that the 
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4 position of the pyridine ring had the greatest effect on logP.10 This series of vanadium 

complexes did exhibit a SAR relationship showing that the substitution with a halogen improved 

the insulin enhancing effects the most. In a very different venue, the substituent effects of 

vanadium(V) dipicolinate complexes have also been evaluated in association with their catalyst 

properties oxidizing lignin and analogs.68 The studies shown in this work also demonstrate that 

Hammett correlation can predict the  properties of the [VO2(dipic-X)]- series of compounds.   

The introduction of substituents modifies the complex properties as anticipated in both 

aqueous solution and in micellar environments. Hammett correlations were previously used to 

relate stability constants to σ values for a series of silver, copper and iron complexes.69 We had 

previously examined the stability of these complexes in solution, and did not find a correlation 

with the complex stability.13 This suggested that the counteracting factors for the stability of 

these complexes existed in aqueous solution. The studies reported here investigated the 

environments of the complexes near an interface and documented a linear free energy 

relationship with regard to the 51V NMR chemical shift in interfacial environment. However, 

insulin-enhancing properties is a complex parameter to measure. Such effects will vary with the 

biological system and what particular physical parameters are investigated. Thus, identifying 

simple parameters that are true predictors is non-trivial. We were interested in investigating the 

complex properties of the systems because changes in complex electronic properties could 

potentially affect their reactivity, processing and shift the mode of action and presumed insulin 

enhancing effects. Perhaps most significantly, this study resulted in the recognition that all the 

complexes that were found to have insulin-enhancing effects were also found to interact with the 

interface in some manner.  
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CONCLUSIONS 

In the above studies we investigated the properties of a series of insulin-enhancing 

compounds with regard to their physical properties and inherent ability to associate with 

interfaces to identify possible correlations. We selected a series of drugs that have previously 

been examined in animal studies and showed similar insulin-enhancing properties.13 Specifically, 

we investigated the ability of the drugs in association with model membrane interfaces using 

differential FT-IR spectroscopy. These studies were based on monitoring the OD stretch in the 

water pool of the reverse micelle samples. The drugs that are associated with the interface will 

show little perturbation of the OD stretch, whereas drugs that are located in the water pool will 

interact strongly with the water molecules and change the H-bonding resulting in a large shift. 

We found that the insulin enhancing drugs in the [VO2dipic]- series that have been shown to be 

effective in animal studies were all associated with the interface to some degree.   

To further investigate these systems we also examined their inherent electronic properties 

and environment of the complexes using 51V NMR spectroscopy. These studies were carried out 

because the 51V NMR nucleus is particularly sensitive to electronic changed, and the possibility 

that this system be used as a sensitive probe was evaluated. In these studies we found that the 51V 

NMR chemical shifts of the [VO2dipic]- - series correlate with the Hammett σpara constants both 

in aqueous solution and in the microemulsion environments. In addition, when comparing the 

chemical shifts of the [VO2dipic]- - series in aqueous solution with the more hydrophobic 

environment using the (δRMX – δ aqX) a correlation with the Hammett σpara constants were also 

observed. These results show that although the environment of the vanadium compound may 

change, its inherent properties remain, which may be what cause the insulin enhancing effects. It 

is possible that the inherent reactivity and properties are important to formation of the as of yet 
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unidentified active pool of vanadium that was recently proposed based on pharmacokinetic 

studies in diabetic human beings.31 
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FIGURES AND TABLES	
  
 

 
 

Figure 3.1.  The structure of BMOV and [VO2(dipic-X)]-. 

	
  

	
  

	
  

Figure 3.2.  The structure of NaAOT and a reverse micelle (RMs). 

 



	
  103	
  

 

Figure 3.3.  Substituents replacements on [VO2dipic]-. 
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Figure 3.4. Background subtracted FT-IR spectra of the OD stretching frequency of 50 mM 

[VO2(dipic)]-, [VO2(dipic-OH)]-, [VO2(dipic-Cl)]-, [VO2(dipic-NH2)]- or [VO2(dipic-NH2)]-. The 

aqueous stock solutions were pH adjusted to ~3.5. The sample contained AOT RMs at w0 = 8. 

The concentrations for the stock solutions were 750mM AOT. 

 

 

 

 

 



	
  105	
  

Table 3.1. Background subtracted FT-IR maxima for the OD stretching frequency. The samples 

were made twice (one 5% HOD and one H2O) and subtracted. The aqueous stock solutions were 

pH adjusted to ~3.5. The sample contained AOT RMs at w0 = 6, 8, 10 and 12. The concentrations 

for the stock solutions were 750mM AOT and 50 mM [VO2(dipic-Cl)]-. 

 

 

 

Table 3.2. Background subtracted FT-IR maxima for the OD stretching frequency. The samples 

were made twice (one 5% HOD and one H2O) and subtracted. The aqueous stock solutions were 

pH adjusted to ~3.5. The sample contained AOT RMs at w0 = 8. The concentrations for the stock 

solutions were 750mM AOT and 50 mM [VO2(dipic-X)]- except for [VO2(dipic-Cl)]-  and 

[VO2(dipic-NH2)]-. 

	
  
	
  

 

	
  

 

wo 
No Probe 

(cm -1) 
0.5 mM [VO2(dipic)]- 

(cm -1) 
0.5mM [VO2(dipic-Cl)]- 

(cm -1) 
0.5mM [VO2(dipic-OH)]- 

(cm -1) 
6* 2546 2549 2547 Not Run 

8 2541 ± 1.5 2541 ± 1.3 2551 ± 3.5 2546 ± 4 

10 2528 ± 0.5 2553 ± 3 2538 ± 2 2539 ± 2 

12* 2524 2526 2524 2528 
 
* Indicates only one run per sample, no statistical analysis was performed. 

Aqueous phase in wo = 8 AOT RM samples Peak Avg. cm-1 St. Dev. 
No Probe 2542 1.5 
0.5 mM [VO2(dipic)]-  2542 1.3 
0.5mM [VO2(dipic-Cl)]- 2551 3.5 
0.5mM [VO2(dipic-OH)]-  2546 4.0 
0.5mM [VO2(dipic- NO2)]

-  2558 1.4 
0.5mM [VO2(dipic- NH2)]

-  2540 0.5 
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Table 3.3. The 51V NMR chemical shift resonances for aqueous [VO2[dipic-X]- and the 

[VO2[dipic-X]- complexes in AOT RM samples and the Hammett σpara values for substituents.  

 

 

 

Figure 3.5. The 51V NMR chemical shifts difference of dipicolinatooxovanadium(V) complexes 

(δX – δH) were plotted as a function of the Hammett σpara constants. Samples contained 50 mM 

dipicolinatooxovanadium(V) [VO2(dipic-X)]- in D2O at pH ~3. The samples (X was OH, H, Cl, 

NH2 or NO2) were referenced to VOCl3 externally at 79 MHz (1H-300 MHz spectrometer). 

 
 
 
 
 
 
 

 
(a) The 51V NMR chemical shift values were referenced against an external VOCl3 standard. 
(b) The [VO2(dipic-NH2)]- AOT RM sample formed precipitates and the signal was extremely 

broadened. 
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Figure 3.6. The 51V NMR chemical shifts difference of dipicolinatooxovanadium(V) complexes 

(δRMX – δRMH) were plotted as a function of the Hammett σpara constants.  Samples contained 50 

mM dipicolinatooxovanadium(V) [VO2(dipic-X)]- in D2O at pH ~3 added to 750 mM AOT in 

isooctane with a wo = 12. The samples (X was OH, H, Cl or NO2) were referenced to VOCl3 

externally at 79 MHz (1H-300 MHz spectrometer). 
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Figure 3.7. The 51V NMR chemical shifts difference of dipicolinatooxovanadium(V) complexes 

between the aqueous and micellar environment (δRMX – δRMH) were plotted as a function of the 

Hammett σpara constants.  Aqueous samples contained 50 mM dipicolinatooxovanadium(V) 

[VO2(dipic-X)]- in D2O at pH ~3. Reverse micellar samples contained 50 mM 

dipicolinatooxovanadium(V) [VO2(dipic-X)]- in D2O at pH ~3 added to 750 mM AOT in 

isooctane with a wo = 12. The samples (X was OH, H, Cl or NO2) were referenced to VOCl3 

externally at 79 MHz (1H-300 MHz spectrometer). 
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SUPPLEMENTAL INFORMATION 

 

Figure S3.1. (right) A stacked plot of 51V NMR spectra acquired for vanadium(V) dipicolinate 

complexes with substituents, H, NH2, OH, Cl, NO2. 50 mM vanadium complex was added to 

D2O solutions with a pH of ~3.  (left) A similar 51V NMR stacked plot of RMs composed of 750 

mM AOT in iso-octane. The aqueous phase was added to equal a w0 of 12 containing 50 mM 

vanadium(V) dipicolinate in D2O at pH ~3. 
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CONCLUSIONS 

 

Experiments probing the passive uptake of [VO2(dipic)]- and the effect of cholesterol in 

simplified systems were performed. Anti-diabetic agent, [VO2(dipic)]- is absorbed through an 

unclear mechanism, however a passive mechanism is proposed 1,2. RMs formed solution-state 

membrane mimics absent of protein transport machinery. Solution state spectroscopy probed the 

localization of dipic2-. [VO2(dipic)]- was evaluated for substituent effects altering permeation. 

Cholesterol incorporation into CTAB RMs developed an improved model containing the critical 

natural membrane component. 

The small intestine contains ~120 m2 of membrane surface area 3. As a result, membrane 

interaction is a critical property for absorption. Dipic2- permeated the AOT RM interface, playing 

a role in permeation, correlating with [VO2(dipic)]- 2. Dipic2- permeated against intuition and 

established rules 4. Substituent effects altered the properties of [VO2(dipic)]-. However 

contrasting effects cancel each other out minimizing the observed effect. This conclusion is 

corroborated by the in vivo anti-diabetic properties 5 and in vitro uptake data 6. Cholesterol 

altered CTAB RMs increasing interfacial packing and enhancing H+ transfer. Cholesterol 

samples provided data supporting a liquid disordered (Ld) to liquid ordered (Lo) effect and may 

produce a model system that closely mimics natural membranes. 

After absorption [VO2(dipic)]- may dissociate and bind ferritin 7, reduce through 

glutathione 8 or ascorbic acid 9, promote oxidative stress 10,11, or remain intact forming stable 

complexes in the hydrocarbon tails 12. All these routes are possible and could occur prior to 

distribution through human serum transferrin 13. The complex chemistry of vanadium increases 
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the difficulty in determining the active form of the drug. However, it is clear that membrane 

permeation is key to the anti-diabetic action of [VO2(dipic)]-.  

 

Further Studies 

This work inspired experimentation on dipic2- in CTAB Ms and RMs, 14 concentration 

dependence of dipic2- permeation (Chatterjee, unpublished), permeation of (dipic-OH)2- 

(Chatterjee, unpublished) and 3,5-dipic. The effect of charge on the permeation of dipic has also 

been initiated, however further experimentation is needed. Further explorations using pyridine 

investigating the effects of carboxylate (COO-) groups would apply to drug absorption. Studying 

the localization of vanadate would provide data on the behavior of the dissociated product. 

Functional groups OCH3, CH3 and C6H5 (methoxyl, methyl, benzyl) promoted permeability in 

modeling studies 15,16 and may increase permeability in [VO2(dipic)]-.  

Characterization determining the location of cholesterol in CTAB RMs is needed. Studies 

evaluating higher viscosity solvents by DLS and NMR may define the effect of cholesterol. NOE 

spectra acquired as part of this work should be re-analyzed after defining the location of 1-

pentanol within the system. Determining if cholesterol concentration plays a role in the observed 

H+ transfer changes may apply to many biological systems. Concentration experiments were not 

been attempted in the CTAB system. However, a preliminary series using 6:1 to 2:1 AOT: 

cholesterol resulted in viscous gel-like substances at higher cholesterol concentrations. 

Cholesterol containing mixed surfactant gels were useful for drug targeting of lymphatic tissue 

17. Analysis of alcohol co-surfactants would be an important study as cholesterol is soluble in 

long chain alcohols 18. The experiments of chapter 1 were performed at 25 oC, the affect of 

temperature on H+ transfer rates would increase biological relevancy, specifically experiments at 
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~37 oC. Lastly, combining the cholesterol containing model system with [VO2(dipic)]- should be 

performed to probe the permeability and stability of [VO2(dipic)]- in a cholesterol containing 

model system. 
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4 Alejandro M. Trujillo contributed the preliminary work on the AOT/cholesterol RM system & figure 3. 

Published in Langmuir, 2011, 27, (3) 948-954. 
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Corrected figure 2. 

	
  
Fig. 2. 2D-NOESY Recorded of 100 mM [VO2(dipic)]-  complex in a 1M AOT / isooctane-d18 / D2O (pH 4.5) 

microemulsion of w0 = 20. 

 
  



	
  143	
  

APPENDIX ARTICLE 36: 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
6Alejandro M. Trujillo contributed figure 6 & 7  
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