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## ABSTRACT OF DISSERTATION

## AN ADAPTIVE ALGORITHM FOR AN ELLIPTIC OPTIMIZATION PROBLEM, AND STOCHASTIC-DETERMINISTIC COUPLING: A MATHEMATICAL FRAMEWORK

This dissertation consists of two parts. In the first part, we study optimization of a quantity of interest of a solution of an elliptic problem, with respect to parameters in the data using a gradient search algorithm. We use the generalized Green's function as an efficient way to compute the gradient. We analyze the effect of numerical error on a gradient scarch, and develop an efficient way to control these errors using a posteriori error analysis. Specifically, we devise an adaptive algorithm to refine and unrefine the finite element mesh at each step in the descent search algorithm. We give basic examples and apply this technique to a model of a healing wound.

In the sccond part, we construct a mathematical framework for coupling atomistic models with continuum models. We first study the case of coupling two deterministic diffusive regions with a common interface. We construct a fixed point map by repeatedly solving the problems, while passing the flux in one direction and the concentration in the other direction. We examine criteria for the fixed point iteration to converge, and offer remedies such as reversing the direction of the coupling, or relaxation, for the case it does not.

We then study the one dimensional case where the particles undergo a random walk on a lattice, next to a continuum region. As the atomistic region is random, this technique yields a fixed point iteration of distributions. We run numerical tests to study the long term behavior of such an iteration, and compare the results with the deterministic case. We also discuss a probability transition matrix approach, in which we assume that the boundary conditions at each iterations follow a Markov chain.
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## Chapter 1

## INTRODUCTION

This thesis consists of two separate projects, and is thus divided into two parts. This chapter discusses an overview of both problems, and is followed by Parts I and II. Part I consists of Chapters 2 through 5, in which we discuss an adaptive optimization problem. Part II consists of Chapters 6 through 9, where we discuss a mathematical framework for stochasticdeterministic coupling. We end the paper with a Chapter 10 , where we give conclusions for both parts.

### 1.1 An Adaptive Algorithm for an Elliptic Optimization Problem

The first part of the thesis involves solving an clliptic parameter optimization problem. This involves optimizing a quantity of interest obtained from an approximation to the solution of a differential equation. We compute an expression for the gradient of the quantity of intercst, then search for a local extrema using a gradient search technique. We utilize a posteriori error analysis $[22,18,3]$ to correct for the numerical error in the solution, and hence in the gradient. The ideas of a posteriori crror analysis have made an enormous impact in engincering application over the past few decades, and many of the ideas have been adopted into production codes
at Sandia National Laboratory. In this first project, we use these error techniques to speed up and improve the process of optimizing a quantity of interest.

Consider a wound healing model as in [37], where we have two conservative equations, one for the epithelial cell density per unit area, $u_{1}$, and one for the concentration, $u_{2}$, of the mitosis-regulating chemical. The three parameters describe the time decay rate of the chemical, the maximum rate of chemical production, and the maximum level of chemical activation of mitosis. We study the problem of optimizing the functional $q(\lambda)=\left(\left(u_{1}, u_{2}\right)^{T}, \psi\right)_{L^{2}(\Omega)}$.

The general problem is to optimize $q(u ; \lambda)=(u, \psi)$, where $u$ solves

$$
\begin{cases}-\nabla \cdot(a \nabla u)=f(u ; \lambda), & x \in \Omega  \tag{1.1.1}\\ u=g(x), & x \in \partial \Omega\end{cases}
$$

We use the generalized Green's function, or adjoint, as an efficient way to compute the gradient used for the descent algorithm. If we consider a perturbation of parameter $\lambda, \tilde{\lambda}$, and the corresponding solution $\tilde{u}$, we linearize about $\tilde{u}$ to obtain the adjoint $\tilde{\phi}$, which satisfies

$$
\begin{cases}-\nabla \cdot(a \nabla \tilde{\phi})-D_{u}^{*} f(u ; \lambda) \tilde{\phi}=\psi & x \in \Omega \\ \tilde{\phi}=0, & x \in \partial \Omega\end{cases}
$$

We then express the gradient $\nabla_{\lambda} q(\tilde{\lambda})$ using the adjoint,

$$
\nabla_{\lambda} q(\tilde{u} ; \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda})=\left(\nabla_{\lambda} f(\tilde{u} ; \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)_{L^{2}(\Omega)}
$$

We implement a conjugate direction method to find local extrema in parameter space. We then analyze the effect of numerical error on such a gradient search. We take note that different parameter values may require different meshes to achieve accuracy, and that computing a mesh for cach parameter
value in the descent search is an expensive proposition. To remedy this, we devise an adaptive algorithm that uses the same mesh, which we refinc and unrefine as the parameter changes. Using a posteriori techniques, we derive an expression for the gradient error, and show that this represents the change in crror from one parameter value to the next. Specifically,

$$
\begin{equation*}
\nabla_{\lambda} q(\tilde{U} ; \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda})=\left(\nabla_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)+\mathcal{R}(U, \phi, \tilde{\phi}) \tag{1.1.2}
\end{equation*}
$$

where $\tilde{U}$ is the finite element approximation to (1.1.1) with parameter $\tilde{\lambda}$, and $\phi, \tilde{\phi}$ solve the adjoint problems for parameters $\lambda$ and $\tilde{\lambda}$ respectively. The $\operatorname{term}\left(\nabla_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)$ is the computable approximate gradient, and the term $\mathcal{R}(U, \phi, \tilde{\phi})$ represents the weak residual for the gradient error. To summarize the algorithm, we first construct an efficient mesh for the first parameter $\lambda_{0}$ by controlling the error in $q\left(\lambda_{0}\right)$, using standard a posteriori techniques. For subsequent parameter values, we use (1.1.2) to approximate the gradient, while using $\mathcal{R}(U, \phi, \tilde{\phi})$ to flag elements for refining and unrefining. We give basic examples and apply this technique to the wound healing model.

The first part of the thesis consists of Chapters 2 through 5. In Chapter 2, we discuss background matcrial from the areas of analysis and differential equations. This includes a discussion of the basic function spaces, operator derivatives, adjoint operators, and elliptic operators. In Chapter 3, we discuss the finite element methods and a posteriori error estimation used to solve elliptic problems and correct for numerical crror. In Chapter 4, we discuss some of the basic gradient search methods used for unconstraincd optimization. Here we discuss stecpest descent, the conjugate gradient method, and line search methods. In Chapter 5, we discuss the
aforementioned optimization problem in detail, with proofs of the major theorems and numerical results.

### 1.2 Stochastic-Deterministic Coupling: A Mathematical Framework

In the sccond part of this thesis, we create a rigorous mathematical framework for coupling atomistic with continuum models.

The continuum region is modeled by differential equations and is solved using standard methods such as finite elements. The atomistic region is modeled by some atomistic simulation method such as molecular dynamics, Monte Carlo, or in our case, Brownian motion. As atomistic simulations are random, we introduce stochastic error into the problem. Controlling the stochastic error of the atomistic simulation could involve increasing the resolution of the simulation, the number of samples, or the length of time that the simulation is run.

If we solve the continuum problem using finite elements, we can reduce the discretization error using standard a posteriori techniques. In coupling the continuous problem with an atomistic problem, we typically pass results of the atomistic simulation as parameters into the continuum region. Since the results of the atomistic simulation are uncertain, we introduce stochastic error into the continuum problem. Ideally, we would like to account and correct for both types of errors in an efficient way. A rigorous mathematical theory for achieving this goal is lacking.

We are particularly interested in situations in which there is feedback between the two models. We consider iterative algorithms in which data is passed back and forth between the continuum and the atomistic model.

In some coupling schemes, only an ensemble average of quantities from the stochastic model are passed to the continuum model. This complicates the notion of defining a convergence of iterations, as well as introduces modeling assumptions that may not be valid. Instead, we consider the entire distribution of values from the atomistic simulations. That is, we pass distributions back and forth between the models.

The iterative process of passing the distribution of valucs at the interface is considered to be a fixed point problem. Using the Banach fixed point theorem, we can obtain necessary conditions for the sequence to converge.

In the case of atomistic coupling through the boundary, we couple a Brownian motion computation on a domain $\Omega_{1}$, to a continuum problem

$$
\begin{cases}-\Delta u=f(u), & x \in \Omega_{2}  \tag{1.2.1}\\ \frac{\partial u}{\partial \eta}=\lambda(x), & x \in \Gamma \subset \partial \Omega_{2} \\ u=g(x), & x \in \partial \Omega_{2} \backslash \Gamma\end{cases}
$$

where $\lambda$ is the random field gencrated from an atomistic simulation in an adjacent region $\Omega_{1}$. The coupling is through the common boundary $\Gamma$. We solve (1.2.1) using several realizations of $\lambda$. The solution $u$ on $\Gamma$ is also a random vector, which enters back into the atomistic model. The algorithm is as follows.

Make initial guess $u^{(0)} \mid \Gamma$.
For $k=1,2, \ldots$
Using $\left.u^{(k-1)}\right|_{\Gamma}$ as an initial condition, approximate $\lambda(x)^{(k)}$ using an atomistic technique in $\Omega_{1}$.

Approximate $u^{(k)}$ by solving (1.2.1).


Figure 1.1: We use an atomistic model in $\Omega_{1}$, and a continuum model in $\Omega_{2}$. We pass information through $\Gamma$, the common interface.

## End for

Since $\lambda$ and $\left.u\right|_{\Gamma}$ are random variables, this coupling involves passing distributions back and forth. The natural questions that arise are what does it means for a distribution to converge, and how do we test for convergence?

Chapters 6 through 9 discuss this atomistic to continuum portion of the thesis. In Chapter 6, we include some basic background material from probability theory. We briefly mention the key theorems used to perform statistical analysis on an atomistic simulation. Next, we bricfly discuss kernel density estimation. We then include some of the relevant matrix theory needed to study Markov chains. We conclude the chapter with a discussion of stochastic processes and Markov chains. In Chapter 7, we give an overview of molccular dynamics and Brownian motion. These are two of the many techniques that can be used to simulate the diffusion equation in a region at the atomistic level. In Chapter 8, we discuss the problem of coupling diffusion equations across an interface. This chapter consists of the formulation and convergence of the fixed point problem. In Chapter

9, we discuss the stochastic-to-deterministic coupling for a onc-dimensional diffusion problem. We formulate the problem of finding the distribution on the interface as the solution to a fixed point problem. We then mention an alternative formulation, in which we describe the problem as a Markov chain. We discuss convergence criteria and show numerical results in both cases.

## Part I

## An Adaptive Algorithm for an Elliptic Optimization Problem

## Chapter 2

## BACKGROUND: FUNCTIONAL ANALYSIS AND DIFFERENTIAL EQUATIONS

In our work, we approach crror estimation using a posteriori techniques, meaning that the error estimates are computed after the solution has been computed. It turns out that stability of the solution of a differential equation greatly influences the effects of perturbation and error. We use duality and adjoint operators to quantify stability a posteriori.

### 2.1 Function Spaces and Duality

We briefly recall lincar operators. Given normed linear spaces $X$ and $Y$ over $\mathbb{R}$, a linear operator $L$ is a function $L: X \rightarrow Y$ such that $L(\alpha x+$ $y)=\alpha L(x)+L(y)$ for all $x, y \in X, \alpha \in \mathbb{R}$. A linear operator is bounded, or continuous if there is a $C$ such that $\|L(x)\|_{Y} \leq C\|x\|_{X}$ for all $x \in$ $X$. The space of all continuous operators from $X$ to $Y$ is denoted by $\mathcal{L}(X, Y)$ and is itself a linear space. An important example is the case $Y=\mathbb{R}$, in which case we call $f: X \rightarrow \mathbb{R}$ a linear functional on $X$. Lincar functionals are important in our work as we view them as a particular piece of information from a solution of a model. We call this piece of information a quantity of interest. For example, suppose $u$ belongs to some vector
space $X$ and represents the solution to some differential equation. We could then consider the value of $u$ at a point $y_{0}$ in the domain $\Omega$ to be a quantity of interest. The quantity of interest is a linear functional given by $\int_{\Omega} u(x) \delta_{y_{0}}(x) d x$. The set of bounded linear functionals on a linear space $X$ is given the following definition.

Definition 2.1.1. Given a normed linear space $X$, the dual space of $X$ is the set $X^{*}: \mathcal{L}(X, \mathbb{R})$ of linear, bounded, real valued functions on $X$.

We denote this space by $X^{*}$, and denote elements by $x^{*} \in X^{*}$. The action of an element of the dual $x^{*}(x)$ is often denoted with $x^{*}(x)=\left\langle x^{*}, x\right\rangle$. The dual space is a normed linear space under the dual norm

$$
\left\|x^{*}\right\|_{X^{*}}=\sup _{x \neq 0} \frac{\left\langle x^{*}, x\right\rangle}{\|x\|_{X}}
$$

For example, it turns out that the dual space of $L^{p}$ is isometrically isomorphic to $L^{q}$, where $p^{-1}+q^{-1}=1$.

Definition 2.1.2. We define the adjoint of a map $L \in \mathcal{L}(X, Y)$ to be the map $L^{*} \in\left(Y^{*}, X^{*}\right)$ if the following bilinear identity is satisfied:

$$
L^{*} y^{*}(x)=y^{*}(L x), \text { or }\left\langle L^{*} y^{*}, x\right\rangle=\left\langle y^{*}, L x\right\rangle,
$$

for all $x \in X, y^{*} \in Y^{*}$.
Example 2.1.1. If $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a linear operator, then $A$ is an $m \times n$ matrix. The adjoint of $A, A^{*}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is the transpose matrix of $A$, denoted $A^{T}$.

Proposition 2.1.1. If we consider $L_{1}, L_{2} \in \mathcal{L}(X, Y)$, then the following properties of the adjoint hold:

- $\left(L_{1}+L_{2}\right)^{*}=L_{1}^{*}+L_{2}^{*}$
- $(\alpha L)^{*}=\alpha L^{*}$
- $\left(L_{1} L_{2}\right)^{*}=L_{2}^{*} L_{1}^{*}$.

Next, we define Banach spaces and Hilbert spaces, our vector spaces of choice for solving differential equations using the finite element method.

Definition 2.1.3. A Banach space is a normed linear space that is complete, that is, any Cauchy sequence in $V$ converges under $\|\cdot\|_{V}$ to an element in $V$.

Definition 2.1.4. An inner product is a function $(\cdot, \cdot): X \times X \rightarrow \mathbb{R}$, such that the following hold

1. $(x+y, z)=(x, z)+(y, z)$,
2. $(\alpha x)=\alpha(x, y)$,
3. $(x, y)=\overline{(y, x)}$,
4. $(x, x) \geq 0$, and $(x, x)=0$ if and only if $x=0$.

Definition 2.1.5. A Hilbert space is a Banach space equipped with an inner product, and whose norm is induced by the inner product $\|\cdot\|=\sqrt{(\cdot, \cdot)}$.

In a Hilbert space, the norm satisfies the following parallelogram law,

$$
\|x+y\|^{2}+\|x-y\|^{2}=2\left(\|x\|^{2}+\|y\|^{2}\right) .
$$

If $H$ is a Hilbert space, and $v \in H$, then the function $L(x)=(x, v)_{H}$ defines a linear functional on $H$. It turns out that all linear functionals on a Hilbert space may be defined that way. Also, the dual space of a Hilbert space $H$ is isometrically isomorphic to $H$ itself. These facts are stated in the following theorem.

| Hilbert Space | Inner Product |
| :---: | :---: |
| $\mathbb{R}^{n}$ | $(x, y)=x \cdot y$ |
| $L^{2}(\Omega)$ | $(u, v)_{L^{2}(\Omega)}=\int_{\Omega} u v d x$ |
| $H^{s}(\Omega), s=0,1, \ldots$ | $(u, v)_{H^{s}(\Omega)}=\sum_{\|\alpha\|=0}^{s}\left(\partial^{\alpha} u(x), \partial^{\alpha} v\right)_{L^{2}(\Omega)}$ |

Table 2.1: Hilbert spaces and their associated inner products.
Theorem 2.1.1. (Riesz Representation Theorem) The dual space of a Hilbert space is isomorphic to the Hilbert space itself. Specifically, if $f \in H^{*}$, there is a unique $x \in H$ such that

$$
\langle f, y\rangle=(x, y)_{H} \text { for all } y \in H,
$$

and furthermore, $\|x\|_{H}=\|f\|_{H^{*}}$.

Using the Riesz Representation Theorem, we express the following identity,

$$
\left(u, L^{*} v\right)_{H}=(L u, v)_{H},
$$

to characterize the adjoint of a linear operator $L$ in a Hilbert space $H$.

### 2.1.1 Orthogonal Projectors

Onc of the reasons that Hilbert spaces are so useful is they allow us to define a sense of orthogonality.

Definition 2.1.6. In a Hilbert space $H$, we say that $u$ and $v$ are orthogonal if $(u, v)_{H}=0$.

Suppose we want to compute $(f, v)_{L^{2}(K)}$ for some $v \in V_{h}$, where $K$ is some element taken from a finite element mesh. Suppose $V_{h}$ is the space of functions that are polynomials of degrec $q$ on each clement $K$. Then we
find a function in $\pi_{h} f \in V_{h}$ that is closest to $f$ on average. Specifically, we require that $(f, v)_{L^{2}(K)}=\left(\pi_{h} f, v\right)_{L^{2}(K)}$, or

$$
\left(f-\pi_{h} f, v\right)_{L^{2}(K)}=0,
$$

for all $v \in V_{h}$. In other words, we seek the function $\pi_{h} f$ such that $f-\pi_{h} f$ is orthogonal to the space $V_{h}$. Such a function $\pi_{h} f$ is called the $L^{2}$ projection of $f$ into $V_{h}$.

We show that $\pi_{h}$ exists uniquely. To show uniqueness, if there are $u, v \in V_{h}$ such that $(f-u, w)_{H}=0$ and $(f-v, w)_{H}$ for all $w \in V_{h}$, then $u-w \in V_{h}$. Setting $w=u-v$, we obtain $(u-v, u-v)_{H}=0$, so $u=v$. Next, given a basis $\left\{v_{j}\right\}_{j=0}^{q}$ of $V_{h}$, we write

$$
\pi_{h} f(x)=\sum_{j=0}^{q} w_{j} v_{j}(x)
$$

so that $\left(\pi_{h} f, w\right)_{H}=\sum_{j=0}^{q} w_{j}\left(v_{j}, w\right)_{H}$ for all $w \in V_{h}$. Applying each basis element in $V_{h}$,

$$
\left(f, v_{i}\right)_{H}=\sum_{j=0}^{q} w_{j}\left(v_{j}, v_{i}\right)_{H} \text { for } i=0,1, \ldots, q
$$

which is a system of $q+1$ equations and $q+1$ variables. Since the solution is unique, it must exist.

The projection $\pi_{h} f$ turns out to be the closest function to $f$ in the $L^{2}$ sense. That is,

$$
\left\|f-\pi_{h} f\right\|_{L^{2}(K)} \leq\|f-v\|_{L^{2}(K)} \text { for all } v \in V_{h}
$$

### 2.2 Gâteaux and Frechét Deriviatives

In the previous section we reviewed the adjoint operator, which is defincd for linear operators. As we solve problems with nonlinearities in our
projects, we are left with the problem of how to define the adjoint. In order to obtain an adjoint for a nonlinear differential operator, we will linearize the problem using operator derivatives. These derivatives are discussed briefly in this scetion, and may be found in detail in $[2,38]$.

### 2.2.1 Basic Definitions

Recall that a real-valued function $f: \mathbb{R} \rightarrow \mathbb{R}$ is differentiable at $x$ if there exists an $a=f^{\prime}(x)$ such that

$$
\lim _{t \rightarrow 0} \frac{1}{t}(f(x+t)-f(x)-a t)=0
$$

We extend this definition to operators in higher dimensions using norms as follows.

Definition 2.2.1. Let $F: D \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. We say that $F$ is Gâteaux differentiable at $u \in D^{0}$ if there exists an operator $A \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ such that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1}{h}\|F(u+h v)-F u-h A v\|=0 \text { for all } v \in \mathbb{R}^{n} \tag{2.2.1}
\end{equation*}
$$

We think of $A v$ as the deriviative of $F$ in the direction $v$, and we sometimes write $F^{\prime}(u) v=A v$. Such an $A$ is unique, for suppose $A_{1}$ and $A_{2}$ satisfy (2.2.1). Then,

$$
\begin{aligned}
& \left\|\left(A_{1}-A_{2}\right) v\right\| \\
& \quad \leq\left\|\frac{F(u+h v)-F(u)}{h}-A_{1} v\right\|+\left\|\frac{F(u+h v)-F(u)}{h}-A_{2} v\right\| \\
& =\frac{1}{h}\left\|F(u+h v)-F(u)-h A_{1} v\right\|+\frac{1}{h}\left\|F(u+h v)-F(u)-h A_{2} v\right\|
\end{aligned}
$$

which converges to 0 as $h \rightarrow 0$. Since $v$ is arbitrary, $\left\|A_{1}-A_{2}\right\|=0$, or $A_{1}=A_{2}$. Note that the statement $A v=\lim _{h \rightarrow 0} \frac{1}{h}(F(u+h v)-F(u))$ for all $v$ follows from (2.2.1). However, the limit on the right hand side existing
for all $v$ does not imply the existence of the Gâteaux deriviative, as the following example demonstrates. Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be defined by

$$
f(x)= \begin{cases}0, & x=0 \\ \frac{x_{1} x_{2}^{2}}{x_{1}^{2}+x_{2}^{4}}, & x \neq 0\end{cases}
$$

Then we show that $\lim _{t \rightarrow 0} \frac{1}{t}(f(t h)-f(0))=\frac{h_{2}^{2}}{h_{1}}$, which clearly cannot be written in the form $A h$ for $A \in \mathcal{L}\left(\mathbb{R}^{2}, \mathbb{R}\right)$. Hence, $f$ is not Gâteaux differentiable at $x=0$.

In general, Gâteaux differentiability docs not imply continuity. For example, let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be definced by $f(x)=\left\{\begin{array}{ll}0 & x_{2}=0 \\ \left(\frac{x_{1}^{2} x_{2}}{x_{1}^{4}+x_{2}^{2}}\right)^{2} & x_{2} \neq 0\end{array}\right.$. Then we show that $f$ has Gâtcaux deriviative $(0,0)^{T}$ at 0 ; however, $f$ is not continuous at 0 . One can overcome this problem by using Frechét deriviatives.

Definition 2.2.2. Let $F: D \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, where $D$ is an open subset of $\mathbb{R}^{n}$. We say that $F$ is Frechét differentiable at $u \in D$ if there exists an operator $A \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ such that

$$
\begin{equation*}
\lim _{\|h\| \rightarrow 0} \frac{\|F(u+h)-F(u)-A h\|}{\|h\|}=0 \tag{2.2.2}
\end{equation*}
$$

Note that the above limit must exist for all sequences $\left\{h_{n}\right\}_{n=1}^{\infty}$ of nonzero elements of $\mathbb{R}^{n}$ such that $h_{n} \rightarrow 0$. If the limit exists, we call $A$ the Frechét derivative of $F$ at $u$, and write $F^{\prime}(u)=A$. We also note that (2.2.2) is equivalent to $F(u+h)-F(u)-A h=\mathbf{o}(\|h\|)$, or

$$
\begin{equation*}
A h=F(u+h)-F(u)+\mathbf{o}\|h\| \tag{2.2.3}
\end{equation*}
$$

where $g(h)=\mathbf{o}\|h\|$ if and only if $\frac{g(h)}{\|h\|} \rightarrow 0$ as $\|h\| \rightarrow 0$.
Proposition 2.2.1. If $F$ is Frechét differentiable, then $F$ is also Gâteaux differentiable.

The converse to the above statement is not truc. For example, let

$$
f(x)= \begin{cases}0 & x=0 \\ \frac{x_{2}\left(x_{1}^{2}+x_{2}^{2}\right)^{\frac{3}{2}}}{\left.\left(x_{1}^{2}+x_{2}^{2}\right)^{2}\right)^{2}+x_{2}^{2}} & x \neq 0\end{cases}
$$

One may show that $f$ is Gâteaux differentiable at 0 , but is not Frechét deriviative at 0 .

Finally, the following fact illustrates a main advantage of the Frechét deriviative over the Gâteaux deriviative:

Proposition 2.2.2. If $F$ is Frechét differentiable, then $F$ is continuous.

Theorem 2.2.1. (Chain Rule) If $F: D_{f} \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ has a Gâteaux derivative at $x$, and $G: D_{G} \subset \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ has a Frechét derivative at $F x$, then the composite mapping $H=G \circ F$ has a Gâteaux derivative at $x$, and

$$
H^{\prime}(x)=G^{\prime}(F x) F^{\prime}(x) .
$$

If, in addition, $F^{\prime}(x)$ is a Frechét derivative, then $H^{\prime}(x)$ is a Frechét derivative as well.

### 2.2.2 The Mean Value Theorem

Recall the Mean Value Theorem for scalar functions: If $\varphi:[a, b] \subset$ $\mathbb{R} \rightarrow \mathbb{R}$ is continuous on $[a, b]$ and differentiable on $(a, b)$, then there exists a $t \in(a, b)$ such that $\varphi(b)-\varphi(a)=\varphi^{\prime}(t)(b-a)$. It is not too difficult to make sense of a Mean Valuc Theorem for functionals:

Proposition 2.2.3. If $F: D \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ is Gâteaux differentiable at all points in a convex set $D_{0} \subset D$, then for each $x, y \in D_{0}$ there exists a $t \in[0,1]$ such that $f(y)-f(x)=f^{\prime}(x+t(y-x))(y-x)$.

There are several ways to definc a Mean Value Theorem for functions $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. The first approach is one in which we apply the previous proposition to each component functional of $F$. For $F=\left(f_{1}, \ldots f_{m}\right)^{T}$, we apply Proposition 2.2.3 to get $t_{1}, \ldots, t_{m} \in \mathbb{R}$ such that

$$
F y-F x=\left[\begin{array}{c}
f_{1}^{\prime}\left(x+t_{1}(y-x)\right) \\
\vdots \\
f_{m}^{\prime}\left(x+t_{m}(y-x)\right)
\end{array}\right](y-x)
$$

Another alternative gives an upper bound for $\|F y-F x\|$ in terms of $F^{\prime}(x)$.
Proposition 2.2.4. If $F: D \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is Gâteaux differentiable at all points in a convex set $D_{0} \subset D$, then for all $x, y \in D_{0}$ we have

$$
\|F y-F x\| \leq \sup _{t \in[0,1]}\left\|F^{\prime}(x+t(y-x))\right\|\|x-y\| .
$$

Corollary 2.2.1. If $\left\|F^{\prime}(x)\right\| \leq M<\infty$ for all $x \in D_{0}$ then $F$ is Lipschitz continuous in $D_{0}$.

The third approach to the mean value theorem is based on the Integral Mean Value Theorcm. Let $G:[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}^{m}$. Thus, $G=\left[g_{1}, \ldots, g_{m}\right]$, where each $g_{i}:[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$. Definc $\int_{a}^{b} G(t) d t=\left[\begin{array}{c}\int_{a}^{b} g_{1}(t) d t \\ \vdots \\ g_{1}(t) d t\end{array}\right]$. Then letting $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, where $F=\left[f_{1}(x) \ldots f_{m}(x)\right]^{T}$, we have $f_{i}(y)-f_{i}(x)=$ $\int_{0}^{1} f_{i}^{\prime}(x+t(y-x))(y-x) d t$ for each $i$. To justify this formula we simply take $\phi_{i}(s)=f_{i}(x+s(y-x))$ and apply the Fundamental Theorem of Calculus to $\phi(s)$. Provided that each $f_{i}$ is Riemann integrable, under proper conditions we write

$$
F y-F x=\int_{0}^{1} F^{\prime}(x+t(y-x))(y-x) d t
$$

### 2.2.3 Fixed Point Theory

Given a map $F$, a fixed point $x$ satisfies $F x=x$. A common problem is to guarantee that a map has a fixed point, and that the iterative map $x_{n}=F x_{n-1}$ converges to a fixed point.

Theorem 2.2.2. (Banach Fixed Point Theorem) Let $X$ be a Banach space, and $M$ be a closed nonempty subset of $X$. Let $F: M \rightarrow M$ be a map satisfying $\|F x-F y\|_{x} \leq q\|x-y\|_{X}$ for $0<q<1$. Then there is a unique fixed point $x^{*} \in M$. Furthermore, the sequence $x_{n}=F x_{n-1}$ converges to $x^{*}$ for any initial $x_{0} \in M$.

Provided the Frechét derivative $F^{\prime}$ exists, we may use the Banach Fixed Point Theorem to obtain:

$$
\left\|F^{\prime}(x)\right\|=\left\|\lim _{y \rightarrow x} \frac{F x-F y}{x-y}\right\|=\lim _{y \rightarrow x} \frac{\|F x-F y\|}{\|x-y\|} \leq q<1 .
$$

### 2.3 The Adjoint Operator

We recall that for a Hilbert space $H$, and a linear operator $L$ on $H$, we use the identity

$$
\left(u, L^{*} v\right)_{H}=(L u, v)_{H},
$$

to define the adjoint operator $L^{*}$. To obtain the adjoint of a differential operator $L$, we want to move the derivatives away from $u$ onto $v$. To do this, we recall the Divergence Theorem, $\int_{\Omega} \nabla \cdot \mathbf{F} d x=\int_{\partial \Omega} \mathbf{F} \cdot \mathbf{n} d S(x)$, where $\mathbf{n}$ is the outward normal pointing unit vector across the surface boundary. By setting $\mathbf{F}=v \nabla u$ and applying the product rule, we obtain Green's First Identity,

$$
\begin{equation*}
\int_{\Omega} v \Delta u d x=\int_{\partial \Omega} v \partial_{\eta} u d S(x)-\int_{\Omega} \nabla v \cdot \nabla u d x \tag{2.3.1}
\end{equation*}
$$

where $\partial_{\eta} u=\nabla u \cdot \mathbf{n}$. Equation (2.3.1) is a generalization of integration by parts to higher dimensions. Also, if $\Omega \subset \mathbb{R}^{n}$ and there is a matrix $A(x) \in \mathbb{R}^{n \times n}$, then we generalize (2.3.1) to get

$$
\begin{equation*}
\int_{\Omega} \nabla \cdot(A \nabla u) v d x=\int_{\partial \Omega} v A \nabla u \cdot \mathbf{n} d S(x)-\int_{\Omega} A \nabla u \cdot \nabla v d x . \tag{2.3.2}
\end{equation*}
$$

### 2.3.1 A Linear Example

Consider the boundary valuc problem,

$$
\begin{cases}L u=-\nabla \cdot(A \nabla u)+\mathbf{b} \cdot \nabla u+c u=f, & x \in \Omega  \tag{2.3.3}\\ u=0, & x \in \partial \Omega .\end{cases}
$$

The goal is to find an operator $L^{*}$ such that $(L u, v)=\left(L^{*}, v\right)$ for all $v \in$ $L^{2}(\Omega)$. We multiply both sides by $v$ and integrate over $\Omega$ to obtain

$$
(L u, v)=\int_{\Omega}(-\nabla \cdot(A \nabla u) v+\mathbf{b} \cdot \nabla u v+c u v) d x
$$

where we have assumed that $v$ is zero on the boundary $\partial \Omega$. We apply (2.3.2) to the first term and integration by parts to the second term,

$$
(L u, v)=\int_{\Omega}(A \nabla u \cdot \nabla v-u \mathbf{b} \cdot \nabla v+c u v) d x .
$$

Applying (2.3.2) again,

$$
(L u, v)=\int_{\Omega} u(-\nabla \cdot(A \nabla v)-u \mathbf{b} \cdot \nabla v+c u v) d x=\left(u, L^{*} v\right) .
$$

We thus obtain the adjoint equation,

$$
\begin{cases}L^{*} v=-\nabla \cdot(A \nabla v)-\mathbf{b} \cdot \nabla v+c v=\psi, & x \in \Omega  \tag{2.3.4}\\ v=0 & x \in \partial \Omega\end{cases}
$$

Remark 2.3.1. From the previous example and in view of Proposition 2.1.1, we see that the operator $L u=-\nabla \cdot(a \nabla u)+c u$ is self-adjoint. That is, $L=L^{*}$.

Suppose we want to evaluate $u\left(y_{0}\right)$ for some $y_{0} \in \Omega$. We solve the adjoint problem (2.3.4) by setting the data $\psi=\delta_{y_{0}}$. Thus, we obtain

$$
u\left(y_{0}\right)=\left(u, \delta_{y_{0}}\right)=\left(u, L^{*} v\right)=(L u, v)=(f, v)
$$

This is called the method of Green's function.

### 2.3.2 A Semilinear Example

As the adjoint is defined for linear operators, we may construct a unique adjoint to linear differential cquations as done in the previous example. Suppose we have a problem with a nonlinear right-hand side,

$$
\begin{cases}-\nabla \cdot(A \nabla u)=f(u), & x \in \Omega  \tag{2.3.5}\\ u=0, & x \in \partial \Omega\end{cases}
$$

Since the right hand side depends on the solution $u$, we need to include it as part of the operator. That is, we let

$$
L u=-\nabla \cdot(A \nabla u)-f(u) .
$$

The problem is that if $f$ is nonlinear, then $L$ is not lincar with respect to $u$. Provided that the nonlinear operator is a map between Banach spaces with a convex domain, we may choose one of several ways to define the adjoint. In general, we want to estimate a linear functional of the error $e=u-U$, where $U$ is an approximation to the true solution $u$. To obtain a linear operator when $L$ is Frechét differentiable, we use the Integral Mean Value Theorem to write

$$
L(u)-L(U)=\int_{0}^{1} L^{\prime}(t u+(1-t) U) d t(u-U)
$$

where $L^{\prime}$ is the Jacobian of $L$. We define the "average" Jacobian

$$
\overline{L^{\prime}}=\int_{0}^{1} L^{\prime}(t u+(1-t) U) d t
$$

a linear operator which is, in a sense, the average of $L^{\prime}(u)$ and $L^{\prime}(U)$. We take the adjoint of the nonlinear operator $L$ to be the adjoint of the linear operator $\overline{L^{\prime}}$ using the standard identity $\left(\overline{L^{\prime}} e, \phi\right)=\left(e,{\overline{L^{\prime}}}^{*} \phi\right)$. This adjoint operator is impractical because it requires the exact solution $u$. To define a computable adjoint, we instead simply linearize $L$ about $U$, i.e., replace $\overline{L^{\prime}}$ with $L^{\prime}(U)$. To take this approach for (2.3.5), we take the Gâteaux dcrivative as follows.

$$
\begin{align*}
L^{\prime}(U)(v) & =\lim _{h \rightarrow 0} \frac{1}{h}(L(U+h v)-L U) \\
& =\lim _{h \rightarrow 0} \frac{1}{h}(-\nabla \cdot(A \nabla(U+h v))-f(U+h v)+\nabla \cdot(A \nabla U)+f(U)) \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left(-h \nabla \cdot(A \nabla v)-D_{u} f(U) h v+\mathbf{o}\left(h^{2}\right)\right) \\
& =-\nabla \cdot(A \nabla v)-D_{u} f(U) v . \tag{2.3.6}
\end{align*}
$$

We define the adjoint of $L$ as the adjoint of the linear operator $L^{\prime}(U)$. That is, we search for $\left(L^{\prime}(U)\right)^{*}$ such that $\left(L^{\prime}(U) v, w\right)=\left(v,\left(L^{\prime}(U)\right)^{*} w\right)$. By
Remark 2.3.1, with $c=-f^{\prime}(U)$, we see that $L^{\prime}(U)$ is self adjoint. Hence,

$$
\begin{equation*}
\left(L^{\prime}(U)(w)\right)^{*}=-\nabla \cdot(A \nabla w)-D_{u} f(U) w . \tag{2,3.7}
\end{equation*}
$$

### 2.4 The Diffusion Equation

To motivate the diffusion equation, consider a domain $\Omega \subset \mathbb{R}^{3}$ containing a contaminant with concentration $u(x, t)$ at position $x \in \Omega$ and time $t>0$. Let $F(x, t)$ be the flow rate of the medium, which is a vector quantity $F=\left(F_{1}, F_{2}, F_{3}\right)$, where $F_{i}(x, t)$ is the rate of flow in the $x_{i}$ direction at position $x$ and time $t$.

We start with the following basic conscrvation principle. In a region $\Omega$, the total change in mass of a contaminant during the interval $t_{1}<t<t_{2}$
is equal to the total outward flux of the contaminant across the boundary of the region,

$$
\int_{\Omega} u\left(x, t_{2}\right) d x-\int_{\Omega} u\left(x, t_{1}\right) d x=-\int_{t_{1}}^{t_{2}} \int_{\partial \Omega} F(x, t) \cdot \eta d \sigma(x) d t
$$

Using the Fundamental Theorem on the left, and the Divergence Theorem on the right,

$$
\int_{t_{1}}^{t_{2}} \int_{\Omega} u_{t}(x, t) d x d t=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \nabla \cdot F d x d t
$$

or

$$
\int_{t_{1}}^{t_{2}} \int_{\Omega}\left(u_{t}+\nabla \cdot F\right) d x d t=0
$$

for all $\Omega,\left(t_{1}, t_{2}\right)$. Then,

$$
u_{t}+\nabla \cdot F=0 \text { for almost cvery } x
$$

According to Fick's Law, particles flow from regions of high concentration to regions of low concentration depending on $\nabla u$. In other words, the flow rate is proportional to the rate of change of $u$,

$$
F=-D(x) \nabla u
$$

Substituting this into the above, we obtain

$$
u_{t}-\nabla \cdot(D(x) \nabla u)=0 .
$$

If we consider the addition of a particle source $f(x, t)$, the diffusion equation is given by

$$
\begin{equation*}
\partial_{t} u(x, t)-\nabla \cdot(D(x) \nabla u(x, t))=f(x, t) . \tag{2.4.1}
\end{equation*}
$$

If $D(x)$ is constant, we get a simplified case called the heat cquation,

$$
\partial_{t} u-D \Delta u=f(x, t) .
$$

We also note that if $u(x, t)$ represents the temperature in a region, then the above derivation is equally valid, and in this case $D(x)$ represents the thermal conductivity. In order for the problem to be solvable, we generally specify an initial condition $u(x, 0)=u_{0}(x)$ and boundary conditions $u(x, t)=u_{1}(x, t)$ or $D \partial_{\eta} u(x, t)=u_{1}(x, t)$ for $x \in \partial \Omega, t \geq 0$.

In the case of particle diffusion, $u$ denotes concentration of a contaminant, and $D$ the corresponding diffusion coefficient. To demonstrate, consider the initial value problem

$$
\left\{\begin{array}{l}
u_{t}(t, x)-\frac{1}{2} D u_{x x}(t, x)=0, \quad t>0, x \in \mathbb{R}  \tag{2.4.2}\\
u(0, x)=\delta_{0}(x)
\end{array}\right.
$$

This problem models all of the particles lying at $x=0$ at time $t=0$. The coefficient $D$ controls how quickly the particles disperse from $x=0$. The solution to (2.4.2) is

$$
u(t, x)=\frac{1}{\sqrt{2 \pi D t}} \exp \left(-\frac{x^{2}}{2 D t}\right)
$$

a Gaussian with mean zero and standard deviation $\sqrt{D t}$. Hence, the particles spread out with increasing time. In addition, increasing the diffusion coefficient $D$ results in the particles spreading out at a faster rate.

If we expect the concentration $u(x, t)$ to settle to some equilibrium value $u(x)$ after a long time, we set the derivative $\partial_{t} u=0$ to obtain the stationary state equation,

$$
\begin{equation*}
-\nabla \cdot(D(x) \nabla u(x))=f(x) . \tag{2.4.3}
\end{equation*}
$$

We note that (2.4.3) is an example of an clliptic equation and will be a topic of discussion for much of this thesis.

### 2.5 Elliptic Problems

Consider the differential operator having the form

$$
\begin{equation*}
L u=-\sum_{i, j=1}^{n} \partial_{x_{j}}\left(a_{i j}(x) \partial_{x_{i}}\right)+\sum_{i=1}^{n} b_{i}(x) \partial_{x_{i}} u+c(x) u \tag{2.5.1}
\end{equation*}
$$

or cquivalently,

$$
L u=-\nabla \cdot(A(x) \nabla u)+\mathbf{b}(x) \cdot \nabla u+c(x) u .
$$

We say $L$ is an elliptic operator if the matrix $A=\left[a_{i j}(x)\right]$ is a real positive definite, symmetric matrix. In particular, for arbitrary $\xi \in \mathbb{R}^{n}, L$ satisfies the ellipticity condition

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j}>0 . \tag{2.5.2}
\end{equation*}
$$

In general we make the stronger assumption of uniform cllipticity,

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j}>C|\xi|^{2} \tag{2.5.3}
\end{equation*}
$$

If $A$ is symmetric and in addition (2.5.3) holds for all $\xi \in \mathbb{R}^{n}$, we say that $L$ is uniformly elliptic. If this holds, then the smallest cigenvaluc of $A$ is greater than or equal to $C$ for all $x$.

For example, if $a_{i j}=\delta_{i j}, b_{i}=0, c=0$, then $L=-\Delta$, a uniformly elliptic operator. An equation of the form $-\Delta u=f$ is called Poisson's equation, and an equation of the form $-\Delta u=0$ is called Laplace's equation.

### 2.5.1 Applications of Elliptic Problems

Poisson's equation has numerous applications in areas such as electrostatics, elasticity, fluid mechanics, and statistical physics.

In electrostatics, we study the electrostatic potential, or voltage in a region $\Omega \subset \mathbb{R}^{3}$. From the Maxwell equations we have $\nabla \cdot E=\rho$ in $\Omega$, where
$E(x)$ is the electric field. From Faraday's law, $E$ is a conservative field, so that $E=\nabla u$ for some scalar electric potential $u$. This leads to the Poisson equation $\Delta u=\rho$. In addition, we assume that $\left.u\right|_{\partial \Omega}=c$ for some constant $c$, so that $\partial \Omega$ is a perfectly conducting surface.

In fluid mechanics, we have a velocity field $F(x)$ of fluid in a region $\Omega$. We assume that the fluid is rotation-free, so that the field is conservative. Then we have $u=\nabla F$ for some velocity potential. If the fluid is incompressible, then $\nabla \cdot u=0$, and we obtain the Laplace equation $\Delta u=0$.

We may also apply the Laplace equation to Brownian motion. Consider a randomly moving particle within a region $\Omega$ that moves at random until it hits the boundary $\Gamma$. We divide the boundary so that $\Gamma=\Gamma_{1} \cup \Gamma_{2}$, and let $u(x)$ be the probability that a particle starting at $x$ ends up on $\Gamma_{1}$. Then it turns out that $u$ solves

$$
\begin{cases}\Delta u=0 & x \in \Omega \\ u=1, & x \in \Gamma_{1} \\ u=0, & x \in \Gamma_{2}\end{cases}
$$

### 2.5.2 Sobolev Spaces

Before continuing, we review some basic facts about Sobolev spaces. These turn out to be uscful in studying partial differential equations, and are the spaces we use in solving finite element problems. The vector space $L^{2}(\Omega)$ is a Hilbert space defined by

$$
L^{2}(\Omega)=\left\{\left.u(x)\left|\int_{\Omega}\right| u(x)\right|^{2} d x<\infty\right\}
$$

where the integral is defined in the Lebesgue sense. The $L^{2}(\Omega)$ inner product is defined as

$$
(u, v)_{L^{2}(\Omega)}=\int_{\Omega} u(x) \overline{v(x)} d x
$$

and the induced norm is

$$
\|u(x)\|_{L^{2}(\Omega)}=\left(\int_{\Omega}|u(x)|^{2} d x\right)^{1 / 2}
$$

Before introducing more gencral Sobolev spaces, we first review the notion of a weak derivative. Let $C_{C}^{\infty}(\Omega)$ be the space of infinitely differentiable functions $\phi: \Omega \rightarrow \mathbb{R}$ with compact support in $\Omega$. Functions $\phi \in C_{C}^{\infty}(\Omega)$ are often called test functions.

Definition 2.5.1. A function $v: \Omega \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ belongs to the space $L_{\text {loc }}^{1}(\Omega)$ if for every $x \in \Omega$, there is an open neighborhood $N$ containing $x$ such that $\bar{N} \subset \Omega$ and $v$ is integrable on $N$.

Definition 2.5.2. Suppose $u, v \in L_{l o c}^{1}(\Omega)$, and let $\alpha$ be a multiindex. We say that $v$ is the $\alpha^{\text {th }}$ weak partial derivative of $u$, and write $D^{\alpha} u=v$, if

$$
\int_{\Omega} u D^{\alpha} \phi d x=(-1)^{|\alpha|} \int_{\Omega} v \phi d x \text { for all } \phi \in C_{C}^{\infty}(\Omega)
$$

Onc may show that weak derivatives are unique up to a set of measure zero.

Example 2.5.1. Let $\Omega=(0,1)$, and define

$$
u=\left\{\begin{array}{ll}
x & 0<x \leq 1 \\
1 & 1<x<2,
\end{array} \quad v= \begin{cases}1 & 0 \leq x \leq 1 \\
0 & 1<x<2\end{cases}\right.
$$

Note that $u$ is not differentiable at $x=1$; however, $u$ has weak derivative $v$ in the weak sense. To show this, let $\phi \in C_{C}^{\infty}(\Omega)$. Then,

$$
\begin{array}{r}
\int_{0}^{2} u \phi^{\prime} d x=\int_{0}^{1} x \phi^{\prime} d x+\int_{1}^{2} \phi^{\prime} d x=-\int_{0}^{1} \phi d x+\phi(1)+\phi(2)-\phi(1) \\
=-\int_{0}^{1} \phi d x=-\int_{0}^{2} v \phi d x
\end{array}
$$

as desired.

For $s \in \mathbb{Z}^{+}$, we define the Sobolev space $H^{s}(\Omega)$ to be the set of functions such that the weak derivative $D^{\alpha}$ exists and is in $L^{2}(\Omega)$ for each multiindex $\alpha$ with $|\alpha| \leq k$. That is,

$$
H^{s}(\Omega)=\left\{u(x) \mid \partial^{\alpha} u \in L^{2}(\Omega), \text { for all }|\alpha| \leq s\right\},
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. It may be shown that $H^{s}$ is a Hilbert space, with the inner product and norms defined to be

$$
\begin{aligned}
& \|u\|_{H^{s}(\Omega)}=\left(\sum_{|\alpha|=0}^{s}\left\|\partial^{\alpha} u(x)\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}, \\
& (u, v)_{H^{s}(\Omega)}=\sum_{|\alpha|=0}^{s}\left(\partial^{\alpha} u(x), \partial^{\alpha} v\right)_{L^{2}(\Omega)} .
\end{aligned}
$$

Note in particular, that $L^{2}(\Omega)=H^{0}(\Omega)$. Also, for $s=1$, we have

$$
\|u(x)\|_{H^{1}(\Omega)}=\left(\|u(x)\|_{L^{2}(\Omega)}^{2}+\sum_{j=1}^{n}\left\|\partial_{x_{j}} u(x)\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}
$$

We define $H_{0}^{1}(\Omega)$ as the set of functions $u \in H^{1}(\Omega)$ such that $\left.u\right|_{\partial \Omega}=0$. The set $H_{0}^{1}(\Omega)$ is a subspace of $H^{1}(\Omega)$ and shares its norm and inner product.

Remark 2.5.1. By Poincare's inequality [23],

$$
\begin{equation*}
\|u\|_{H_{0}^{1}(\Omega)}^{2} \leq c\|\nabla u\|_{L^{2}(\Omega)}^{2} . \tag{2.5.4}
\end{equation*}
$$

Consequently, it may be shown that $\|\nabla u\|_{L^{2}(\Omega)}$ is an equivalent norm for the set $H_{0}^{1}(\Omega)$.

### 2.5.3 Existence and Uniqueness

Consider the elliptic boundary valuc problem

$$
\begin{cases}-\nabla \cdot(A(x) \nabla u)+\mathbf{b}(x) \cdot \nabla u+c(x) u=f(x), & x \in \Omega  \tag{2.5.5}\\ u=0 & x \in \partial \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{n}$, and $A=a I_{n}$. To obtain uniform ellipticity, we require that $a \geq a_{0}>0$.

Definition 2.5.3. Given a vector space $V$, a bilinear form is a function $B: V \times V \rightarrow \mathbb{R}$, that is linear in each argument.

Definition 2.5.4. We say that $u \in H_{0}^{1}(\Omega)$ is a weak solution to (2.5.5) if

$$
\begin{equation*}
B(u, v) \equiv \int_{\Omega} A \nabla u \cdot \nabla v+\mathbf{b} \cdot \nabla u v+c u v d x=(f, v) \tag{2.5.6}
\end{equation*}
$$

for all $v \in H_{0}^{1}(\Omega)$.
Definition 2.5.5. $A$ bilinear map $B$ is bounded if there exists a constant $\alpha>0$ such that

$$
|B(u, v)| \leq \alpha\|u\|_{H}\|v\|_{H} \text { for all } u, v \in H .
$$

Definition 2.5.6. A bilinear map $B$ is coercive if there exists a constant $\beta>0$ such that

$$
\begin{equation*}
\beta\|u\|_{H}^{2} \leq B(u, u) \text { for all } u \in H . \tag{2.5.7}
\end{equation*}
$$

For example, if $L u=\Delta u$, then (2.5.7) means that

$$
\beta\|u\|_{L^{2}(\Omega)}^{2} \leq\|\nabla u\|_{L^{2}(\Omega)}^{2}
$$

which requires the derivative to be bounded away from zero.
Theorem 2.5.1. (Lax-Milgram Lemma) Let $H$ be a real Hilbert space, and $B: H \times H \rightarrow \mathbb{R}$ be a coercive, bounded, bilinear mapping on $H$. If $f: H \rightarrow$ $\mathbb{R}$ is a bounded linear functional on $H$ (i.e. $f \in H^{*}$ ), then there exists a unique element $u \in H$ such that

$$
B(u, v)=\langle f, v\rangle \text { for all } v \in H .
$$

Furthermore there is a constant $C$, independent of $f$, such that

$$
\|u\|_{H} \leq C\|f\|_{H} .
$$

This theorem relies on the Riesz Representation Theorem applied to the mapping $v \rightarrow B(u, v)$.

To apply the Lax-Milgram Lemma to (2.5.5) to get an existence result, we need the following theorems.

Theorem 2.5.2. Let $B(u, v)$ be the bilinear form defined in (2.5.6). Then there is an $\alpha>0$ such that

$$
|B(u, v)| \leq \alpha\|u\|_{H_{0}^{1}(\Omega)}\|v\|_{H_{0}^{1}(\Omega)} .
$$

The proof of the following result is given in Appendix A.
Theorem 2.5.3. If $-\frac{1}{2} \nabla \cdot \mathbf{b}+c \geq 0$, then $B$ is coercive.
We look for solutions $u \in H_{0}^{1}(\Omega)$. We thercfore require that $f \in$ $H^{-1}(\Omega)=\left(H_{0}^{1}(\Omega)\right)^{*}$, the dual space of $H_{0}^{1}(\Omega)$. Then provided that $-\frac{1}{2} \nabla$. $\mathbf{b}+c \geq 0$, the Lax-Milgram Iemma (2.5.1) guarantecs that there is a unique $u \in H_{0}^{1}(\Omega)$ satisfying

$$
B(u, v)=\langle f, v\rangle \text { for all } v \in H_{0}^{1}(\Omega)
$$

We list some basic regularity results for the case that $f$ has higher regularity than $H^{-1}(\Omega)$.

Theorem 2.5.4. Suppose $a, b, c \in C^{\infty}(\Omega), f \in C^{\infty}(\Omega)$, and $u \in H_{0}^{1}(\Omega)$ is a weak solution to (2.5.5). Then $u \in C^{\infty}(\Omega)$.

Theorem 2.5.5. Suppose that $a \in C^{1}(\bar{\Omega}), b_{i}, c \in L^{\infty}(\Omega), f \in L^{2}(\Omega)$, and $u \in H_{0}^{1}(\Omega)$ is a weak solution to (2.5.5). Then $u \in H^{2}(\Omega)$, and

$$
\|u\|_{H^{2}(\Omega)} \leq C\left(\|f\|_{L^{2}(\Omega)}+\|u\|_{L^{2}(\Omega)}\right),
$$

for some constant $C$ depending on. In addition, if $u \in H_{0}^{1}(\Omega)$ is the unique weak solution, then

$$
\|u\|_{H^{2}(\Omega)} \leq C\|f\|_{L^{2}(\Omega)} .
$$

Theorem 2.5.6. (Weak Maximum Principle) If $\bar{\Omega}$ is compact, and $u \in$ $C^{2}(\Omega) \cup C(\bar{\Omega})$ satisfies $\Delta u \geq 0$ in $\Omega$, then

$$
\max _{x \in \bar{\Omega}} u(x)=\max _{x \in D \Omega} u(x) .
$$

The theorem is sometimes used to give a uniqueness result, for if $u=v$ on $\partial \Omega$, then $u=v$ on all of $\bar{\Omega}$.

The Weak Maximum Principle also gives a useful continuous dependence result. Consider the problem

$$
\begin{cases}-\Delta u=f(x), & x \in \Omega \\ u=g(x), & x \in \partial \Omega\end{cases}
$$

where $f, g$ are continuous. Define the perturbed problem,

$$
\begin{cases}-\Delta w=f(x) & x \in \Omega \\ w=h(x) & x \in \partial \Omega\end{cases}
$$

By the maximum principle,

$$
\max _{x \in \bar{\Omega}}(u-w)=\max _{x \in \partial \Omega}(g-h) .
$$

Consequently, if $|g-h| \leq \epsilon$ for all $x \in \partial \Omega$, then $|u-w| \leq \epsilon$ for all $x \in \bar{\Omega}$. This says that $u$ depends continuously on the Dirichlet condition on the boundary.

## Chapter 3

## BACKGROUND: FINITE ELEMENTS AND ERROR ESTIMATION

### 3.1 The Finite Element Method

The finite element method $[11,28,17]$ is one of the standard methods for approximating the solution of a differential equation. It gives a system of equations which may be solved using a computer to produce an approximate solution. The method is very powerful in that it can be used for a variety of domains with complex geometries. It is also desirable because we can usc a posteriori error estimation to improve the error in a quantity of interest while minimizing the extra computational effort required to do so.

### 3.1.1 A Two Point Boundary Value Example

In this section, we give a brief overview of solving a two point boundary value problem using the finite clement method. Consider the problem

$$
\left\{\begin{array}{l}
-\left(a(x) u(x)^{\prime}\right)^{\prime}=f(x), \quad x \in(0,1)  \tag{3.1.1}\\
u(1)=g \\
-u^{\prime}(0)=h .
\end{array}\right.
$$

The finite element method amounts to approximating the solution $u$ with a function $U$ that solves the differential equation "on average". That
is, we require that

$$
\begin{equation*}
\int_{0}^{1}\left(\left(-a U^{\prime}\right)^{\prime}-f\right) v d x=0 \text { for all } v \in V_{W} \tag{3.1.2}
\end{equation*}
$$

The functions $v \in V_{W}$ are called test functions, or weighing functions, and the set $V_{W}$ is called the test space. Thus, we do not require the residual error $-\left(a U^{\prime}\right)^{\prime}-f$ is zero, but rather that the residual error is orthogonal to the set $V_{W}$. This condition is known as Galerkin orthogonality.

The finite clement method also amounts to solving the weak form of (3.1.1). That is, we integrate by parts, and multiply both sides by a function $v \in V_{W}$. Specifically, we find $U \in V_{T}$ satisfying

$$
\begin{equation*}
\int_{0}^{1} a U^{\prime} v^{\prime} d x=\int_{0}^{1} f v d x \text { for all } v \in V \tag{3.1.3}
\end{equation*}
$$

The space $V_{T}$ is the set of trial solutions. Using the weak formulation has several consequences. First, to solve (3.1.3), $U$ needs one less derivative than needed to satisfy (3.1.1). This means that the finite clement solution $U$ may not even be twice differentiable. Also, we may integrate $U^{\prime}$ cven if it is discontinuous at isolated points.

For the example (3.1.1) posed above, let $V_{T}=\left\{u \in H^{1} \mid u(1)=g\right\}$ be the set of trial solutions, and $V_{W}=\left\{w \in H^{1} \mid w(1)=0\right\}$ be the set of weighing functions. To derive the weak formulation, we multiply both sides of (3.1.1) by $w \in V_{W}$ and integrate over $(0,1)$ to get

$$
-\int_{0}^{1}\left(a u^{\prime}\right)^{\prime} w d x=\int_{0}^{1} f w d x
$$

Integrating by parts, we get

$$
-a(1) u^{\prime}(1) w(1)-a(0) u^{\prime}(0) w(0)+\int_{0}^{1} a u^{\prime} w^{\prime} d x=\int_{0}^{1} f w d x
$$

Next, since $w(1)=0$ and $u^{\prime}(0)=h$, we have

$$
-h a(0) w(0)+\int_{0}^{1} a u^{\prime} w^{\prime} d x=\int_{0}^{1} f w d x
$$

The finite element formulation to find $u \in V_{T}$ such that

$$
\begin{equation*}
B(u, w)=(f, w)+h A(0) w(0) \text { for all } w \in V_{W}, \tag{3.1.4}
\end{equation*}
$$

where $B(u, v) \equiv \int_{0}^{1} a u^{\prime} v^{\prime} d x$ and $(u, v) \equiv \int_{0}^{1} u v d x$. Equation (3.1.4) is called the wcak, or variational formulation.

We will use the discretization of $V_{T}$ and $V_{W}$ over some mesh $\mathcal{T}_{h}=$ $\left\{x_{0}, x_{1}, \ldots, x_{N+1}\right\}$, where $x_{0}=0<x_{1}<\ldots<x_{N}<x_{N+1}=1$. Call these spaces $V_{T}^{h}$ and $V_{W}^{h}$. For example, we may discretize the spaces over $\mathcal{T}$ by the space of piecewise polynomials of degree $q$ with specified values on mesh points in $\mathcal{T}_{h}$. The weak formulation of the discretized problem is to find $u^{h} \in V_{T}^{h}$ such that

$$
B\left(u^{h}, w^{h}\right)=\left(f, w^{h}\right)+h a(0) w^{h}(0) \text { for all } w^{h} \in V_{W}^{h}
$$

However, since $V_{T}$ and $V_{W}$ only differ at $x=1$, we have

$$
V_{T}^{h}=\left\{u^{h} \mid u^{h}=v^{h}+g^{h}, v^{h} \in V_{W}^{h}, g^{h}(1)=g\right\} .
$$

We express the weak formulation in terms of searching for functions in $V_{W}^{h}$ instead of $V_{T}^{h}$. This has the advantage of allowing us to search for solutions in the same space as the space of weighting functions. Then, the weak problem is to find $v^{h} \in V_{W}^{h}$ such that

$$
\begin{equation*}
B\left(v^{h}, w^{h}\right)=\left(f, w^{h}\right)+h a(0) w^{h}(0)-B\left(g^{h}, w^{h}\right) \text { for all } w^{h} \in V_{W}^{h} \tag{3.1.5}
\end{equation*}
$$

Let $\left\{\phi_{i}\right\}_{i=1}^{N}$ be basis functions for $V_{W}^{h}$. Note that this implies that $\phi_{i}(1)=0$ for all $i$. Then, $w^{h}=\sum_{i=1}^{N} w_{i} \phi_{i}$, and $v^{h}=\sum_{i=1}^{N} v_{i} \phi_{i}$, for some
$\left\{w_{i}\right\}_{i=1}^{N},\left\{v_{i}\right\}_{i=1}^{N}$. We introduce another function $\phi_{N+1}$ with the property $\phi_{N+1}(1)=1$. Then $g^{h}(x)=g \phi_{n+1}(x)$, so that $g^{h}(1)=g$. Hence, for any $u \in V_{T}^{h}$, we have

$$
u^{h}=v^{h}+g^{h}=\sum_{i=1}^{N} v_{i} \phi_{i}+g \phi_{n+1} .
$$

Rewritting (3.1.5), we must find $u^{h} \in V_{T}^{h}$ such that for all $w^{h} \in V_{W}^{h}$,

$$
\begin{aligned}
B\left(\sum_{j=1}^{N} v_{j} \phi_{j}, \sum_{i=1}^{N} w_{i} \phi_{i}\right)=\left(f, \sum_{i=1}^{N} w_{i} \phi_{i}\right)+h a(0) & \sum_{i=1}^{N} w_{i} \phi_{i}(0) \\
& -B\left(g \phi_{n+1}, \sum_{i=1}^{N} w_{i} \phi_{i}\right)
\end{aligned}
$$

Then,

$$
\begin{aligned}
\sum_{i=1}^{N} w_{i} B\left(\phi_{i}, \sum_{j=1}^{N} v_{j} \phi_{j}\right)= & \sum_{i=1}^{N} w_{i}\left(f, \phi_{i}\right)+\sum_{i=1}^{N} w_{i} \phi_{i}(0) h a(0) \\
& -\sum_{i=1}^{N} w_{i} B\left(\phi_{n+1}, \phi_{i}\right) g
\end{aligned}
$$

Since this holds for all $\left\{w_{i}\right\}_{i=1}^{N}$,

$$
B\left(\phi_{i}, \sum_{j=1}^{N} v_{j} \phi_{j}\right)=\left(f, \phi_{i}\right)+h a(0) \phi_{i}(0)-B\left(\phi_{i}, \phi_{n+1}\right) g,
$$

or

$$
\begin{equation*}
\sum_{j=1}^{N} v_{j} B\left(\phi_{i}, \phi_{j}\right)=\left(f, \phi_{i}\right)+h a(0) \phi_{i}(0)-B\left(\phi_{i}, \phi_{n+1}\right) g \tag{3.1.6}
\end{equation*}
$$

for all $i=1,2, \ldots, N$. Define the $N \times N$ stiffness matrix

$$
A_{i j}=B\left(\phi_{i}, \phi_{j}\right),
$$

for $i, j=1,2, \ldots n$ and the $N$ dimensional load vector

$$
F_{i}=\left(f, \phi_{i}\right)+h a(0) \phi_{i}(0)-B\left(\phi_{i}, \phi_{N+1}\right) g
$$

for $i=1,2, \ldots, N$. Then if the desired weights $V=\left(v_{1}, \ldots, v_{n}\right)^{T}$, we write (3.1.6) as

$$
A V=F
$$

For example, let $V_{T}^{h}$ be defined as the space of function that are linear on each interval of the mesh $\mathcal{T},\left[x_{i}, x_{i+1}\right]$ for $i=2, \ldots, N$. In this case, the linear basis functions $\left\{\phi_{i}\right\}_{i=1}^{N}$ are defined by

$$
\phi_{i}= \begin{cases}\frac{x-x_{i-1}}{x_{i-}-x_{i-1}}, & x \in\left(x_{i-1}, x_{i}\right], \\ \frac{x_{i+1}-x}{x_{i+1}-x_{i}}, & x \in\left(x_{i}, x_{i+1}\right], \\ 0, & \text { otherwise },\end{cases}
$$

for $i=2, \ldots, N$,

$$
\phi_{1}= \begin{cases}\frac{x_{2}-x}{x_{2}-x_{1}}, & x \in\left[x_{1}, x_{2}\right] \\ 0, & \text { otherwise },\end{cases}
$$

and

$$
\phi_{N+1}= \begin{cases}\frac{x-x_{N}}{x_{N+1}-x_{N}}, & x \in\left(x_{N}, x_{N+1}\right) \\ 0, & \text { otherwisc } .\end{cases}
$$

These basis functions are shown in Fig. 3.1. Note that $\phi_{i}\left(x_{j}\right)=\delta_{i j}$. Consequently the stiffness matrix $A$ has values given by

$$
A_{i j}= \begin{cases}B\left(\phi_{i}, \phi_{i}\right) & j=i \\ B\left(\phi_{i}, \phi_{i+1}\right) & j=i+1 \\ B\left(\phi_{i}, \phi_{i-1}\right) & j=i-1 \\ 0 & \text { otherwise }\end{cases}
$$

and the load vector $F$ has values

$$
F_{i}= \begin{cases}\left(f, \phi_{1}\right)+h a(0) \phi_{1}(0) & i=1 \\ \left(f, \phi_{i}\right) & 2 \leq i \leq N-1 \\ \left(f, \phi_{N}\right)-B\left(\phi_{N}, \phi_{N+1}\right) g & i=N .\end{cases}
$$

We note that $A$ is a sparse matrix due to the fact that the basis functions $\phi_{i}$ are zero on most nodes. The matrix is also banded. For this example, since $V_{T}^{h}$ and $V_{W}^{h}$ consist of functions that are linear on each interval, then all but the main and off-diagonal elements of $A$ are zero. In addition, since


Figure 3.1: Piecewise linear basis functions $\left\{\phi_{i}\right\}_{i=1}^{N+1}$ in 1D.
$a\left(\phi_{i}, \phi_{j}\right)$ is symmetric, $A$ will be a symmetric matrix. It also turns out that $A$ is positive definite, hence invertible. The nice properties of $A$ add to the appeal of the finite element method. In particular, due to the sparseness of $A$, we can quickly solve $A V=F$ using an iterative technique.

We solve the problem

$$
\begin{cases}-\nabla \cdot(A \nabla u)=f & x \in \Omega \\ u=0 & x \in \partial \Omega\end{cases}
$$

for a domain $\Omega \subset \mathbb{R}^{n}$ in higher dimensions by following the same general technique as above. For a problem in two spatial dimensions, we typically assume that $\Omega$ is a polygonal domain consisting of triangular elements. We say the set of triangles that partition $\bar{\Omega}$ is a triangulation of $\Omega$ if no vertex of any triangle lies in the interior of an edge of another triangle. In other words, the mesh must contain no hanging nodes. In this ease, we let $\mathcal{T}_{h}$ denote a triangulation of $\Omega, h_{k}$ denote the length of the largest edge of
$k \in \mathcal{T}_{h}$, and set $h(x)=h_{k}$. Numerous texts such as $[11,28,17]$ explain the generalizations to other types of problems or problems of higher dimensions.

### 3.1.2 A Semilinear Partial Differential Equation

Consider the problem

$$
\begin{cases}-\nabla \cdot(A \nabla u)=f(u) & x \in \Omega  \tag{3.1.7}\\ u=0 & x \in \partial \Omega\end{cases}
$$

The weak version of the problem is to find $U \in V_{h}$ such that

$$
\begin{equation*}
\int_{\Omega}(A \nabla U \cdot \nabla v-f(U) v) d x=0 \tag{3.1.8}
\end{equation*}
$$

for all $v \in V_{h}$. We cannot apply the analysis above for a general nonlincarity $f$. We can, however, approximate the solution to (3.1.8) by using a fixed point technique applicd to the operator $F(u)=-\nabla \cdot(A \nabla u)-f(u)+u$. However, convergence of the method requires that the norm of the derivative is bounded by $1,\left\|F^{\prime}(U)\right\| \leq C<1$. The success of this method is therefore fairly limited, since this bound will typically not hold.

A better option is to apply Newton's method to solve (3.1.7). Recall that in order to solve $F(x)=0$, we start with an initial guess $x_{0}$ and iterate:

$$
x_{i}=x_{i-1}-\frac{F\left(x_{i-1}\right)}{F^{\prime}\left(x_{i-1}\right)},
$$

until $\left\|x_{i}-x_{i-1}\right\|$ is sufficiently small. Equivalently, we repeatedly solve $F^{\prime}\left(x_{i-1}\right) w_{i}=-F^{\prime}\left(x_{i-1}\right)$, and sct $u_{i}=u_{i-1}+w_{i}$ until $\left\|w_{i}\right\|$ is small.

We apply this technique to solving

$$
\begin{equation*}
L(u)=-\nabla \cdot(A \nabla u)-f(u)=0 . \tag{3.1.9}
\end{equation*}
$$

Newton's method is to find $w_{i}=u_{i}-u_{i-1}$ such that

$$
\begin{equation*}
L^{\prime}\left(u_{i-1}\right) w_{i}=-L\left(u_{i-1}\right), \tag{3.1.10}
\end{equation*}
$$

for each iteration $i$. To linearize $L$, we find the Gâteaux deriviative $L^{\prime}(u)$ in the direction $v$. Following the argument in (2.3.6),

$$
L^{\prime}(u) v=-\nabla \cdot(A \nabla v)-D_{u} f(u) v
$$

We then write (3.1.10) as

$$
-\nabla \cdot\left(A \nabla w_{i}\right)-D_{u} f\left(u_{i-1}\right) w_{i}=\nabla \cdot\left(A \nabla u_{i-1}\right)+f\left(u_{i-1}\right)
$$

Since $w_{i}=u_{i}-u_{i-1}$,

$$
-\nabla \cdot\left(A \nabla\left(u_{i}-u_{i-1}\right)\right)-D_{u} f\left(u_{i-1}\right)\left(u_{i}-u_{i-1}\right)=\nabla \cdot\left(a \nabla u_{i-1}\right)+f\left(u_{i-1}\right),
$$

or simply

$$
-\nabla \cdot\left(A \nabla u_{i}\right)-D_{u} f\left(u_{i-1}\right)\left(u_{i}\right)=-D_{u} f\left(u_{i-1}\right) u_{i-1}+f\left(u_{i-1}\right)
$$

Putting this into weak form gives the algorithm:

Choose initial guess $u_{0}$.
While $\left\|u_{i}-u_{i-1}\right\|>$ TOL or $i>$ MAX ITS
Find $u_{i+1} \in V$ such that $\int_{\Omega}\left(A \nabla u_{i} \cdot \nabla v-D_{u} f\left(u_{i-1}\right) u_{i} v\right) d x=$ $\int_{\Omega}\left(-D_{u} f\left(u_{i-1}\right) u_{i-1}+f\left(u_{i}\right)\right) v d x$ for all $v \in V_{h}$.

End while

### 3.2 A Posteriori Error Estimation

In this section, we define a representation for the crror in a quantity of interest computed from an elliptic problem, using techniques of a posteriori analysis (see [18] or [22] for example). First, we provide an overview of a posteriori error estimation. Consider a simple model problem, where
$A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^{n}$, and we would like to find $x \in \mathbb{R}^{n}$ satisfying $A x=b$. Given an approximation $X$ to $x$, define the error to be $e=x-X$, and assume that we want to estimate the value of the error functional $(e, \psi)$ for some $\psi \in \mathbb{R}^{n}$. Then, consider the solution $\phi \in \mathbb{R}^{n}$ of the associated adjoint problem $A^{T} \phi=\psi$. This leads us to

$$
\begin{equation*}
|(e, \psi)|=\left|\left(e, A^{T} \phi\right)\right|=|(A e, \phi)|=|(b-A X, \phi)| \leq \sum_{i=1}^{n}\left|b_{i}-A X_{i}\right| \cdot\left|\phi_{i}\right|, \tag{3.2.1}
\end{equation*}
$$

the weighted a posteriori estimate. The residuals $\left\{b_{i}-A X_{i}\right\}_{i=1}^{n}$ are casy to compute, and the weights $\left\{\phi_{i}\right\}_{i=1}^{n}$ tell us about the influence of the local residuals on the error of $(e, \psi)$.

### 3.2.1 A Linear Elliptic Problem

Consider the boundary valuc problem

$$
\begin{cases}-\nabla \cdot(A(x) \nabla u)=f(x) & x \in \Omega  \tag{3.2.2}\\ u=0 & x \in \partial \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{n}$ is a convex and polygonal domain, $f$ is a smooth function, and $A(x)$ is a symmetric, positive definite matrix with smooth entries such that $y^{T} A y>a_{0}\|y\|^{2}$ for all $y$. Let $e=u-U$ be the difference between the true solution $u$ and the computed solution $U$. In general, it is computationally inefficient and impractical to compute the pointwise crror at each point in the domain. In many applications, it is useful to compute the average error of the solution against some weighting function $\psi$. The function $\psi$ reflects the region in $\Omega$ in which we would like to gain information about the error. Specifically, we compute $(e, \psi)$, a linear function of the error weighted by $\psi \in L^{2}(\Omega)$. For example, if $\psi \equiv 1$, then $(e, \psi)$
gives the average error. If $\psi=\delta_{y}(x)$, then $(e, \psi)$ gives the error at point $y$, $u(y)-U(y)$. Denote the linear operator $L$ by

$$
\begin{equation*}
L u=-\nabla \cdot(A \nabla u) . \tag{3.2.3}
\end{equation*}
$$

We use the following notation:

$$
(u, v)=\int_{\Omega} u v d x, \quad(A \nabla u, \nabla v)=\int_{\Omega} A \nabla u \cdot \nabla v d x .
$$

Since $L$ is linear, we define the adjoint operator $L^{*}$ so that $(L u, v)=\left(u, L^{*} v\right)$ for all $v \in L^{2}(\Omega)$. The adjoint equation takes on the form $L^{*} \phi=\psi$. We use an analogous argument to (3.2.1):

$$
|(e, \psi)|=\left|\left(e, L^{*} \phi\right)\right|=|(L e, \phi)|=|(f-L U, \phi)| \leq\|f-L U\|\|\phi\|,
$$

where we have used the Cauchy-Schwartz inequality. Thus, we are able to obtain an upper bound for the error after the solution $U$ has been computed. To demonstrate, we derive an error estimation formula for (3.2.2).

From (2.3.4), we have $L^{*} v=-\nabla \cdot(A \nabla v)$. To derive (2.3.4), recall that we assumed that $v=0$ on the boundary. The adjoint equation for this problem is then

$$
\begin{cases}-\nabla \cdot(A \nabla \phi)=\psi & x \in \Omega \\ \phi=0 & x \in \partial \Omega\end{cases}
$$

We also define $\pi_{h} u$ to be the $L^{2}$ projection of $u$ onto the finite clement space $V$. Then by Galerkin orthogonality,

$$
\left(A \nabla u, \nabla \pi_{h} \phi\right)=\left(f, \pi_{h} \phi\right) .
$$

Finally, we obtain the crror cstimate

$$
\begin{aligned}
(e, \psi) & =(u-U,-\nabla \cdot(A \nabla \phi)) \\
& =(-\nabla \cdot(A \nabla u), \phi)-(A \nabla U, \nabla \phi) \\
& =(f, \phi)-(A \nabla U, \nabla \phi) \\
& =\left(f, \phi-\pi_{h} \phi\right)-\left(A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)
\end{aligned}
$$

suppose we would like to include the effects of quadrature error. Let $\bar{g}$ be some approximation of $g$, so that when we integrate $g(x)$ using a quadrature rule, we obtain $\int_{\Omega} \bar{g}(x) d x$ exactly. For example, if we use a trapezoidal rule, $\bar{g}$ is the projection of $g$ onto the space of piecewise linear polynomials. The actual problem to be solved is: Find $U \in V_{h}$ such that

$$
\int_{\Omega} \overline{a(x) \nabla U \nabla v} d x=\int_{\Omega} \overline{f v} d x
$$

for all $v \in V_{h}$. We use the same crror formula as before, then add and subtract the above cquation with $\pi_{h} \phi$ substituted for $v$ :

$$
\begin{aligned}
\int_{\Omega} e \psi d x & =\int_{\Omega} f \phi d x-\int_{\Omega} A \nabla U \cdot \nabla \phi d x \\
& =\int_{\Omega} f \phi d x-\int_{\Omega} \overline{\pi_{h} \phi} d x-\int_{\Omega} A \nabla U \cdot \nabla \phi d x+\int_{\Omega} \overline{A \nabla \cdot U \nabla \phi} d x \\
& =\int_{\Omega} f\left(\phi-\pi_{h} \phi\right) d x-\int_{\Omega} A \nabla U \cdot \nabla\left(\phi-\pi_{h} \phi\right) d x \\
& +\int_{\Omega}\left(f \pi_{h} \phi-\overline{f \pi_{h} \phi}\right) d x-\int_{\Omega}\left(A \nabla U \cdot \nabla \pi_{h} \phi-\overline{A \nabla U \cdot \nabla \pi_{h} \phi}\right) d x
\end{aligned}
$$

The first two terms measure the discretization error and the last two measure the effects of the quadrature error.

### 3.2.2 A Semilinear Elliptic Problem

In this section, we provide an error representation formula for the elliptic problem

$$
\begin{cases}-\nabla \cdot(A(x) \nabla u(x))=f(u, x ; \lambda), & x \in \Omega  \tag{3.2.4}\\ u=0, & x \in \partial \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{n}$ is a convex and polygonal domain, $f$ is a smooth function, $A(x)$ is a symmetric, positive definite matrix with smooth entries, $y^{T} A y>$ $a_{0}\|y\|^{2}$ for all $y$, and $\lambda \in \Lambda \subset \mathbb{R}^{p}$ are parameters.

We let $V_{h}$ denote the space of continuous piecewise linear functions with respect to $T_{h}$ that are zero on $\partial \Omega$. The finite element approximation $U \in V_{h}$ solves

$$
\begin{equation*}
(A \nabla U, \nabla v)=(f(U, \lambda), v) . \tag{3.2.5}
\end{equation*}
$$

for all $v \in V_{h}$. We define the adjoint to the linearized problem about $U$ using (2.3.7),

$$
\begin{cases}-\nabla \cdot(A \nabla \phi)-D_{u}^{*} f(U ; \lambda) \phi=\psi, & x \in \Omega \\ \phi=0, & x \in \partial \Omega\end{cases}
$$

Thus,

$$
\begin{align*}
(e, \psi)=(u-U,- & \nabla \cdot(a \nabla \phi))-\left(D_{u}^{*} f(U, \lambda), \phi\right) \\
& =(u-U,-\nabla \cdot(a \nabla \phi))-\left(u-U, D_{u}^{*} f(U ; \lambda) \phi\right) \tag{3.2.6}
\end{align*}
$$

If we integrate by parts on the first term and use the definition of the adjoint on the second term, we obtain

$$
(e, \psi)=(A \nabla(u-U), \nabla \phi)-\left(D_{u} f(U, \lambda)(u-U), \phi\right)
$$

Next, we expand the first term, then integrate by parts to obtain

$$
\begin{align*}
(e, \psi)= & (A \nabla u, \nabla \phi)-(A \nabla U \cdot \nabla \phi)-\left(D_{u} f(U, \lambda)(u-U), \phi\right) \\
& =(\nabla \cdot(A \nabla u), \phi)-(A \nabla U, \nabla \phi)-\left(D_{u} f(U, \lambda)(u-U), \phi\right) . \tag{3.2.7}
\end{align*}
$$

Using (3.2.4),

$$
(e, \psi)=(f(u, \lambda), \phi)-(A \nabla U, \nabla \phi)-\left(D_{u} f(U, \lambda)(u-U), \phi\right) .
$$

Next, we make use of the Taylor expansion

$$
f(u, \lambda)=f(U, \lambda)+D_{u} f(U, \lambda)(u-U)+R_{1},
$$

where $R_{1}=\mathbf{o}(|u-U|)$, to obtain the representation:

$$
(e, \psi)=(f(u, \lambda), \phi)-(A \nabla U, \nabla \phi)-\left(f(u, \lambda)-f(U, \lambda)+R_{1}, \phi\right)
$$

We cancel terms and ignore the higher order term $\left(R_{1}, \phi\right)$ to obtain the estimate:

$$
\begin{equation*}
(e, \psi) \approx(-A \nabla U, \nabla \phi)+(f(U, \lambda), \phi) \tag{3.2.8}
\end{equation*}
$$

Note that terms in (3.2.8) do not cancel since $\phi$ is not necessarily a member of $V$. However, we introduce a projection of $\phi$ onto space $V, \pi_{h} \phi$. Using the orthogonality condition (3.2.5), we have

$$
\left(-A \nabla U, \nabla \pi_{h} \phi\right)+\left(f(U, \lambda), \pi_{h} \phi\right)=0
$$

Substituting these into (3.2.8) gives

$$
\begin{equation*}
(e, \psi) \approx\left(-A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)+\left(f(U, \lambda),\left(\phi-\pi_{h}\right)\right) \tag{3.2.9}
\end{equation*}
$$

This analysis also holds for the case in which (3.2.4) is a system of equations.

### 3.3 Adaptive Error Control

In this section, we use the a posteriori crror cstimate as the basis for adaptivity by employing the following standard "optimization framework" $[18,6,3]$.

The overall goal of adaptive error control is to generate a mesh with a small number of elements such that for a given tolerance TOL,
error in the quantity of intercst $=|(e, \psi)| \leq$ TOL.

In general, we cannot use (3.3.1) directly since $e$ is unknown. We thus use an error estimate and construct a mesh that satisfics
a posteriori estimate of the error in the quantity of interest $\leq$ TOL.

We write the cstimate as a sum of "element contributions" that indicate the contribution to the total crror for cach clement of the mesh. From (3.2.9) for example, we write

$$
\begin{align*}
& |(e, \psi)| \approx\left|\left(-A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)+\left(f(U, \lambda),\left(\phi-\pi_{h} \phi\right)\right)\right| \\
& =\left|\sum_{K \in \mathcal{T}_{h}}\left(-A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)_{K}+\left(f(U, \lambda),\left(\phi-\pi_{h} \phi\right)\right)_{K}\right| \leq \mathrm{TOL} \tag{3.3.2}
\end{align*}
$$

If the approximation $U$ satisfies (3.3.2), the solution is acceptable and the refinement process is stopped.

However, if (3.3.2) is not satisfied, wo need to determine which elements of the mesh to refinc, or if we should increase the order of the element functions. One problem with using (3.3.2) is that there may be significant cancelation between the element contributions. A large positive contribution from one of the elements could cancel with a large negative contribution from another element. The standard remedy is to introduce norms, to get the acceptance criterion

$$
\begin{equation*}
|(e, \psi)| \leq \sum_{K \in \mathcal{T}_{h}}\left|-\left(A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)_{K}+\left(f(U, \lambda), \phi-\pi_{h} \phi\right)_{K}\right| \leq \mathrm{TOL} \tag{3.3.3}
\end{equation*}
$$

We may view the problem as a constrained minimization problem. That is, we find a mesh with a minimal number of elements, for which the approximation satisfies (3.3.3). The solution of the problem is achicved by following the Principle of Equidistribution [6], which states that the element contributions should be approximately equal. We therefore accept elements that satisfy

$$
\begin{equation*}
\left|-\left(A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)_{K}+\left(f(U, \lambda), \phi-\pi_{h} \phi\right)_{K}\right| \leq \frac{\mathrm{TOL}}{M} \tag{3.3.4}
\end{equation*}
$$

where $M$ is the number of elements in $\mathcal{T}_{h}$. The difficulty of finding an optimal mesh selection arises duc to the fact that (3.3.3) is typically orders of magnitude larger than the crror estimate (3.2.9). To limit the number of elements refined at each step, we could use a number of strategies. For example, we could refine clements whose element contribution to the error bound is greater than a number of standard deviations from the mean error contribution. Alternatively, we could refine a fixed fraction of the elements with the greatest element contributions.

## Chapter 4

## BACKGROUND: GRADIENT METHODS FOR OPTIMIZATION

In our project, we optimize a quantity of interest with respect to parameters in the model by using a gradient search algorithm. In particular, we use a search method that follows the gradient and avoids the computation of the Hessian. In this chapter, we discuss topics in unconstrained optimization that are relevant to our project. In particular, we discuss stecpest descent, conjugate gradient, and Quasi-Newton methods [32, 8, 16, 13]. We also discuss issues that arise when we perform a line search.

The basic descent method $x_{k+1}=x_{k}+\alpha_{k} d_{k}$ is defined to generate the sequence $\left\{x_{k}\right\}$, where $\alpha_{k}=\underset{\alpha \geq 0}{\operatorname{argmin}} f\left(x_{k}+\alpha d_{k}\right)$, and $d_{k}$ is some direction of desecnt. The value $\alpha_{k}$ is found using a line search strategy. Under proper conditions, the sequence $\left\{x_{k}\right\}$ will converge to a local minimum of the function $f(x)$. For example, in steepest descent, $d_{k}=-\nabla f\left(x_{k}\right)$, and for the conjugate gradient method, $d_{0}=-\nabla q\left(\lambda_{0}\right)$, and $d_{k}=-\nabla q\left(\lambda_{k}\right)+\beta_{k} d_{k-1}$ for $k \geq 1$. Higher-order methods such as Newton's method are commonly used but we will not address them here, since we wish to avoid computation of the Hessian $\nabla^{2} f(x)$ in this thesis. We discuss the stecpest descent and conjugate gradient methods in detail below.

### 4.1 Steepest Descent

The descent methods utilize the fact that the gradient points in the direction of the maximum increase of $f$. This simple fact may be easily verificd. Recall that if $d$ is any unit vector, the rate of increase of $f(x)$ in the direction $d$ is given by $\nabla f(x) \cdot d$. Hence, by the Cauchy-Schwartz inequality,

$$
\nabla f(x) \cdot d \leq\|\nabla f(x)\|\|d\|=\|\nabla f(x)\|=\nabla f(x) \cdot \frac{\nabla f(x)}{\|\nabla f(x)\|}
$$

Thus, $\nabla f(x) \cdot d$ is maximized when $d=\frac{\nabla f(x)}{\|\nabla f(x)\|}$.
To derive the method of steepest descent, let $x^{0}$ be an arbitrary point in the domain of $f(x)$. By Taylor's theorem,

$$
f\left(x^{0}-\alpha \nabla f\left(x^{0}\right)\right)=f\left(x^{0}\right)-\alpha\|\nabla f(x)\|^{2}+\mathbf{o}(\alpha)
$$

So for small $\alpha>0, f\left(x^{0}-\alpha \nabla f\left(x^{0}\right)\right)<f\left(x^{0}\right)$. At each step, we wish to find the best such $\alpha>0$. The steepest descent algorithm is as follows:

## Choose $x^{0}$

For $k=0,1, \ldots$

$$
\begin{aligned}
& \alpha_{k}=\operatorname{argmin}_{\alpha>0} f\left(x^{k}-\alpha \nabla f\left(x^{k}\right)\right) \\
& x^{k+1}=x^{k}-\alpha_{k} \nabla f\left(x^{k}\right)
\end{aligned}
$$

End
In the case of $f(x)$ being quadratic, we may easily calculate $\alpha_{k}$ at each iteration. Let $f(x)=\frac{1}{2} x^{T} Q x-b^{T} x$, where $Q$ is a symmetric, positive definite matrix. Then the extroma of $f(x)$ is found by solving $0=\nabla f(x)=$ $Q x-b$. For the sake of readability, let $g_{k}=\nabla f\left(x_{k}\right)$. We seek a solution to
$\alpha_{k}=\operatorname{argmin}_{\alpha>0} \phi_{k}(\alpha)$, where $\phi_{k}(\alpha)=f\left(x_{k}-\alpha g_{k}\right)$. Applying the first order necessary conditions, $\phi_{k}^{\prime}(\alpha)=0$. That is,

$$
\begin{aligned}
0 & =\frac{d}{d \alpha}\left(f\left(x_{k}-\alpha g_{k}\right)\right) \\
& =-g_{k}^{T} \nabla f\left(x_{k}-\alpha g_{k}\right) \\
& =-g_{k}^{T}\left(Q\left(x_{k}-\alpha g_{k}\right)-b\right) \\
& =g_{k}^{T} b-g_{k}^{T} Q x_{k}+\alpha g_{k}^{T} Q g_{k} .
\end{aligned}
$$

Therefore, the optimal $\alpha$ is given by

$$
\begin{equation*}
\alpha=\frac{g_{k}^{T}\left(-b+Q x_{k}\right)}{g_{k}^{T} Q g_{k}}=\frac{g_{k}^{T} g_{k}}{g_{k}^{T} Q g_{k}} . \tag{4.1.1}
\end{equation*}
$$

### 4.2 The Conjugate Gradient Method

The steepest descent algorithm works well for simple functions, and converges to the exact minimum in one iteration in the case that $f$ is quadratic. On the other hand, steepest descent works poorly for functions such as the Rosenbrock function,

$$
\begin{equation*}
f(x, y)=(1-x)^{2}+100\left(y-x^{2}\right)^{2} . \tag{4.2.1}
\end{equation*}
$$

The function is well known for having the property that steepest descent performs poorly in finding the local minimum $(1,1)$. For example, in Fig. 4.1 we run 213 iterations to reach a stopping tolerance,

$$
\begin{equation*}
\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k-1}\right)\right\|<10^{-5} \tag{4.2.2}
\end{equation*}
$$

to find the minimum of (4.2.1).
We want to avoid the oscillating behavior of stecpest descent. We avoid this by using a relaxation approach. That is, we do not use only
the current gradient to determine the step direction at each iteration, but rather an average of the current gradient with some previous gradients. It turns out that the conjugate gradient method docs exactly this. Instead of stepping in the $-\nabla f\left(x_{k}\right)$ direction, we step in a direction that is a linear combination of the current gradient and all previous directions taken. In particular, the dircction taken is one which is called $Q$-conjugate to all previous search directions.

To demonstrate the improved results, in Fig. 4.2 we see that the conjugate gradient method requires 17 iterations to achieve the stopping criterion (4.2.2) for (4.2.1), a big improvement from steepest descent. Another example is shown in Fig. 4.3, where we compare the results of the two search methods for $f(x)=-\sin \left(5 x^{2}-\frac{1}{4} y^{2}+3\right) \cos \left(2 x+1-e^{y}\right), x_{0}=(-.4, .4)^{T}$. We see that stcepest descent requircs 34 iterations to achicve (4.2.2) while the conjugate gradient method only requires 6 .



Figure 4.1: Stecpest descent applied to the Rosenbrock Function, with a zoomed view on the right. Convergence reached in 213 iterations.

We investigate conjugate direction methods for finding $d_{k}$. Again, let $f(x)=\frac{1}{2} x^{T} Q x-x^{T} b$, where $Q$ is a symmetric positive definite $n \times n$ matrix, and $x \in R^{n}$. Let $g_{k}$ denote the gradient at the $k^{\text {th }}$ iteration, $\nabla f\left(x_{k}\right)$.


Figure 4.2: Conjugate gradient applied to the Rosenbrock function, with a zoomed view on the right. Convergence reached in 17 iterations.

Definition 4.2.1. Let $Q$ be a real symmetric matrix. The directions $d_{0}, d_{1}, \ldots, d_{m}$ are $Q$-conjugate if $d_{i}^{T} Q d_{j}=0$ for all $i \neq j$.

To begin the conjugate gradient algorithm, we choose an initial guess $x_{0}$, and set $d_{0}=-g_{0}$. If we have $Q$-conjugate directions $d_{0}, d_{1}, \ldots, d_{n}$, then at each iteration we choose $x_{k+1}=x_{k}+\alpha_{k} d_{k}$, where $\alpha_{k}=\frac{g_{k}^{T} d_{k}}{d_{k}^{T} Q d_{k}}$. We may directly show that $\alpha_{k}$ is chosen to satisfy $\alpha_{k}=\operatorname{argmin}_{\alpha \geq 0} \phi_{k}(\alpha)$, where $\phi_{k}(\alpha)=f\left(x_{k}+\alpha d_{k}\right)$. Using the fact that the directions $\left\{d_{i}\right\}_{i=0}^{n-1}$ are linearly independent and $Q$ is positive definite, we obtain the following theorem:

Theorem 4.2.1. The above algorithm converges in $n$ iterations

The following lemma gives us that the gradient $g_{k+1}$ is orthogonal to the previous direction $d_{k}$.

Lemma 4.2.1. For each $k=0,1, \ldots, n-1$ in the above algorithm, $g_{k+1}^{T} d_{k}=$ 0

The gradient $g_{k}$ is also orthogonal to all previous directions $d_{0}, d_{1}, \ldots d_{k-1}$, as stated in the following lemma.


Figure 4.3: Descent methods applicd to $f(x)=-\sin \left(5 x^{2}-\frac{1}{4} y^{2}+3\right) \cos (2 x+$ $\left.1-e^{y}\right), x_{0}=(-.4, .4)^{T}$.

Lemma 4.2.2. For $0 \leq k \leq n-1,0 \leq i \leq k$, we have $g_{k+1}^{T} d_{i}=0$

We are left with the problem of generating $Q$-conjugate directions $\left\{d_{i}\right\}_{i=0}^{n}$. This is done by setting $d_{k}$ to be a linear combination of $g_{k}$ and $d_{k-1}$. We use the following proposition to fill in the missing piece of the algorithm

Proposition 4.2.1. Let $\beta_{k}=\frac{g_{k+1}^{T} Q d_{k}}{d_{k}^{T} Q d_{k}}$. If $d_{0}=-g_{0}$, and $d_{k+1}=-g_{k+1}+$ $\beta_{k} d_{k}$, then the directions $\left\{d_{i}\right\}_{i=0}^{n-1}$ are $Q$-conjugate.

Combining (4.1.1) and Proposition 4.2.1, the conjugate gradient algorithm takes on the form:

Choose $x^{0}$, set $k=1$
$g_{0}=\nabla f\left(x_{0}\right)$

Set $d_{0}=-g_{0}$

For $k=0,1, \ldots$

$$
\begin{aligned}
& \alpha_{k}=\frac{g_{k}^{T} d_{k}}{d_{k}^{T} Q d_{k}} \\
& x^{k+1}=x^{k}+\alpha_{k} d_{k} \\
& g_{k+1}=\nabla f\left(x_{k+1}\right) \\
& \beta_{k}=\frac{g_{k}^{T} Q d_{k}}{d_{k}^{T} Q d_{k}} \\
& d_{k+1}=-g_{k+1}+\beta_{k} d_{k}
\end{aligned}
$$

End for
Recall that we do not have the Hessian, $Q$, which appears in the computation of $\beta_{k}$ and $\alpha_{k}$. Since $\alpha_{k}=\operatorname{argmin}_{\alpha \geq 0} f\left(x_{k}+\alpha d_{k}\right)$, we replace (4.2) with a numerical line search procodure, the details of which will be given later. The other part that requires the Hessian is

$$
\beta_{k}=\frac{g_{k}^{T} Q d_{k}}{d_{k}^{T} Q d_{k}}
$$

We may approximate $\beta_{k}$ in several ways, as described in [13]. One method uses the fact that $Q d_{k} \approx \frac{g_{k+1}-g_{k}}{\alpha_{k}}$. To justify this approximation, recall that $x_{k+1}=x_{k}+\alpha_{k} d_{k}$. Pre-multiplying by $Q$ gives $Q x_{k+1}=Q x_{k}+\alpha_{k} Q d_{k}$ and in the quadratic case, $g_{k}=Q x_{k}-b$, so that $g_{k+1}=g_{k}+\alpha_{k} Q d_{k}$. But then, $Q d_{k}=\frac{g_{k+1}-g_{k}}{\alpha_{k}}$. Now the formula becomes

$$
\begin{equation*}
\beta_{k}=\frac{g_{k+1}^{T}\left(g_{k+1}-g_{k}\right)}{d_{k}^{T}\left(g_{k+1}-g_{k}\right)} \tag{4.2.3}
\end{equation*}
$$

which is called the Hestencs-Stiefel formula. Other formulas for $\beta_{k}$ exist such as the Polak-Ribiere formula,

$$
\begin{equation*}
\beta_{k}=\frac{g_{k+1}^{T}\left(g_{k+1}-g_{k}\right)}{\left\|g_{k}\right\|} \tag{4.2.4}
\end{equation*}
$$

and the Fletcher-Reeves formula,

$$
\begin{equation*}
\beta_{k}=\frac{\left\|g_{k+1}\right\|}{\left\|g_{k}\right\|} \tag{4.2.5}
\end{equation*}
$$

### 4.3 Other Descent Methods

Other methods such as the quasi-Newton method could be used as well. These methods approximate the inverse Hessian without having the Hessian in hand. We outline one type of quasi-Newton method, the BFGS (Broyden, Fletcher, Goldfarb, and Shanno) briefly method below. To implement, suppose we wish to optimize a function $f(x)$, where $x \in \mathbb{R}^{n}$.

Let $H_{0}$ be a real, symmetric, positive matrix.

For $k=0,1,2, \ldots$

$$
\begin{aligned}
& d_{k}=-H_{k} \\
& \alpha_{k}=\min _{\alpha \geq 0} f\left(x_{k}+\alpha d_{k}\right) \\
& x_{k+1}=x_{k}+\alpha_{k} d_{k} \\
& \Delta x_{k}=\alpha_{k} d_{k} \\
& \Delta g_{k}=g_{k} k+1-g_{k}
\end{aligned}
$$

$$
H_{k+1}=H_{k}+\left(1+\frac{\Delta g_{k}^{T} H_{k} \Delta g_{k}}{\Delta g_{k}^{T} \Delta x_{k}}\right) \frac{\Delta x_{k} \Delta x_{k}^{T}}{\Delta x_{k}^{T} \Delta g_{k}^{T}}
$$

$$
-\frac{H_{k} \Delta g_{k} \Delta x_{k}^{T}+\left(H_{k} \Delta g_{k} \Delta x_{k}^{T}\right)^{T}}{\Delta g_{k}^{T} \Delta x_{k}^{T}}
$$

End for
With an accurate line search, the sequences generated by quasi-Newton methods tends to conjugate directions and the algorithm constructs an approximation to the inverse Hessian matrix. As a result, near a local minimum where the Hessian matrix is positive definite, the method tends to approximate Newton's method, hence it achieves a faster convergence rate.

Another advantage is that quasi-Newton methods are not as sensitive to accuracy in the line search. On the other hand, the conjugate gradient method is faster in large dimensions. To illustrate, let $n$ be the dimension of the variable to optimize, $q_{T}$ the computational work requircd to compute the cost function $q$, and $\nabla q_{T}$ the computational work required to compute the gradient. Then the quasi-Newton method requires roughly $q_{T}+\nabla q_{T}+\mathbf{O}\left(n^{2}\right)$ computations per iteration, while the conjugate gradient method requires roughly $q_{T}+\nabla q_{T}+\mathbf{O}(n)$ computations per iteration. If $q_{T}+\nabla q_{T} \ll \mathbf{O}\left(n^{2}\right)$, the the conjugate gradient method is preferable, otherwise the quasi-Newton may be preferable due to its previously mentioned advantages.

### 4.4 Line Search Methods

If we use a descent method without use of the Hessian, we need to apply a line search at some point to minimize $\phi(\alpha)=f\left(x_{k}+\alpha d_{k}\right)$, where $x_{k}$ is some iterate and $d_{k}$ is some direction in the descent method. A simple line search method is the secant method, which is based on Newton's Method. To elaborate further, let $q(x)=f\left(x_{k}\right)+f^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)+\frac{1}{2} f^{\prime \prime}\left(x_{k}\right)\left(x-x_{k}\right)^{2}$, the second order Taylor scries approximation of $f(x)$. Then to optimize $q(x)$, we set $0=q^{\prime}(x)=f^{\prime}\left(x_{k}\right)+f^{\prime \prime}\left(x_{k}\right)\left(x-x_{k}\right)$, which yields the result

$$
x=x_{k}-\frac{f^{\prime}\left(x_{k}\right)}{f^{\prime \prime}\left(x_{k}\right)} .
$$

Since we do not wish to compute $f^{\prime \prime}(x)$, we rely on the sccant method and make the substitution

$$
f^{\prime \prime}\left(x_{k}\right) \approx \frac{f^{\prime}\left(x_{k}\right)-f^{\prime}\left(x_{k-1}\right)}{x_{k}-x_{k-1}} .
$$

This yields the line search method:

$$
x_{k+1}=x_{k}-\frac{x_{k}-x_{k-1}}{f^{\prime}\left(x_{k}\right)-f^{\prime}\left(x_{k-1}\right)} f^{\prime}\left(x_{k}\right) .
$$

There are many other commonly used methods, such as polynomial interpolation, described in [16] or [8], for example.

To guarantee that we take a step of decrease, we could naturally impose the condition on $\alpha_{k}$ that $f\left(x_{k}+\alpha_{k} d_{k}\right)<f\left(x_{k}\right)$. In practice, we introduce a stronger requirement on $\alpha$ called the Armijo condition:

$$
\begin{equation*}
f\left(x_{k}+\alpha d_{k}\right) \leq f\left(x_{k}\right)+c_{1} \alpha \nabla f\left(x_{k}\right) \cdot d_{k} . \tag{4.4.1}
\end{equation*}
$$

In other words,

$$
\phi(\alpha) \leq \phi(0)+c_{1} \alpha \phi^{\prime}(0) .
$$

This guarantees a condition on the amount of decrease of $f$ during the line search. Another condition we may impose is a curvature condition,

$$
\nabla f\left(x_{k}+\alpha_{k} d_{k}\right) \cdot d_{k} \geq c_{2} \nabla f\left(x_{k}\right) \cdot d_{k},
$$

or

$$
\phi^{\prime}\left(\alpha_{k}\right) \geq c_{2} \phi^{\prime}(0) .
$$

The strong Wolfe conditions consist of a slight modification of these:

$$
\left\{\begin{array}{l}
f\left(x_{k}+\alpha_{k} d_{k}\right) \leq f\left(x_{k}\right)+c_{1} \alpha_{k} \nabla f\left(x_{k}\right) \cdot d_{k},  \tag{4.4.2}\\
\left|\nabla f\left(x_{k}+\alpha_{k} d_{k}\right) \cdot d_{k}\right| \leq c_{2}\left|\nabla f\left(x_{k}\right) \cdot d_{k}\right| .
\end{array}\right.
$$

The above conditions guarantee that the descent sequence is decreasing at a sufficient rate. Numerous line search algorithms exist that incorporate these conditions (see [16] for example).

## Chapter 5

## AN ADAPTIVE ALGORITHM FOR AN ELLIPTIC OPTIMIZATION PROBLEM

### 5.1 Introduction

In this chapter, we address the problem of optimizing the quantity of interest computed from a solution of an clliptic problem with respect to parameters defining the problem. We let $u$ solve the elliptic boundary value problem,

$$
\begin{cases}-\nabla \cdot(A \nabla u)=f(u, x ; \lambda), & x \in \Omega  \tag{5.1.1}\\ u=0, & x \in \partial \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{n}$ is a convex and polygonal domain, $u: \mathbb{R}^{n+p} \rightarrow \mathbb{R}^{d}, f$ is a smooth function, $A(x)$ is a symmetric, positive definite matrix with smooth entries, $y^{T} A y>a_{0}\|y\|^{2}$ for all $y$, and $\lambda \in \Lambda \subset \mathbb{R}^{p}$ are parameters. We assume that the quantity of interest $q(\lambda)=q(u, \lambda)=(u, \psi)_{L^{2}(\Omega)}$ is a linear functional determined by the data $\psi \in L^{2}(\Omega)$. For example, if $\psi=1 / \operatorname{vol}(\Omega)$, then $q(\lambda)$ is the average value of the solution $u$ and if $\psi=\delta_{x}$, then $q(\lambda)=u(x)$. The analysis in this chapter extends to general boundary conditions and to the case $a(x)=a(x, \lambda)$ as well.

In this chapter, we consider the problem of numerically implementing gradient descent methods for searching for an optimal value of $q(\lambda)$. To
define the gradient of the functional $\nabla q(\lambda)$, we use the definition of the Frechét derivative. To obtain a robust search algorithm, we need accurate values for the gradient $\nabla q(\lambda)$ and the quantity of interest $q(\lambda)$. In practice, we use an approximate solution $U$, thus introducing crror in the gradient search. Hence, the accuracy of $U$ is a major concern. In particular, typical searches require several computations of $U$ corresponding to different values of the parameter $\lambda$. We may view $u$ as an implicit function of $\lambda$ and note that as $\lambda$ varies, then the error in $U$ is also likely to vary. This in turn affects the gradient error. In this chapter we derive an a posteriori estimate of the gradient crror and devise an efficient adaptive algorithm to control this error.

In [3, 5, 4], a gencral cost functional $q(u(x), \lambda(x))$ is optimized subject to the constraint $A(u)=f(\lambda)$, where $A$ is a partial differential operator relating a state variable $u$ and a control variable $\lambda$. In these papers, stationary points of the associated Lagrangian functional are computed, which correspond with the set of possible local extreme values. The stationary points are found by solving the corrcsponding Euler-Lagrange system of equations. The mesh adaptation is driven by a posteriori error estimates for either the cost functional or an arbitrary quantity of interest. In this chapter, we opt to instead find local extreme values using gradient searches, and we apply a posteriori techniques to correct for error in the gradient.

To illustrate, we give an example of a two point boundary value problem in which numerical errors change as the parameter varies,

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=f(u)=-\sin (u)+g(x), \quad x \in(-1,1)  \tag{5.1.2}\\
u(-1)=u(1)=0
\end{array}\right.
$$

The true solution is $u=\tanh \left(20 e^{\lambda_{1}\left(1-\lambda_{1}\right)}\left(x-e^{\lambda_{2}\left(1-\lambda_{2}\right)-1}\right)\right) \cos (\pi x / 2)\left(\lambda_{1}^{2}+.1\right)$, and we take $\psi \equiv 1$, so that $q(\lambda)=\int_{-1}^{1} u d x$. In Fig. 5.1, we plot the true



Figure 5.1: On the left is a plot of an approximation of $q(\lambda)=\int_{-1}^{1} u d x$ for (5.1.2). There are two extremal values in the parameter domain. On the right is a plot of the $L^{2}$ errors of the finite element solutions computed on a uniform mesh versus parameter values. The errors vary significantly.
$q(\lambda)$ as a function of $\lambda$, where $\lambda \in \mathbb{R}^{2}$. We see that there are two local minima, at points $A$ and $B$. If we compute approximate solutions using one grid for all parameter values, the crror varies greatly as the parameter varies, as demonstrated by Fig. 5.1. In addition, the arcas in the domain where the error is large vary in parameter space. In Fig. 5.2 we sce that the pointwise errors for two different points in the domain vary and are quite distinct from each other.

We also demonstrate that the gradient error can make a significant impact on the progression of a search algorithm. In Fig. 5.3 we plot the errors of the partial derivatives, which vary considerably with respect to the parameters. In Fig. 5.4 we start the search algorithm in the saddle bordering the two local minima. Without error control, the sequence converges to point $A$, as shown in Fig. 5.4 on the left. On the other hand, if we control the error in the gradient in the way described in this paper, then we obtain a sequence converging to point $B$, as shown in Fig. 5.4 on the right.

The straightforward "standard" approach is this: We use a posteriori analysis employing adjoint operators and computable residuals in order to


Figure 5.2: Plots of the pointwise error of finite element solutions $U$ computed on uniform meshes as parameters vary. Left: error at $x=0$. Right: error at $x=0.5$.


Figure 5.3: Plots of errors in approximated $\partial q / \partial \lambda_{1}$ (left) and $\partial q / \partial \lambda_{2}$ (right) computed on uniform meshes as parameters vary.
obtain accurate error estimates in both a quantity of interest and the gradient of the quantity of interest. With an accurate error estimate in hand, it is natural to try to devise an adaptive control algorithm. This is problematic in computational terms. We approximate $U\left(\lambda_{0}\right)$ by computing an adapted mesh that controls error in $q\left(U\left(\lambda_{0}\right)\right)$ and $\nabla q\left(U\left(\lambda_{0}\right)\right)$, then compute a new adaptcd mesh to control the error in $q\left(U\left(\lambda_{1}\right)\right), \nabla q\left(U\left(\lambda_{1}\right)\right)$, and so on. Generating new adapted meshes at each step is a very expensive proposition. It is also inefficient given that the parameter $\lambda$ only changes


Figure 5.4: Plots of sequences of gradient searches for extrema. Left: computed without error control. Right: computcd with error control.
by small increments at each step. Hence, we expect the solution and the numerical error to change by small increments.

We therefore propose a way to make use of an incremental adaptive algorithm in which we refine and unrefine as $\lambda$ changes. Specifically, we propose a strategy where mesh changes are taken only on those elements in which error contributions take on significant changes. We usc the $a$ posteriori estimates on the gradient error to control the mesh changes.

### 5.2 Computing the Gradient

We derive a formula for the gradient $\nabla q(\lambda)$ using duality and adjoint equations. We first consider the change in a quantity of interest corresponding to a change in parameter. Let $\lambda$ be a parameter value, and $u$ the corresponding solution. We let $\tilde{\lambda}$ denote a perturbation of $\lambda$ and $\tilde{u}$ the corresponding solution,

$$
\begin{cases}-\nabla \cdot(A \nabla \tilde{u})=f(\tilde{u} ; \tilde{\lambda}), & x \in \Omega  \tag{5.2.1}\\ \tilde{u}=0, & x \in \partial \Omega\end{cases}
$$

We define the adjoint by lincarizing about $\tilde{u}$. Using (2.3.7), the adjoint operator may be defined as

$$
\left(L^{\prime}(\tilde{u}) \tilde{\phi}\right)^{*}=-\nabla \cdot(A \nabla \tilde{\phi})-D_{u} f(\tilde{u} ; \tilde{\lambda}) \tilde{\phi}
$$

Let $\psi \in L^{2}(\Omega)$ be some smooth function. The adjoint cquation is defined as

$$
\begin{cases}-\nabla \cdot(A \nabla \tilde{\phi})-D_{u}^{*} f(\tilde{u} ; \tilde{\lambda}) \tilde{\phi}=\psi, & x \in \Omega  \tag{5.2.2}\\ \tilde{\phi}=0, & x \in \partial \Omega\end{cases}
$$

The relevance of this problem to computing the gradient is given by the following theorem:

Theorem 5.2.1. Suppose that (5.1.1) satisfies the Lipschitz condition $\| u$ $\tilde{u} \|_{L^{2}(\Omega)} \leq L|\lambda-\tilde{\lambda}|$ for some $L>0$. Let $\tilde{\phi}$ be the solution to the adjoint equation (5.2.2). Then the Frechét derivative of $q(\lambda)$ evaluated at $\tilde{\lambda}$ may be approximated by

$$
\begin{equation*}
\nabla_{\lambda} q(\tilde{u} ; \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}) \approx\left(\nabla_{\lambda} f(\tilde{u} ; \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right) \tag{5.2.3}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes the $L^{2}$ inner product.
Proof. To compute the Frechét derivative of the quantity of interest with respect to the parameter $\lambda$, we need to consider the difference $q(\lambda)-q(\tilde{\lambda})$. Using (5.2.2),

$$
\begin{aligned}
(u-\tilde{u}, \psi) & =\left(u-\tilde{u},-\nabla \cdot(A \nabla \tilde{\phi})-D_{u}^{*} f(\tilde{u} ; \tilde{\lambda}) \phi\right) \\
& =(u-\tilde{u},-\nabla \cdot(A \nabla \tilde{\phi}))-\left(u-\tilde{u}, D_{u}^{*} f(\tilde{u} ; \tilde{\lambda}) \tilde{\phi}\right) .
\end{aligned}
$$

Now integrating by parts twice on the first term and using the definition of the adjoint on the second term gives

$$
\begin{aligned}
q(\lambda)-q(\tilde{\lambda}) & =(-\nabla \cdot(A \nabla(u-\tilde{u})), \tilde{\phi})-\left(D_{u} f(\tilde{u} ; \tilde{\lambda})(u-\tilde{u}), \tilde{\phi}\right) \\
& =(f(u ; \lambda)-f(\tilde{u} ; \tilde{\lambda}), \tilde{\phi})-\left(D_{u} f(\tilde{u} ; \tilde{\lambda})(u-\tilde{u}), \tilde{\phi}\right) .
\end{aligned}
$$

Recall the Taylor expansion of $f(u ; \lambda)$ centered at $(\tilde{u}, \tilde{\lambda})$ :

$$
f(u ; \lambda)=f(\tilde{u} ; \tilde{\lambda})+D_{u} f(\tilde{u} ; \tilde{\lambda})(u-\tilde{u})+\nabla_{\lambda} f(\tilde{u} ; \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda})+R(u, \tilde{u} ; \lambda, \tilde{\lambda}),
$$

where $R=\mathbf{o}(|\lambda-\tilde{\lambda}|)+\mathbf{o}(\|u-\tilde{u}\|)$. Hence,

$$
\begin{aligned}
q(\lambda)-q(\tilde{\lambda}) & =(f(u ; \lambda)-f(\tilde{u} ; \tilde{\lambda}), \tilde{\phi}) \\
- & \left(f(u ; \lambda)-f(\tilde{u} ; \tilde{\lambda})-\nabla_{\lambda} f(u ; \lambda) \cdot(\lambda-\tilde{\lambda})-R(u, \tilde{u} ; \lambda, \tilde{\lambda}), \phi\right),
\end{aligned}
$$

or simply

$$
q(\lambda)-q(\tilde{\lambda})=\left(\nabla_{\lambda} f(u ; \lambda) \cdot(\lambda-\tilde{\lambda}), \phi\right)+(R(u, \tilde{u} ; \lambda, \tilde{\lambda}), \phi) .
$$

This yields (5.2.3) provided that

$$
\begin{equation*}
\lim _{|\lambda-\tilde{\lambda}| \rightarrow 0} \frac{|(R(u, \tilde{u} ; \lambda, \tilde{\lambda}), \tilde{\phi})|}{|\lambda-\tilde{\lambda}|}=0 . \tag{5.2.4}
\end{equation*}
$$

To show (5.2.4), we require $R$ to be higher than first order in both $\|u-\tilde{u}\|$ and $|\lambda-\tilde{\lambda}|$. Under reasonable assumptions on $f$ and assuming $u$ and $\tilde{u}$ are contained in a compact region, we can obtain

$$
\|R\| \leq C\left(\|u-\tilde{u}\|^{1+\epsilon}+|\lambda-\tilde{\lambda}|^{1+\epsilon}\right)
$$

for some $\epsilon>0$, all $\lambda, \tilde{\lambda} \in \Lambda$. From [10], we know that $\|u-\tilde{u}\| \rightarrow 0$ as $|\lambda-\tilde{\lambda}| \rightarrow 0$. We assume the problem satisfies the stronger Lipschitz condition $\|u-\tilde{u}\| \leq L|\lambda-\tilde{\lambda}|$ for some $L>0$. With these assumptions, we have

$$
\begin{aligned}
& \frac{\|R\|}{|\lambda-\tilde{\lambda}|} \leq \frac{C\left(\|u-\tilde{u}\|^{1+\epsilon}+|\lambda-\tilde{\lambda}|^{1+\epsilon}\right)}{|\lambda-\tilde{\lambda}|} \\
& \leq \frac{C L|\lambda-\tilde{\lambda}|^{1+\epsilon}+C|\lambda-\tilde{\lambda}|^{1+\epsilon}}{|\lambda-\tilde{\lambda}|} \leq \tilde{C}|\lambda-\tilde{\lambda}|^{\epsilon} \rightarrow 0
\end{aligned}
$$

as $|\lambda-\tilde{\lambda}| \rightarrow 0$, where $\tilde{C}=C\left(L^{1+\epsilon}+1\right)\|\phi\|$.

### 5.3 Computing the Gradient Error

We now return to the problem of estimating the error in the gradient $\nabla q(\lambda)$, arising from using a finite element approximate solution. Again, we use the finite element formulation (3.2.5) to solve for the solution of $U$ at parameter value $\lambda$. Similarly, we compute the solution to (5.2.1) by finding $\tilde{U} \in V_{h}$ such that

$$
\begin{equation*}
(a \nabla \tilde{U}, \nabla v)=(f(\tilde{U}, \tilde{\lambda}), v) \tag{5.3.1}
\end{equation*}
$$

for all $v \in V_{h}$. We make use of two dual problems, obtained respectively by linearization about $U$ and $\tilde{U}$. The problems are defined by

$$
\begin{cases}-\nabla \cdot(A \nabla \phi)-D_{u}^{*} f(U ; \lambda) \phi=\psi, & x \in \Omega  \tag{5.3.2}\\ \phi=0, & x \in \partial \Omega\end{cases}
$$

and

$$
\begin{cases}-\nabla \cdot(A \nabla \tilde{\phi})-D_{u}^{*} f(\tilde{U} ; \tilde{\lambda}) \tilde{\phi}=\psi, & x \in \Omega  \tag{5.3.3}\\ \tilde{\phi}=0, & x \in \partial \Omega\end{cases}
$$

Theorem 5.3.1. Under the assumptions of Theorem 5.2.1 above,

$$
\begin{equation*}
\nabla_{\lambda} q(\tilde{\lambda}) \cdot(\lambda-\tilde{\lambda})=\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})+\left(\nabla_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right) \tag{5.3.4}
\end{equation*}
$$

Proof. We estimate $q(\lambda)-q(\tilde{\lambda})$ using the decomposition

$$
q(\lambda)-q(\tilde{\lambda})=(u-\tilde{u}, \psi)=(u-U, \psi)+(U-\tilde{U}, \psi)+(\tilde{U}-\tilde{u}, \psi)=T_{1}+T_{2}+T_{3}
$$

First, by (3.2.9) we have

$$
\begin{equation*}
T_{1}=-(A \nabla U, \nabla \phi)+(f(U, \lambda), \phi)+\left(R_{1}(u, U), \phi\right), \tag{5.3.5}
\end{equation*}
$$

for a remainder term $R_{1}$. We estimate $T_{3}$ analogously, since

$$
(\tilde{U}-\tilde{u}, \psi)=-(\tilde{u}-\tilde{U}, \psi) .
$$

Hence,

$$
\begin{equation*}
T_{3}=(a \nabla \tilde{U}, \nabla \tilde{\phi})-(f(\tilde{U}, \tilde{\lambda}), \tilde{\phi})-\left(R_{3}(\tilde{u}, \tilde{U}), \phi\right), \tag{5,3.6}
\end{equation*}
$$

for remainder term $R_{3}$. To compute $T_{2}$, we use cither (5.3.2) or (5.3.3). Using (5.3.3), we gct

$$
\begin{aligned}
& T_{2}=\left(U-\tilde{U},-\nabla \cdot(a \nabla \tilde{\phi})-D_{u}^{*} f(\tilde{U}, \tilde{\lambda}) \tilde{\phi}\right) \\
& \quad=(U-\tilde{U},-\nabla \cdot(a \nabla \tilde{\phi}))-\left(U-\tilde{U}, D_{u}^{*} f(\tilde{U}, \tilde{\lambda}) \tilde{\phi}\right)
\end{aligned}
$$

Integration by parts on the first term and using the definition of the adjoint on the second term gives

$$
T_{2}=(a \nabla U, \nabla \tilde{\phi})-(a \nabla \tilde{U}, \nabla \tilde{\phi})-\left(D_{u} f(\tilde{U}, \tilde{\lambda})(U-\tilde{U}), \tilde{\phi}\right) .
$$

Using Taylor's theorem,

$$
f(U, \lambda)=f(\tilde{U}, \tilde{\lambda})+D_{u} f(\tilde{U}, \tilde{\lambda})(U-\tilde{U})+D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda})+R(U, \tilde{U}, \lambda, \tilde{\lambda})
$$

Hence, $T_{2}$ becomes

$$
\begin{align*}
T_{2} & =(A \nabla U, \nabla \tilde{\phi})-(A \nabla \tilde{U}, \nabla \tilde{\phi}) \\
& -\left(f(U, \lambda)-f(\tilde{U}, \tilde{\lambda})-D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda})-R_{2}(U, \tilde{U} ; \lambda, \tilde{\lambda}), \tilde{\phi}\right), \tag{5.3.7}
\end{align*}
$$

for a remainder $R_{2}$. Combining (5.3.5), (5.3.6), and (5.3.7) and rearranging gives

$$
\begin{aligned}
q(\lambda)-q(\tilde{\lambda})= & -(A \nabla U, \nabla \phi)+(f(U, \lambda), \phi)+\left(R_{1}, \phi\right) \\
& +(a \nabla \tilde{U}, \nabla \tilde{\phi})-(f(\tilde{U}, \tilde{\lambda}), \tilde{\phi})-\left(R_{3}, \phi\right) \\
& +(A \nabla U, \nabla \tilde{\phi})-(A \nabla \tilde{U}, \nabla \tilde{\phi})-(f(U, \lambda), \tilde{\phi})+(f(\tilde{U}, \tilde{\lambda}), \tilde{\phi}) \\
& +\left(D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)-\left(R_{2}, \tilde{\phi}\right),
\end{aligned}
$$

$$
\begin{align*}
q(\lambda)-q(\tilde{\lambda})=-(A \nabla U, \nabla \phi)+( & f(U, \lambda), \phi)+(A \nabla U, \nabla \tilde{\phi})-(f(U, \lambda), \tilde{\phi}) \\
& +\left(D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)+R, \tag{5.3.8}
\end{align*}
$$

where $R=R(U, \tilde{U}, \lambda, \tilde{\lambda}, \phi, \tilde{\phi})$ is defined by $\left.R \equiv R_{1}(u, U), \phi\right)+\left(R_{2}(U, \tilde{U} ; \lambda, \tilde{\lambda}), \tilde{\phi}\right)-$ $\left(R_{3}(\tilde{u}, \tilde{U}), \tilde{\phi}\right)$. Again, we consider the projection of $\phi$ onto space $V, \pi_{h} \phi$. Using Galerkin orthogonality condition (3.2.5),

$$
\left(a \nabla U, \nabla \pi_{h} \phi\right)-\left(f(U, \lambda), \pi_{h} \phi\right)=0
$$

and

$$
\left(a \nabla U, \nabla \pi_{h} \tilde{\phi}\right)-\left(f(U, \lambda), \pi_{h} \tilde{\phi}\right)=0
$$

Substituting these into (5.3.8) gives

$$
\begin{aligned}
& q(\lambda)-q(\tilde{\lambda})=-\left(A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)+\left(f(U, \lambda), \phi-\pi_{h} \phi\right) \\
+ & \left(A \nabla U, \nabla\left(\tilde{\phi}-\pi_{h} \tilde{\phi}\right)\right)-\left(f(U, \lambda), \tilde{\phi}-\pi_{h} \tilde{\phi}\right)+\left(D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)+R .
\end{aligned}
$$

For simplicity of notation, we denote $\mathcal{R}(u, v)=-\left(A \nabla v, \nabla\left(v-\pi_{h} v\right)\right)+$ $\left(f(u, \lambda), v-\pi_{h} v\right)$. Thus,

$$
q(\lambda)-q(\tilde{\lambda})=\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})+\left(D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)+R .
$$

In order to show that

$$
\lim _{|\lambda-\bar{\lambda}| \rightarrow 0} \frac{R}{|\lambda-\tilde{\lambda}|}=0
$$

we assume that $R$ is higher than first order in $\|u-\tilde{u}\|$ and $|\lambda-\tilde{\lambda}|$. We thus prove (5.3.4) by the same argument as in Theorem 5.2.1.

### 5.4 Convergence Properties

Our approach applies to a wide variety of gradient-based optimization algorithms. We focus on a particular choice for clarity. Typical optimization methods include stcepest descent, conjugate gradient, and Quasi-Newton methods, as discussed in Chapter 4. The basic descent method $\lambda_{k+1}=\lambda_{k}+$ $\alpha_{k} d_{k}$ is defined to generate the sequence $\left\{\lambda_{k}\right\}$, where $\alpha_{k}=\underset{\alpha \geq 0}{\operatorname{argmin}} \varphi(\alpha) \equiv$ $q\left(\lambda_{k}+\alpha d_{k}\right)$, and $d_{k}$ is some direction of descent. For the conjugate gradient method, we have $d_{0}=-\nabla q\left(\lambda_{0}\right)$, and $d_{k}=-\nabla q\left(\lambda_{k}\right)+\beta_{k} d_{k-1}$ for $k \geq$ 1. To compute $\beta_{k}$, we used the Fletcher-Reeves formula (4.2.5), in which $\beta_{k}=\frac{\left\|\nabla q\left(x_{k}\right)\right\|^{2}}{\left\|\nabla q\left(x_{k-1}\right)\right\|^{2}}$, although others such as (4.2.3) or (4.2.4) may be used. To compute $\alpha_{k}$, we optimize $\varphi(\alpha) \equiv q\left(\lambda_{k}+\alpha d_{k}\right)$ by performing a line search which uses $\varphi(\alpha)$ along with the first derivative information $\varphi^{\prime}(\alpha)=$ $\nabla_{\lambda} q\left(\lambda_{k}+\alpha d_{k}\right) \cdot d_{k}$.

The global convergence properties of gradient descent methods with errors are well known. In [9], a result for general descent methods is given, and in [50], a result for the Fletcher-Reeves Conjugate Gradient method is given. For the following, assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a continuously differentiable function in which $\nabla f$ is Lipschitz continuous.

Theorem 5.4.1. Let the sequence $\left\{x_{k}\right\}$ be generated by the descent method

$$
x_{k+1}=x_{k}+\alpha_{k}\left(d_{k}+e_{k}\right),
$$

and suppose that the following estimates hold:

$$
\begin{array}{r}
c_{1}\left\|\nabla f\left(x_{k}\right)\right\|^{2} \leq-\nabla f\left(x_{k}\right)^{T} d_{k}, \\
\left\|d_{k}\right\| \leq c_{2}\left(1+\left\|\nabla f\left(x_{k}\right)\right\|\right), \\
\left\|e_{k}\right\| \leq \gamma_{k}\left(q+p\left\|\nabla f\left(x_{k}\right)\right\|\right), \\
\sum_{k=0}^{\infty} \gamma_{k}=\infty, \\
\sum_{k=1}^{\infty} \gamma_{k}^{2}<\infty, \tag{5.4.5}
\end{array}
$$

where $c_{1}, c_{2}, p$ and $q$ are scalars. Then either $f\left(x_{k}\right) \rightarrow-\infty$ or $f\left(x_{k}\right) \rightarrow$ $L<\infty$ and $\nabla f\left(x_{k}\right) \rightarrow 0$. Also, whenever $x_{k} \rightarrow x^{*}, \nabla f\left(x^{*}\right)=0$.

Note that in the case of stcepest descent, $d_{k}=\nabla f\left(x_{k}\right)$ and so (5.4.1) and (5.4.2) are trivially satisfied. However, this suggests that it is practical to check that the gradient error $R(U, \phi)-R(U, \tilde{\phi})$ does not exceed

$$
\begin{equation*}
C \cdot \frac{1}{k}\left(1+\left\|\nabla f\left(x_{k}\right)\right\|\right) \tag{5.4.6}
\end{equation*}
$$

for some constant $C$, in order to satisfy (5.4.3), (5.4.4), and (5.4.5).
Theorem 5.4.2. (The Fletcher-Reeves Conjugate Gradient Method)
Let $x_{k+1}=x_{k}+\alpha_{k}\left(s_{k}+e_{k}\right)$, where $\alpha_{k}$ is the step-size determined from an inexact Wolfe or Armijo line search, and the direction $s_{k}$ is determined by

$$
s_{k}= \begin{cases}-\nabla f\left(x_{k}\right), & k=1, \\ -\nabla f\left(x_{k}\right)+\beta_{k} d_{k-1}, & k \geq 2\end{cases}
$$

and $d_{k}=s_{k}+w_{k}$, where $\beta_{k}=\frac{\left\|\nabla f\left(x_{k}\right)\right\|^{2}}{\left\|\nabla f\left(x_{k-1}\right)\right\|^{2}}$. We assume that

$$
\begin{array}{r}
c_{1}\left\|\nabla f\left(x_{k}\right)\right\|^{2} \leq-\nabla f\left(x_{k}\right)^{T} s_{k} \\
\left\|e_{k}\right\| \leq \gamma_{k}\left(q+p\left\|\nabla f\left(x_{k}\right)\right\|\right) \\
\gamma_{k}=O\left(\frac{1}{k}\right), \tag{5.4.9}
\end{array}
$$

where $c_{1}, p, q, \gamma_{k}>0$. If $\nabla f$ is Lipschitz continuous, then either $f\left(x_{k}\right) \rightarrow$ $-\infty$ or $\liminf _{k \rightarrow \infty}\left\|\nabla f\left(x_{k}\right)\right\|=0$.

In this theorem, (5.4.8) and (5.4.9) are equivalent to conditions (5.4.3), (5.4.4), and (5.4.5), so we may still use (5.4.6) to define the tolerance.

### 5.5 An Adaptive Algorithm

We now devise an efficient adaptive algorithm that insures an accurate approximate gradient during the optimization search. A straightforward approach would be to use the standard adaptive error approach, described in section 3.3, at each iteration in the gradient search. This requires the generation of a new mesh at each step in the search algorithm, which is needlessly expensive. Assuming the solution depends continuously on the parameter, small changes in the parameter lead to small changes in the error indicators. The alternative is to seek changes in the error indicators as the parameters change, and refine and unrefine the mesh as needed.

On the first step, we create an adapted mesh that produces an accurate value of $q(U)$. Specifically, we refine the mesh using (3.2.9), $(u-U, \psi) \approx$ $-\left(A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)+\left(f(U, \lambda), \phi-\pi_{h} \phi\right)+\left(R_{1}, \phi\right)$. To control the error, wo write

$$
\begin{equation*}
|(u-U, \psi)| \leq \sum_{k}\left|-\left(A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)_{k}+\left(f(U, \lambda), \phi-\pi_{h} \phi\right)_{k}\right| \tag{5.5.1}
\end{equation*}
$$

Denoting $\mathcal{R}(U, \phi)_{k}=\left(A \nabla U, \nabla\left(\phi-\pi_{h} \phi\right)\right)_{k}-\left(f(U, \lambda), \phi-\pi_{h} \phi\right)_{k}$, the equation (5.5.1) becomes $|(u-U, \psi)| \leq \sum_{k}\left|\mathcal{R}(U, \phi)_{k}\right|$. We use the standard optimization based adaptive mesh control as described in section 3.2. For example, if $\left|\mathcal{R}(U, \phi)_{k}\right|>$ TOL, we could refine clement $k$.

Next, we control the error in $\nabla_{\lambda} q(\lambda)$. By (5.3.4),

$$
\nabla_{\lambda} q(\tilde{u}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda})=\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})+\left(\nabla_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)
$$

In practice, we compute the gradient at $\tilde{U}$, in the direction $\lambda-\tilde{\lambda}$,

$$
\begin{equation*}
\nabla_{\lambda} q(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}) \approx\left(\nabla_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right) \tag{5.5.2}
\end{equation*}
$$

The terms $\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})$ indicate the difference in the approximated and true gradients, and may be found after computing the approximated gradient. To summarize, we first approximate $\tilde{U}$ at $\tilde{\lambda}$, the adjoint $\tilde{\phi}$ at $\tilde{\lambda}$, then use this information to compute the approximated gradient $\left(\nabla_{\lambda} f(\tilde{U}, \tilde{\lambda})\right.$. $(\lambda-\tilde{\lambda}), \tilde{\phi})$. Next we compute the solution $U$ and the adjoint $\phi$ at $\lambda$, then compute the gradient error $\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})$. If the gradient crror is high, we can refine the mesh to reduce this error. We can decompose further by noting that

$$
\begin{align*}
&|\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})|=|\mathcal{R}(U, \phi)-\mathcal{R}(\tilde{U}, \tilde{\phi})+\mathcal{R}(\tilde{U}, \tilde{\phi})-\mathcal{R}(U, \tilde{\phi})| \\
& \leq|\mathcal{R}(U, \phi)-\mathcal{R}(\tilde{U}, \tilde{\phi})|+|\mathcal{R}(\tilde{U}, \tilde{\phi})-\mathcal{R}(U, \tilde{\phi})| \tag{5.5.3}
\end{align*}
$$

Note that the first term $|\mathcal{R}(U, \phi)-\mathcal{R}(\tilde{U}, \tilde{\phi})|$ gives the change in error from one iteration to the next. So we do not nced a completely new mosh each time we solve the PDE, but may use (5.5.3) to refine and unrefine the mesh. That is, we start with a good mosh by using (5.5.1) then as $\lambda$ changes, we find elements in which the error estimate has changed. We refine element $K$ if either $\left|\mathcal{R}(U, \phi)_{K}-\mathcal{R}(\tilde{U}, \tilde{\phi})_{K}\right|$ or $\left|\mathcal{R}(\tilde{U}, \tilde{\phi})_{K}-\mathcal{R}(U, \tilde{\phi})_{K}\right|$ is large. If refinement is to take place, we then recompute the solution $\tilde{U}$, adjoint $\tilde{\phi}$ at $\tilde{\lambda}$, and the new approximated gradient $\left(\nabla_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(\lambda-\tilde{\lambda}), \tilde{\phi}\right)$ on this new mesh, and repeat this process.

We incorporate a tolerance which takes into account Theorems 5.4.1 and 5.4.2, so set TOL $=\frac{C}{k}\left(1+\left\|\nabla q\left(\lambda_{k}\right)\right\|\right)$ at each step $k$ in the descent method. Also, we avoid over-refining or under-refining, by selecting a certain percentage of elements which have the largest or smallest error contributions. For our test problems, we refined elements in which the error contribution is greater than either TOL $/ N$ or $\mu+c \sigma^{2}$, where $N$ is the number of elements, $\mu$ and $\sigma^{2}$ are the mean and standard deviation of the contributions respectively, and $c$ is some constant.

Recall that the line search step in the descent method requires solving $\nabla q(\lambda+\alpha d) \cdot d$ for various values of $\alpha$. Here, we take $\lambda=\tilde{\lambda}+d$ in (5.3.4) to obtain

$$
\begin{equation*}
\nabla_{\lambda} q(\tilde{\lambda}) \cdot d=\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})+\left(D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot d, \tilde{\phi}\right) \tag{5.5.4}
\end{equation*}
$$

where $U$ and $\phi$ are computed at $\lambda=\tilde{\lambda}+d$. Note that from the reference value $\tilde{\lambda}$, we could also take a smaller step in the direction $d$, so that $\lambda=$ $\tilde{\lambda}+\epsilon d$ for some $\epsilon>0$. Then $\lambda-\tilde{\lambda}=d \epsilon$, so that (5.3.4) becomes

$$
\nabla_{\lambda} q(\tilde{\lambda}) \cdot(d \epsilon)=\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})+\left(D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot(d \epsilon), \tilde{\phi}\right)
$$

or

$$
\nabla_{\lambda} q(\tilde{\lambda}) \cdot d=\frac{\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})}{\epsilon}+\left(D_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot d, \tilde{\phi}\right),
$$

where $U$ and $\phi$ are computed at $\lambda=\tilde{\lambda}+\epsilon d$.
Unlike the line search, the descent method requires the full gradient $\nabla q(\tilde{\lambda})$. We simply apply (5.5.2) using $\lambda-\tilde{\lambda}=e_{i}$ for $i=1, \ldots, p$. In this case, the formula becomes

$$
\nabla_{\lambda} q(\tilde{\lambda}) \cdot e_{i}=\left(\nabla_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot e_{i}, \phi\right) .
$$

This allows us to rcconstruct the gradient, since $\nabla_{\lambda} q(\tilde{\lambda}) \cdot e_{i}=\frac{\partial}{\partial \lambda_{i}} q(\tilde{\lambda})$.

### 5.6 Pseudo-code

To solve the problem (5.1.1), we propose the following adaptive algorithm:

Choose initial guess $\lambda_{1} \in \mathbb{R}^{p}$
$g_{1}=\left[\right.$ EstimateGradient $\left(\lambda_{1}, e_{1}\right), \ldots$ EstimateGradient $\left.\left(\lambda_{1}, e_{p}\right)\right]$
$d_{1}=-g_{1}$

For $k=1$ to $n(n \geq p)$

$$
\begin{aligned}
& \alpha_{k}=\operatorname{LincSearch}\left(\lambda_{k}, d_{k}\right) \\
& \lambda_{k+1}=\lambda_{k}+\alpha_{k} d_{k} \\
& g_{k+1}=\left[\text { EstimateGradient }\left(\lambda_{k+1}, e_{1}\right), \ldots \text { EstimateGradient }\left(\lambda_{k+1}, e_{p}\right)\right] \\
& \beta_{k}=\frac{g_{k+1}^{T} g_{k+1}}{g_{i}^{T} g_{i}} \text { (Fletcher-Rcevcs formula, others may be used) } \\
& d_{k+1}=-g_{k+1}+\beta_{k} d_{k}
\end{aligned}
$$

End for

Function LineSearch $(\lambda, d)$ (This function performs an inexact line search that optimizes $\varphi(\alpha)=q(\lambda+\alpha d)$ using the derivative $\varphi^{\prime}(\alpha)=$ $\nabla q(\lambda+\alpha d) \cdot d)$.

Set constants $c_{1}=10^{-4}, c_{2}=0.1$, LINETOL $=10^{-4}$.

Choose initial guesses $\alpha_{0}=0, \alpha_{1}=1$.
Call EstimateGradient $(\lambda, d)$ to get $\varphi\left(\alpha_{0}\right)$ and $\varphi^{\prime}\left(\alpha_{0}\right)$.
Sct $j-1$.
Loop

Call EstimatcGradient $\left(\lambda+\alpha_{j} d, d\right)$ to get $\varphi\left(\alpha_{j}\right)$ and $\varphi^{\prime}\left(\alpha_{j}\right)$
If $\varphi\left(\alpha_{j}\right)>\varphi\left(\alpha_{0}\right)+c_{1} \alpha_{j} \varphi^{\prime}\left(\alpha_{0}\right)$ (check for sufficient decrease), set $\alpha_{j+1}<\alpha_{j}$.

Else, if $\varphi^{\prime}\left(\alpha_{j}\right)<c_{2} \varphi^{\prime}\left(\alpha_{0}\right)$ (curvature condition), set $\alpha_{j+1}>$ $\alpha_{j}$.

Else, cxit loop and increment $j$.
If $\varphi\left(\alpha_{j}\right) \approx \varphi\left(\alpha_{0}\right)$ then $d$ is not a direction of descent, return 0.

End loop
Loop until $\left|\alpha_{j}-\alpha_{j-1}\right|<$ LINETOL
Call EstimateGradient $\left(\lambda+\alpha_{j} d, d\right)$ to obtain $\varphi^{\prime}\left(\alpha_{j}\right)$.
Set $\alpha_{j+1}=\alpha_{j}-\varphi^{\prime}\left(\alpha_{j}\right) \cdot \frac{\alpha_{j}-\alpha_{j-1}}{\varphi^{\prime}\left(\alpha_{j}\right)-\varphi^{\prime}\left(\alpha_{j-1}\right)}$ (secant method, see [13])

Increment $j$
End loop
Return $\alpha_{j}$

## End function

Function EstimateGradient $(\tilde{\lambda}, d)$ (This function estimates $\nabla q(\tilde{\lambda}) \cdot d)$.
Solve for $\tilde{U}$ and $\tilde{\phi}$ at $\tilde{\lambda}$.

Sct $\lambda=\tilde{\lambda}+\epsilon d$.
Loop until error $\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})$ is controlled.

Rcfine and/or un-refine using criteria $|\mathcal{R}(U, \phi)-\mathcal{R}(\tilde{U}, \tilde{\phi})|$ and $|\mathcal{R}(\tilde{U}, \tilde{\phi})-\mathcal{R}(U, \tilde{\phi})|$.

End loop
Return $\nabla q(\tilde{\lambda}) \cdot d=\int_{\Omega} \nabla_{\lambda} f(\tilde{U}, \tilde{\lambda}) \cdot d \tilde{\phi} d x$
End function

### 5.7 Numerical Results

We write code for performing the gradient search in MATLAB. We also make use of the finite element package ACES (Adaptive Coupled Equation Solver) developed by Tim Wildey. We use the package for solving the forward and the adjoint problems, computing the error indicators, and refining and unrefining the mesh.

### 5.7.1 A Semilinear Example in One Dimension

Consider

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=f(u)=-u^{2}+g(x), \quad x \in(-1,1) \\
u(-1)=u(1)=0
\end{array}\right.
$$

where $g(x)$ is chosen so that the solution is

$$
u=\tanh \left(20 e^{\lambda_{1}\left(1-\lambda_{1}\right)}\left(x-e^{\lambda_{2}\left(1-\lambda_{2}\right)-1}\right)\right) \cos \left(\frac{\pi x}{2}\right) .
$$

The quantity of interest used is $\psi(x)=1$, so $q(\lambda)=\int_{-1}^{1} u d x$. This example has the property that the solution changes as the parameter $\lambda$ makes small changes. For example, in Fig. 5.5 on the left, we see that the solution is very stcep at $x \approx 0.5$. The gradient error terms $\mathcal{R}(U, \phi)-\mathcal{R}(U, \tilde{\phi})$ are naturally higher here, so these elements are marked for refinement. The Fig.


Figure 5.5: Left: Top panel shows $\tilde{U}(\tilde{\lambda})$ and $U(\lambda)$ at $\tilde{\lambda}=(1,1)^{T}, d=(1,0)^{T}$. Middle pancl shows mesh, where triangles denote elements marked for refinement and circles denote elements marked for unrefinement. Bottom panel shows error in the gradient at $\tilde{\lambda}$. Right: Plots at $\tilde{\lambda}=(1,1)^{T}$, $d=(0,1)^{T}$.
shows the initial mesh, and elements marked for refinement are shown with triangles. As the parameter changes, we obtain a very different solution, which is shown in Fig. 5.5 on the right. Here the solution is steep at $x \approx 0$, and very smooth at $x \approx 0.5$. We see that the elements near 0 are marked for refinement and elements near 0.5 are marked for un-refinement, which is indicated by circles. The mesh up to convergence is shown in Fig. 5.6, where again triangles indicate that the element is marked for refinement and circles indicate that the element is marked for un-refinement. In

Table 9.3.1 we provide an example in which controlling the error improves the approximation of the gradient.

|  | $\nabla q(\tilde{\lambda})$ |
| :---: | :---: |
| No error control | $(-0.00198,0.603)^{T}$ |
| After error control | $(0.00275,0.613)^{T}$ |
| True Gradient | $(0.00352,0.615)^{T}$ |

Table 5.1: Computed gradient at $\tilde{\lambda}=(1,1)^{T}$, before and after crror control.


Figure 5.6: Mesh gridpoints at each level of refinement. Triangles indicate elements to refine, circles indicate clements to be unrefined.

### 5.7.2 A Wound Healing Model in Two Dimensions

To give an example in two dimensions, consider the stationary state of the wound healing model as described in [37],

$$
\left\{\begin{array}{l}
q_{1} \Delta u_{1}=f_{1}\left(u_{1}, u_{2} ; \lambda\right),  \tag{5.7.1}\\
q_{2} \Delta u_{2}=f_{2}\left(u_{1}, u_{2} ; \lambda\right),
\end{array}\right.
$$

in the wound domain $\Omega \subset \mathbb{R}^{2}$, where $u_{1}=u_{2}=1$ on the wound boundary. In this model, we have two conservative equations, one for the epithelial cell density per unit area, $u_{1}$, and one for the concentration, $u_{2}$, of the mitosisregulating chemical. Here we assume that the mitosis-regulating chemical controls the rate of proliferation of new cells in the wound domain. The nonlinearity $f_{1}$ describes the difference between the mitotic generation and the natural cell loss rate, and $f_{2}$ represents the difference in the production of the chemical by cells and the decay of the active chemical. The parameter $\lambda \in \mathbb{R}^{3}$ describes the time decay rate of the chemical, the maximum rate of chemical production, and the maximum level of chemical activation of mitosis. We optimize the quantity of interest $q(\lambda)=(u(\lambda), \psi)$.

We use the $q_{1}, q_{2}, f_{1}, f_{2}$ described in [37] to obtain

$$
\left\{\begin{array}{l}
-0.035 \Delta u_{1}=\frac{2 \mu_{2}\left(\mu_{3}-\beta(\mu)\right) u_{2}}{\mu_{2}^{2}+u_{2}^{2}} u_{1}\left(2-u_{1}\right)-u_{1},  \tag{5.7.2}\\
-0.31 \Delta u_{2}=\alpha(\mu)\left(\frac{u_{1}\left(1+\mu_{1}^{2}\right)}{u_{1}^{2}+\mu_{1}^{2}}-u_{2}\right), \\
\beta(\mu)=\frac{1+\mu_{2}^{2}-2 \mu_{2} \mu_{3}}{1-1-\mu_{2}^{2}}, \\
\alpha(\mu)=\frac{1}{12} \log \left(2 \mu_{3}\right) .
\end{array} \quad x \in \Omega,\right.
$$

Here, $\mu=\left(\mu_{1}, \mu_{2}, \mu_{3}\right)^{T}$ arc parameters. To obtain uscful numerical results, we artificially set

$$
\left\{\begin{array}{l}
\mu_{1}=0.99 e^{1-4 \lambda_{1}\left(1-\lambda_{1}\right)} \\
\mu_{2}=3 e^{1-4 \lambda_{2}\left(1-\lambda_{2}\right)} \\
\mu_{3}=1.01 e^{4 \lambda_{3}\left(1-\lambda_{3}\right)}
\end{array}\right.
$$

This results in analyzing parameter valucs of $\mu$ near $(0.99,3,1.01)^{T}$ and small changes near these values as a result of the optimization search. The new parameter $\lambda$ has the property that the quantity of interest $q(\lambda)=$ $\int_{\Omega}\left(u_{1}+u_{2}\right) d x$ has a local extrema. at $\lambda=(0.5,0.5,0.5)^{T}$. Fig. 5.7 depicts the change in mesh during the stepping algorithm, as $\lambda$ varies from ( $1,1,1$ ) to $(0.5,0.5,0.5)$.


Figure 5.7: Plots of $U_{1}+U_{2}$ and the evolving mesh, at four values of $\lambda$ in the optimization algorithm.

## Part II

## Stochastic-Deterministic <br> Coupling: A Mathematical Framework

## Chapter 6

## BACKGROUND: PROBABILITY

### 6.1 Limit Theorems

In this section, we introduce some of the statistical tools used in Monte Carlo techniques. Monte Carlo techniques involve repetitively simulating a random process to obtain information about the process. Each time we simulate the process, we obtain what we call a realization of the process. Using the realizations, we may compute sample statistics such as mean and variance. In this section, we examine the tools used to understand the relationship between the number of realizations and the accuracy of the statistical information obtaincd.

If $X$ is a random variable with probability density function $f$, denote $E[X]=\int x f(x) d x$ to be the mean, or expectation of $X$.

Proposition 6.1.1. (Markov Inequality) Let $X$ be a non-negative random variable. If $E[X]$ exists,

$$
P(|X|>a) \leq a^{-1} E(|X|) \text { for any } a>0 .
$$

Applying the Markov inequality to $(X-E[X])^{2}$, we obtain the following characterization of variance.

Proposition 6.1.2. If a random variable $X$ has finite variance, then for any $a>0$,

$$
P\left((X-E[X])^{2} \geq a\right) \leq a^{-2} \operatorname{var}(X) .
$$

The Central Limit Theorem states that the sum of a large number of independent random variables taken from the same distribution behaves like a single normal random variable. To analyze large sets of random variables, we need the Central Limit Theorem, as well as the Law of Large Numbers. We first review some basic modes of convergence.

Definition 6.1.1. Let $X_{n}$ be a sequence of random variables, and let $X$ be a random variable.

- $X_{n}$ converges to $X$ almost surely (a.s.), if

$$
P\left(\lim _{n \rightarrow \infty} X_{n}=X\right)=1
$$

- $X_{n}$ converges to $X$ in probability if

$$
\lim _{n \rightarrow \infty} P\left(\left|X_{n}-X\right| \geq \epsilon\right)=0,
$$

for every $\epsilon>0$.

- $X_{n}$ converges to $X$ in $L^{2}$, or in mean square, if

$$
\lim _{n \rightarrow \infty} E\left[\left|X_{n}-X\right|^{2}\right]=0
$$

If $X_{n}$ converges to $X$ almost surely, this means that the set of valucs $\omega$, such that $X_{n}(\omega)$ does not converge to $X(\omega)$, is a set of measure zero. Convergence in probability is a weaker mode of convergence, in fact, both almost sure and $L^{2}$ convergence imply convergence in probability,

Theorem 6.1.1. (Central Limit Theorem) Let $\left\{X_{i}\right\}_{i=1}^{\infty}$ be independent, identically distributed random variables with mean $\mu$ and variance $\sigma^{2}, 0<$ $\sigma^{2}<\infty$. Then for any $\alpha<\beta$,

$$
\lim _{M \rightarrow \infty} P\left(\alpha \leq \frac{\sum_{i=1}^{M} X_{i}-M \mu}{\sqrt{M} \sigma} \leq \beta\right)=\frac{1}{\sqrt{2 \pi}} \int_{\alpha}^{\beta} e^{-\frac{1}{2} x^{2}} d x
$$

In experiments, we would like to understand how well the average $\frac{1}{M} \sum_{i=1}^{M} X_{i}$ approximates the mean of $X_{i}$. After rearranging terms and dividing by $\sqrt{M}$, the Central Limit Theorem tells us that for large $M$,

$$
\begin{equation*}
P\left(\frac{\alpha \sigma}{\sqrt{M}} \leq \frac{1}{M} \sum_{i=1}^{M} X_{i}-\mu \leq \frac{\beta \sigma}{\sqrt{M}}\right) \approx \frac{1}{\sqrt{2 \pi}} \int_{\alpha}^{\beta} e^{-\frac{1}{2} x^{2}} d x . \tag{6.1.1}
\end{equation*}
$$

For example, for large $M$, if we choose $\alpha=-M^{1 / 4}, \beta=M^{1 / 4}$, we see that $M^{-1} \sum_{i=1}^{M} X_{i}$ is close to $\mu$ with high probability. We get an error bound by noticing that (6.1.1) becomes

$$
P\left(-\frac{\sigma}{M^{1 / 4}} \leq \frac{1}{M} \sum_{i=1}^{M} X_{i}-\mu \leq \frac{\sigma}{M^{1 / 4}}\right) \approx \frac{1}{\sqrt{2 \pi}} \int_{-M^{1 / 4}}^{M^{1 / 4}} e^{-\frac{1}{2} x^{2}} d x
$$

Theorem 6.1.2. (Strong Law of Large Numbers) Let $\left\{X_{i}\right\}_{i=1}^{\infty}$ be independent, identically distributed random variables, $\mu=E\left[X_{i}\right], \sigma^{2}=\operatorname{var}\left(X_{i}\right)<$ $\infty$. Then,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} X_{i}=\mu \text { a.s. and in } L^{2} .
$$

This also implies the convergence is in probability, which is called the Weak Law of Large Numbers.

### 6.2 Sampling Techniques

The goal in this section is to generate random variables with a known distribution $F$. Assume we have a pscudo-random number generator that draws numbers from the uniform distribution on $[0,1]$. We denote $U([a, b])$
to be the uniform distribution on $[a, b]$. The corresponding density function is $f_{U}=1 /(b-a)$. We note that samples from $U([a, b])$ are easily generated by taking $U_{1}(b-a)+a$, where $U_{1}$ is a random number from the interval $[0,1]$.

We discuss some of the basic methods of generating random variables from an arbitrary distribution. We denote $X \sim f$ to mean that a random variable $X$ is taken from a distribution with density function $f$. One way to generate random variables from a distribution with density function $f$ is to find a deterministic function $h:[0,1] \rightarrow \mathbb{R}$ such that $h(U) \sim f$, where $U$ is drawn from a uniform distribution on $[0,1]$. For example, suppose we wish to draw random variables from the exponential distribution. The exponential distribution has density function

$$
f(x)= \begin{cases}7 e^{-7 x}, & x \geq 0 \\ 0, & x<0\end{cases}
$$

and cumulative density function $F(x)=1-e^{-7 x}, x \geq 0$. We define $h(u)=$ $-\frac{1}{7} \log u, 0<u \leq 1$. Then it can be shown that if $U$ is taken from the uniform distribution on $[0,1]$, then $h(U)$ has the exponential distribution with density function $f$.

We computed $F^{-1}$ to devise the $h$, which uses the fact that $F$ is monotone. In general, if $F$ is right-continuous and non-decreasing, we define

$$
F^{-1}=\inf _{z \in \mathbb{R}} F(z) \geq u \text { for } u \in[0,1] .
$$

Theorem 6.2.1. Let $F$ be the cumulative density function of a random variable and $U$ be a random variable taken from the uniform distribution on $[0,1]$. Then $F^{-1}(U) \sim F$ and $F^{-1}(1-U) \sim F$.

Example 6.2.1. Suppose we want to generate an exponential random variable $X$ with rate $\lambda$. The density function in this case is $f(x)=\lambda e^{-\lambda x}$, and the cumulative density function is $F(x)=1-e^{-\lambda x}$. Thus, we can generate a random variable by inverting $F$, and have $X=-\frac{1}{\lambda} \log (U)$, where $U \sim U(0,1)$.

The second approach is a Monte Carlo approach called the rejection method, or accept-rojection sampling. This method avoids the need for inverting the function $F$. The goal is to generate a random variable $X$ taken from a distribution with density function $f(x)$. Suppose that $f$ is bounded and zero outside of $[a, b]$. Sct $c=\sup _{x \in[a, b]} f(x)$. To perform the basic rejection method, we run the following to generate $X \sim f$ :

1. Generate $Q \sim U[a, b]$.
2. Generate $Y \sim U[0, c]$.
3. If $Y \leq f(Q)$, then set $X:=Q$. Otherwise, return to step 1 .

To summarize, we generate a random vector $(Q, Y) \in[a, b] \times[0, c]$. We check that the random vector is in the region below the graph of $f$. This method generalizes to random vectors in higher dimensions as well.

We describe a more general approach which may be used to decrease the number of rejected samples, and therefore speed up the algorithm. Suppose there is a function $g(x)$, called the proposal density function, and scalar $M>1$ such that $f(x)<M g(x)$. In addition, suppose we can easily sample $g(x)$. Then instead of sampling from $f$, we sample from $M g(x)$, where sampling is easier. For example there are many advanced algorithms, often included in software packages, that efficiently gencrate random numbers from
common distributions such as the normal, the gamma, or the exponential distributions. To generate $X \sim f$, we follow the following algorithm.

1. Generate $Q \sim g(x)$.
2. Generate $Y \sim U[0,1]$.
3. If $Y \leq f /(M g)$, then set $X:=Q$. Otherwise return to step 1 .

### 6.3 Kernel Density Estimation

A kernel density estimator $\hat{f}$ is used to approximate a density function $f$, given a set of samples $\left\{x_{1}, \ldots, x_{n}\right\}$ from $f(x)$. The density histogram is the most basic of kernel density estimators. To obtain a histogram, we need a sample $\left\{x_{1}, \ldots, x_{n}\right\}$ from $f(x)$, and a mesh $\left\{t_{k}, k \in \mathbb{R}\right\}$. If, in addition, we require that $t_{k+1}-t_{k}=h$ for all $k$, then the histogram is said to have bin width $h$. The common frequency histogram is built using blocks of height 1 and width $h$ and integrates to $n h$. The density histogram uses blocks of height $1 /(n h)$, so that the histogram integrates to 1 , and is defined as

$$
\hat{f}(x)=\frac{1}{n h} \sum_{i=1}^{n} I_{\left[t_{k}, t_{k+1}\right)}\left(x_{i}\right), x \in\left[t_{k}, t_{k+1}\right)
$$

where

$$
I_{\left[t_{k}, t_{k+1}\right)}\left(x_{i}\right)= \begin{cases}0, & x_{i} \notin\left[t_{k}, t_{k+1}\right), \\ 1, & x_{i} \in\left[t_{k}, t_{k+1}\right) .\end{cases}
$$

Definition 6.3.1. We say a kernel is a function $K: \mathbb{R} \rightarrow \mathbb{R}$ for which

$$
\int_{\mathbb{R}} K(x) d x=1
$$

An example of such a kerncl is $K(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{x^{2}}{2}\right)$, the density function for a Gaussian random variable with zero mean and unit variance. Another example is the delta function, $K(x)=\delta(x)$.

Let $K$ be some kernel function, and $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}$ be data samples. Then the basic kernel estimator is

$$
\hat{f}(x)=\frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{x-x_{i}}{h}\right) .
$$

Here $h$ is the smoothing parameter, also called the window width, or bandwidth. The estimate $\hat{f}$ approximates the density function $f$ by using the samples $x_{1}, \ldots, x_{n}$. This approximate density function inherits the smoothness properties of the kernel $K$. Note that $\hat{f}(x)$ integrates to 1 , since

$$
\int_{\mathbb{R}} \hat{f}(x) d x=\frac{1}{n h} \sum_{i=1}^{n} \int_{\mathbb{R}} K\left(\frac{x-x_{i}}{h}\right) d x=\frac{1}{n h} h \sum_{i=1}^{n} \int_{\mathbb{R}} K(u) d u=\frac{1}{n} \sum_{i=1}^{n} 1=1 .
$$

For example if we use the Gaussian kernel $K(x)=\frac{1}{\sqrt{2 \pi}} \operatorname{cxp}\left(-\frac{x^{2}}{2}\right)$, the corresponding density estimate becomes

$$
\hat{f}(x)=\frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{x-x_{i}}{h}\right)=\frac{1}{n h \sqrt{2 \pi}} \sum_{i=1}^{n} \exp \left(-\frac{1}{2}\left(\frac{x-x_{i}}{h}\right)^{2}\right) .
$$

This density estimate is a sum of Gaussians centered around each data point, each with standard deviation $h$. Note that if $h$ is too small we will under-smooth the data and if it is too large we will over-smooth the data. In many cases, correcting for over-smoothing results in noise in the tail areas. Thus, it may be necessary to use a larger $h$ near the tails. In Fig. 6.1, we take 222 samples of the waiting times for a particular geyser to strike. We apply a kernel density estimate for varying values of $h$. We sce that if $h$ is too small, we get unnecessary peaks around data points. By using a favorable value of $h$, we see that the data is clearly bimodal. If $h$ is too large, the density estimate does not reflect the fact that the data is bimodal, and we have over-smoothed the data.


Figure 6.1: Kernel Density Estimates for varying smoothing parameters, $h=0.05,0.1,0.5,1$.

The empirical cumulative density function is given by

$$
F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} I_{(-\infty, x]}\left(x_{i}\right)=\frac{\#\left\{x_{i} \leq x\right\}}{n} .
$$

To approximate the corresponding density function, one could use divided differences to approximate the derivative of the empirical cumulative density function,

$$
\begin{array}{r}
\hat{f}(x)=\frac{F_{n}(x)-F_{n}(x-h)}{h}=\frac{1}{n h}\left[\sum_{i=1}^{n} I_{(-\infty, x]}\left(x_{i}\right)-\sum_{i=1}^{n} I_{(-\infty, x+h]}\left(x_{i}\right)\right] \\
=\frac{1}{n h} \sum_{i=1}^{n} I_{(x-h, x)}\left(x_{i}\right)=\frac{1}{n h} \sum_{i=1}^{n} I_{(0,1]}\left(\frac{x-x_{i}}{h}\right) . \tag{6.3.1}
\end{array}
$$

This is indeed a kernel estimator with kernel $K(x)=I_{[0,1]}$. The function is a step function that gives the number of points $x_{i}$ in the interval $(x-h, x]$


Figure 6.2: Approximate empirical density function.
for any given value of $x$. An example is shown in Fig. 6.2, using the geyser data with $h=0.5$.

Note that if we take the limit $h \rightarrow 0$ in (6.3.1), we obtain the derivative of the empirical cumulative density function, which we call the empirical probability density function,

$$
\frac{d F_{n}}{d x}(x)=\frac{1}{n} \sum_{i=1}^{n} \delta\left(x-x_{i}\right)
$$

### 6.4 Matrix Algebra Background

Definition 6.4.1. A stochastic matrix is a square matrix with non-negative entries in which each row sums to 1. A stochastic vector is a row vector with entries summing to 1 .

A stochastic vector $v$ has the property that $v e=1$, where $e$ is defined by $e=(1,1, \ldots, 1)^{T}$.

Definition 6.4.2. If $v A=\lambda v$ for some scalar $\lambda$ and row vector $v \neq 0$, we say that $v$ is a left-eigenvector of $A$.

The entire theory of eigenvectors could be done for left-cigenvectors. The eigenvalues would be the same. To see this, suppose that $A x=\lambda x$ for $x \neq 0$, so that $\operatorname{det}(\lambda I-A)=0$. Then,

$$
\operatorname{det}(\lambda I-A)=\operatorname{det}\left[(\lambda I-A)^{T}\right]=\operatorname{det}\left(\lambda I-A^{T}\right)
$$

Thus, $A$ and $A^{T}$ share eigenvalues and multiplicities. In addition, $A^{T} y=$ $\lambda y$, or $y^{T} A=\lambda y^{T}$. In general, the cigenvectors will not be the same, that is $x \neq y$.

Theorem 6.4.1. (Perron-Frobenius theorem for non-negative matrices). Let $A$ be a real square matrix with non-negative entries. Then:

1. The spectral radius of $A$ is an eigenvalue. That is, there is a real eigenvalue $r>0$ such that $|\lambda| \leq r$ for all eigenvalues $\lambda$.
2. There is an eigenvector associated with $r$ having non-negative entries.
3. 

$$
\begin{equation*}
\min _{i} \sum_{j} a_{i j} \leq r \leq \max _{i} \sum_{j} a_{i j} . \tag{6.4.1}
\end{equation*}
$$

Note that for a right stochastic matrix, $\sum_{j} a_{i j}=1$ for each row $i$, therefore (6.4.1) implies that the dominant cigenvalue is $r=1$. Therefore, the dominant left eigenvector $\pi$ satisfies $\pi A=\pi$. In fact, since the rows of $A$ sum to one, we have $A e=e$, where $e=(1,1, \ldots, 1)^{T}$, the dominant right eigenvector. The Perron-Frobenius theorem also asserts that $|\lambda| \leq 1$ for all eigenvalues $\lambda$.

Definition 6.4.3. An $m \times m$ matrix $A$ is a permutation matrix if it is row equivalent to $I_{m}$. That is, if there is a 1 in every row and column and zeros elsewhere.

Definition 6.4.4. An $m \times m$ matrix $A$ is reducible if there exists a permutation matrix $P$ such that

$$
P A P^{T}=\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right],
$$

where $A_{11}, A_{22}$ are square matrices. $A$ is irreducible if no such matrix exists.

It can be shown that positive matrices (i.e., $a_{i j}>0$ for each $i, j$ ) are irreducible.

Definition 6.4.5. A non-negative, irreducible matrix is primitive if the number of eigenvalues having modulus equal to the spectral radius is 1 .

The proof of the following proposition is outlined in Appendix A

Proposition 6.4.1. Let $A$ be a primitive, stochastic matrix, where $x A=$ $x, A e=e$, and $L=e x$. Then $\lim _{m \rightarrow \infty}=L$.

In the case that $A$ is not primitive, the sequence $x A$ is generally cyclic, and does not approach a limit. Suppose, for example, that $A$ has cigenvalues of 1 and -1 , and the other eigenvalues are distinct and satisfy $|\lambda|<1$. In this case, we show that $x A^{k}$ is a 2 cycle. Let $\left\{v_{i}\right\}_{i=1}^{n}$ be the left eigenvectors of $A$. As these form a basis for $\mathbb{R}^{n}$, for arbitrary $x$ we can write

$$
x=\sum_{1}^{n} \alpha_{i} v_{i}=\alpha_{1} v_{1}-\alpha_{2} v_{2}+\sum_{i=3}^{n} \alpha_{i} v_{i} .
$$

If $v_{1}, v_{2}$ correspond to eigenvalues 1 and -1 , respectively, then

$$
x A=\alpha_{1} v_{1} A-\alpha_{2} v_{2} A+\sum_{i=3}^{n} \alpha_{i} v_{i} A=\alpha_{1} v_{1}-\alpha_{2} v_{2}+\sum_{i=3}^{n} \alpha_{i} \lambda_{i} v_{i} .
$$

Inductively,

$$
x A^{k}=\alpha_{1} v_{1}+\alpha_{2}(-1)^{k} v_{2}+\sum_{i=3}^{n} \alpha_{i} \lambda_{i}^{k} v_{i} .
$$

Since $\left|\lambda_{i}\right|<1$ for $i=3,4, \ldots, n$, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} x A^{k}=\alpha_{1} v_{1}+\alpha_{2}(-1)^{k} v_{2} \tag{6.4.2}
\end{equation*}
$$

We see that for large values of $k$, the sequence $x A^{k}$ approximately alternates between the sequences $\alpha_{1} v_{1}+\alpha_{2} v_{2}$ and $\alpha_{1} v_{1}-\alpha_{2} v_{2}$.

### 6.5 Random Variables and Stochastic Processes

In this section, we review some facts about random variables and stochastic processes.

### 6.5.1 Joint Probability Density Functions

Let $f_{n}\left(X_{1}, \ldots, X_{n}\right)$ be the joint probability density function of random variables $X_{1}, \ldots, X_{n}$, so that for any measurable set $D \subset \mathbb{R}^{n}$,

$$
P\left(X_{1}, \ldots, X_{n} \in D\right)=\int_{D} f_{n}\left(x_{1}, \ldots, x_{n}\right) d x_{1} \ldots d x_{n}
$$

Then, for $s<n$,

$$
\begin{equation*}
f_{s}\left(x_{1}, \ldots, x_{s}\right)=\int f_{n}\left(x_{1}, \ldots, x_{n}\right) d x_{s+1} \cdots d x_{n} \tag{6.5.1}
\end{equation*}
$$

the marginal distribution for the subset. The equation (6.5.1) is sometimes called the Chapman-Kolmogorov equation. Note that in particular,

$$
f_{n-1}\left(x_{1}, \ldots, x_{n-1}\right)=\int f_{n}\left(x_{1}, \ldots, x_{n}\right) d x_{n}
$$

and

$$
f_{1}\left(x_{i}\right)=\int f_{n}\left(x_{1}, \ldots, x_{n}\right) d x_{1} \ldots d x_{i-1} d x_{i+1} \ldots d x_{n}
$$

The conditional probability density function is denoted as $f_{s \mid r-s}\left(x_{1}, \ldots x_{s} \mid x_{s+1}, \ldots x_{r}\right)$, and has the property that

$$
P\left(X_{1}, \ldots X_{s} \in D \mid X_{s+1}=x_{s+1}, \ldots, X_{r}=x_{r}\right)=\int_{D} f_{s \mid r-s}\left(x_{1}, \ldots x_{s} \mid x_{s+1}, \ldots x_{r}\right) d x_{1} \ldots d x_{s}
$$

By Bayes rule,

$$
f_{r}\left(x_{1}, \ldots x_{r}\right)=f_{r-s}\left(x_{s+1}, \ldots x_{r}\right) f_{s \mid r-s}\left(x_{1}, \ldots, x_{s} \mid x_{s+1}, \ldots x_{r}\right)
$$

Definition 6.5.1. If $f_{r}\left(x_{1}, \ldots, x_{r}\right)=f_{s}\left(x_{1}, \ldots, x_{s}\right) f_{r-s}\left(x_{s+1}, \ldots, x_{r}\right)$, we say the sets $\left\{X_{1}, \ldots, X_{s}\right\}$ and $\left\{X_{s+1}, \ldots, X_{r}\right\}$ are independent of each other. In this case,

$$
f_{s \mid r-s}\left(x_{1}, \ldots, x_{s} \mid x_{s+1}, \ldots, x_{r}\right)=f_{s}\left(x_{1}, \ldots, x_{s}\right)
$$

### 6.5.2 Transformation of Random Variables

Let $X$ be a random variable with density function $f_{X}(x)$. Let $Y=g(X)$ be a new random variable with density function $f_{Y}(x)$. We would like to express $f_{Y}(y)$ in terms of $f_{X}(x)$. If $g(x)=x$, we know that

$$
f_{X}(x)=f_{Y}(y)=\int \delta(x-y) f_{X}(x) d x
$$

For arbitrary $g$, we write

$$
F_{Y}(y+\Delta y)-F_{Y}(y)=P(y<Y \leq y+\Delta y)=\int_{[y<g(x) \leq y+\Delta y]} f_{X}(x) d x
$$

Dividing by $\Delta y$,

$$
\begin{aligned}
& f_{Y}(y) \approx \frac{F(y+\Delta y)-F(y)}{\Delta y}=\frac{1}{\Delta y} \int_{[y<g(x) \leq y+\Delta y]} f_{X}(x) d x \\
&=\int \frac{H(g(x)-y)-H(g(x)-(y+\Delta y))}{\Delta y} f_{X}(x) d x
\end{aligned}
$$

where $H$ is the Heaviside function. Taking $\Delta y \rightarrow 0$ yields the relationship

$$
f_{Y}(y)=\int \delta(g(x)-y) f_{X}(x) d x
$$

### 6.5.3 Stochastic Processes

Definition 6.5.2. A stochastic process is a family of random variables $X_{t}$ for $t$ in some indexed set $T$.

For a continuous time stochastic process, we typically have $T=[0, \infty)$. A discrete time process corresponds to $T=\{0,1,2, \ldots\}$. The state space is the range of the random variables. If the state space $S$ is countable, we say that $X_{t}$ is a discrete valued stochastic process. We sometimes denote the stochastic process with $Y_{X}(t)=f(X, t)$. A realization of the process is $Y_{x}(t)=f(x, t)$. The probability density function for $Y_{t}$ is given by

$$
f(y, t)=\int \delta\left(y-Y_{t}(\omega)\right) f(\omega) d \omega .
$$

Definition 6.5.3. A Markov process is a stochastic process $X_{t}$ with the property that for any set of $n$ successive times ( $t_{1}<t_{2}<\ldots<t_{n}$ ),

$$
f_{1 \mid n-1}\left(x_{t_{n}} \mid x_{t_{1}}, \ldots, x_{t_{n-1}}\right)=f_{1 \mid 1}\left(x_{t_{n}} \mid x_{t_{n-1}}\right) .
$$

That is, given $X(s)$, the values of $X(t)$ for $t>s$ do not depend on the values of $X(u)$ for $u<s$. This can be stated as, if $t_{1}<t_{2}<\ldots<t_{n}<t$, then

$$
P\left(a \leq X_{t} \leq b \mid X_{t_{1}}=x_{1}, \ldots, X_{t_{n}}=x_{n}\right)=P\left(a \leq X_{t} \leq b \mid X_{t_{n}}=x_{n}\right) .
$$

For a Markov process, we may generate an identity on transition densities. By applying Bayes law, we know that for $t_{1}<t_{2}<t_{3}$,

$$
f_{3}\left(x_{t_{1}}, x_{t_{2}}, x_{t_{3}}\right)=f_{1}\left(x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{2}} \mid x_{t_{1}}\right) f_{1 \mid 2}\left(x_{t_{3}} \mid x_{t_{1}}, x_{t_{2}}\right) .
$$

By the Markov property,

$$
f_{3}\left(x_{t_{1}}, x_{t_{2}}, x_{t_{3}}\right)=f_{1}\left(x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{2}} \mid x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{3}} \mid x_{t_{2}}\right)
$$

Integrating the above with respect to $x_{t_{2}}$, we obtain

$$
\int f_{3}\left(x_{t_{1}}, x_{t_{2}}, x_{t_{3}}\right) d x_{t_{2}}=\int f_{1}\left(x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{2}} \mid x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{3}} \mid x_{t_{2}}\right) d x_{t_{2}}
$$

Using (6.5.1),

$$
f_{2}\left(x_{t_{1}}, x_{t_{3}}\right)=f_{1}\left(x_{t_{1}}\right) \int f_{1 \mid 1}\left(x_{t_{2}} \mid x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{3}} \mid x_{t_{2}}\right) d x_{t_{2}}
$$

and therefore

$$
f_{1}\left(x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{3}} \mid x_{t_{1}}\right)=f_{1}\left(x_{t_{1}}\right) \int f_{1 \mid 1}\left(x_{t_{2}} \mid x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{3}} \mid x_{t_{2}}\right) d x_{t_{2}}
$$

and dividing yields the forward Kolmogorov equation,

$$
\begin{equation*}
f_{1 \mid 1}\left(x_{t_{3}} \mid x_{t_{1}}\right)=\int f_{1 \mid 1}\left(x_{t_{2}} \mid x_{t_{1}}\right) f_{1 \mid 1}\left(x_{t_{3}} \mid x_{t_{2}}\right) d x_{t_{2}} \tag{6.5.2}
\end{equation*}
$$

This equation gives a relationship between the values of the stochastic process at three times $t_{1}<t_{2}<t_{3}$. We can compute the transition probabilitics from $t_{1}$ to $t_{3}$, if we know the transition probabilities from $t_{1}$ to $t_{2}$, and from $t_{2}$ to $t_{3}$.

### 6.6 Markov Chains

A simple class of Markov processes are Markov chains. A Markov chain is a Markov process in which the both the time variable and the state space are discrete.

Definition 6.6.1. Let $\left\{X_{n}\right\}_{n=0}^{\infty}$ be a stochastic process that takes values from a countable set $S$, called the state space. We say that $X_{n}$ is a Markov chain if

$$
\begin{align*}
P\left(X_{n+1}=j \mid X_{0}=i_{0}, X_{1}=i_{1}, \ldots, X_{n-1}=\right. & \left.i_{n-1}, X_{n}=i\right) \\
& =P\left(X_{n+1}=j \mid X_{n}=i\right) \tag{6.6.1}
\end{align*}
$$

for $n=0,1,2, \ldots$ and states $i_{0}, i_{1}, \ldots, i_{n-1}, i, j$.

The equation (6.6.1) is called the Markov condition. It is easy to show that (6.6.1) is equivalent to

$$
P\left(X_{n+1}=j \mid X_{n_{1}}=i_{1}, \ldots, X_{n}=i_{k}\right)=P\left(X_{n+1}=j \mid X_{n}=i_{k}\right),
$$

for all $0 \leq n_{1}<n_{2}<\ldots \leq n, j, i_{1}, \ldots, i_{k}$ in the state space and

$$
P\left(X_{m+n}=j \mid X_{0}=i_{0}, \ldots, X_{m}=i_{m}\right)=P\left(X_{m+n}=j \mid X_{m}=i_{m}\right),
$$

for all $m, n \geq 0, i_{0}, \ldots, i_{m}, j$ in the state space. We assume Markov chains satisfy a homogencity condition $P\left(X_{n+1}=j \mid X_{n}=i\right)=P\left(X_{1}=j \mid X_{0}=i\right)$ for all $n$. That is, the probability transitions do not depend on $n$, but upon the time difference alone. We then denote

$$
p_{i j}=P\left(X_{n+1}=j \mid X_{n}=i\right),
$$

the probability of $X_{n+1}$ being in state $j$, given that $X_{n}$ is in state $i$. Using the law of total probability, we can show that $\sum_{j=0}^{\infty} p_{i j}=1$ for all $i$. Each vector $\left\{p_{i j}\right\}_{j=1}^{\infty}$ may be thought of as a probability mass function for the value of the chain, assuming the chain is in state $i$ at the previous time step.

The simplest type of Markov chain is a finite Markov chain, in which the state space $S$ is finite with $N$ possible states. In this case, the probability mass function is an $N$-component vector and the transition probabilities $p_{i j}=P\left(X_{2}=i \mid X_{1}=j\right)_{i, j}$ may be thought of as a $N \times N$ matrix. We call this the probability transition matrix of the Markov chain. Since the row sums are one, the probability transition matrix is a stochastic matrix.

We develop an analogous equation to (6.5.2). By the law of total probability,

$$
\begin{equation*}
P\left(X_{1}=i, X_{3}=j\right)=\sum_{k} P\left(X_{1}=i, X_{2}=k, X_{3}=j\right) . \tag{6.6.2}
\end{equation*}
$$

By the Markov property,

$$
\begin{aligned}
& P\left(X_{1}=i, X_{2}=k, X_{3}=j\right) \\
& \\
& =P\left(X_{1}=i\right) P\left(X_{2}=k \mid X_{1}=i\right) P\left(X_{3}=j \mid X_{2}=k\right),
\end{aligned}
$$

and summing each side over $k$,

$$
\begin{aligned}
\sum_{k} P\left(X_{1}=i, X_{2}\right. & \left.=k, X_{3}=j\right) \\
& =\sum_{k} P\left(X_{1}=i\right) P\left(X_{2}=k \mid X_{1}=i\right) P\left(X_{3}=j \mid X_{2}=k\right)
\end{aligned}
$$

Now using (6.6.2),

$$
P\left(X_{1}=i, X_{3}=j\right)=P\left(X_{1}=i\right) \sum_{k} P\left(X_{2}=k \mid X_{1}=i\right) P\left(X_{3}=j \mid X_{2}=k\right)
$$

After applying Bayes law on the left hand side, we obtain

$$
\begin{aligned}
P\left(X_{1}=i\right) P\left(X_{3}\right. & \left.=j \mid X_{1}=i\right) \\
& =P\left(X_{1}=i\right) \sum_{k} P\left(X_{2}=k \mid X_{1}=i\right) P\left(X_{3}=j \mid X_{2}=k\right)
\end{aligned}
$$

Dividing gives the Kolmogorov equation for Markov chains,

$$
P\left(X_{3}=j \mid X_{1}=i\right)=\sum_{k} P\left(X_{2}=k \mid X_{1}=i\right) P\left(X_{3}=j \mid X_{2}=k\right)
$$

We may easily generalize to the case of arbitrary time steps between the random variables. Indeed,

$$
\begin{align*}
& P\left(X_{m+n+r}=j \mid X_{m}=i\right) \\
& \quad=\sum_{k} P\left(X_{m+n}=k \mid X_{m}=i\right) P\left(X_{m+n+r}=j \mid X_{m+n}=k\right) \tag{6.6.3}
\end{align*}
$$

for $m, n, r \geq 0$.

### 6.6.1 Recurrence and Periodicity

The following definitions characterize the long time behavior of states in a Markov chain. In particular, assuming the Markov chain starts in a particular state, we want to know the probability that the chain returns to the state.

Definition 6.6.2. For a Markov Chain with state space $S$, we say that state $i$ is recurrent if $P\left(X_{n}=i\right.$ for some $\left.n \geq 1 \mid X_{0}=i\right)=1$, and is transient if $P\left(X_{n}=i\right.$ for some $\left.n \geq 1 \mid X_{0}=i\right)<1$.

That is, when a chain exits a recurrent state, it is sure to return, and when a chain exits a transient state there is a nonzero probability of the chain not returning.

Definition 6.6.3. The mean recurrence time of state $i$ of a Markov chain is the average number of steps required to return to state $i$ given that it started from state $i$. That is, $\mu_{i}=E\left[T_{i}\right]$, where $T_{i}=\min _{n}\left\{X_{n}=i \mid X_{0}=i\right\}$.

It can be shown that

$$
\mu_{i}= \begin{cases}\sum_{n} n f_{i}(n), & i \text { is recurrent } \\ \infty, & j \text { is transient }\end{cases}
$$

where $f_{i j}(n)=P\left(\left\{X_{1} \neq i, \ldots, X_{n-1} \neq i, X_{n}=i \mid X_{0}=i\right\}\right)$. Note that $\mu_{j}$ may be infinite if $i$ is recurrent.

Definition 6.6.4. For a recurrent state $i, i$ is null if $\mu_{i}=\infty$ and non-null or positive if $\mu_{i}<\infty$.

Remark 6.6.1. We denote $p_{i j}^{m}$ to mean the $(i, j)$ entry of the matrix $P^{m}$.
Definition 6.6.5. The period of state $i$ is $d(i)=\operatorname{gcd}\left\{n: P_{i i}^{n}>0\right\}$. If $d(i)=1$, we say that state $i$ is aperiodic and is periodic otherwise.

Theorem 6.6.1. If state $j$ is positive recurrent and has period $t$, then

$$
\lim _{n \rightarrow \infty} p_{j j}^{n t}=t / \mu_{j}
$$

Proposition 6.6.1. If state $j$ is null recurrent or transient, then as $n \rightarrow \infty$,

$$
p_{j j}^{n} \rightarrow 0, \text { and } p_{i j}^{n} \rightarrow 0 \text { for all } i
$$

Definition 6.6.6. A state is ergodic if it is positive recurrent and aperiodic.

### 6.6.2 Irreducibility

Definition 6.6.7. A Markov chain is irreducible if it has a single communicating class. That is, if for every $i, j$ in the state space, there is some $m$ such that $p_{i j}^{m}>0$.

It can be shown that if a Markov chain is irreducible, then cither all states are transient, or all states are recurrent. Also, states of a Markov chain share the same period.

A Markov chain is irreducible if and only if its transition matrix is irreducible. Another equivalent condition for irreducibility is for its digraph to be strongly connected, where we think of the matrix as the adjacency matrix of the graph. These conditions are difficult to check. However, we may use the following to test for irreducibility, the proof of which can bo found in Appendix A.

Proposition 6.6.2. A finite Markov chain with $n$ states is irreducible if and only if its probability transition matrix $P$ satisfies $(I+P)^{n-1}>0$.

We may also use Proposition 6.6 .2 to determine if a finite chain has recurrent states by use of the following.

Proposition 6.6.3. For a finite irreducible Markov chain, all of the states are positive recurrent.

### 6.6.3 Limit Behavior

Definition 6.6.8. Let $S$ be the state space of a Markov chain. The row vector $\pi=\left(\pi_{j}\right)_{j \in S}$ is a stationary distribution of the chain if $\pi_{j} \geq 0$ for all $j, \sum_{j} \pi_{j}=1$, and $\pi_{j}=\sum_{i \in S} \pi_{i} p_{i j},(i . e . \pi=\pi P$.

Remark 6.6.2. For a finite Markov chain we can use Theorem 6.4.1 to deduce that $P$ will always have a stationary distribution, which is the left eigenvector corresponding the the eigenvalue 1 .

Definition 6.6.9. If there exists a probability distribution $q$ on a state space $S$ such that $\lim _{n \rightarrow \infty} p_{i j}^{n}=q_{j}$ for all $i, j$, then $q$ is a limiting distribution of the chain.

This convergence means that, in the long run, as $n \rightarrow \infty$, the probability of finding the Markov chain in state $j$ is approximately $q_{j}$, independent of the initial condition.

We list some basic limit theorems below.

Theorem 6.6.2. 1. An irreducible chain has a stationary distribution $\pi$ if and only if all states are positive recurrent. In this case, $\pi$ is unique, and moreover, $\pi_{i}=1 / \mu_{i}$ for all $i$, where $\mu_{i}$ is the mean recurrence time of state $i$.
2. If $P$ is the transition matrix for an irreducible aperiodic Markov Chain, then

$$
\lim _{n \rightarrow \infty} p_{i j}^{n}=\frac{1}{\mu_{j}} \text { for all } i, j .
$$

3. If a chain is positive recurrent and aperiodic (i.e, ergodic) then there is a limiting distribution which is also the unique stationary distribution.

Corollary 6.6.1. 1. If the chain is irreducible, aperiodic, and in addition either transient or null-recurrent, then $p_{i j}^{n} \rightarrow 0$ for all $i, j$ as $n \rightarrow \infty$.
2. If the chain is irreducible, aperiodic, and positive recurrent, then $p_{i j}^{n} \rightarrow$ $\pi_{j}=1 / \mu_{j}$, which is also the unique stationary distribution.

Remark 6.6.3. If a chain has a limiting distribution $\pi$, then $v P^{n} \rightarrow \pi$ for any stochastic row vector $v$, and $P^{n} \rightarrow e \pi$. To see one direction, if $P^{n} \rightarrow e \pi$, then

$$
v e \pi=\left(v_{1}, \ldots, v_{n}\right) \cdot(1, \ldots, 1) \pi=\pi
$$

since $\sum_{i} v_{i}=1$. Thus, $v P^{n} \rightarrow \pi$. Conversely, if $v P^{n} \rightarrow \pi$, then ev $P^{n} \rightarrow$ $e \pi$. Since $v$ is a stochastic vector, $e v=1$, and so $P^{n} \rightarrow e \pi$.

One of the ways to verify that a finite Markov chain has a limiting distribution is to examine its spectrum. Recall that by Proposition 6.4.1, $\lim _{m \rightarrow \infty} P^{m} \rightarrow e x$, where $x$ is the dominant left cigenvector. This shows that $P$ has limiting distribution $x$ in view of Remark 6.6.3. Since $x>0$, it follows that ex>0, so that $P^{m}>0$ for some $m \geq 1$.

Proposition 6.6.4. If a finite Markov chain has a primitive transition matrix $P$, then it has a limiting distribution, and $P^{m}>0$ for some $m \geq 1$.

Assuming that $P^{m}>0$ for some $m>0$, it follows that $P^{k}>0$ for all $k \geq m$. Hence, for any state $i, P_{i i}^{n}>0$ for $n \in\{m, m+1, \ldots, m+n\}$, which only has one as a common divisor. The Markov chain in this case is aperiodic. This leads to the following Corollary.

Corollary 6.6.2. If a finite Markov chain has a primitive transition matrix, then it is aperiodic.

The proof of the following converse is given in [27].

Proposition 6.6.5. If a Markov chain is aperiodic and irreducible, then it has a primitive transition matrix.

Given that a finite Markov chain has a limiting distribution, the following proposition gives a rate of convergence.

Proposition 6.6.6. Suppose that $P$ is a primitive stochastic matrix. If $\lambda_{2}$ is an eigenvalue such that $\left|\lambda_{2}\right|<r<1$, and $|\lambda| \leq\left|\lambda_{2}\right|$ for all $\lambda \neq 1$, then there is a constant $C$ depending on $P$ and $r$ such that

$$
\left\|P^{m}-e x\right\|_{\infty} \leq C r^{m}, \text { for all } m \geq 1 .
$$

This shows that the convergence rate is dependent on the second largest cigenvaluc. The rate slows as $\lambda_{2} \rightarrow 1$ and speeds up as $\lambda_{2} \rightarrow 0$. We thus view $\left|\lambda_{1} / \lambda_{2}\right|$, or in our case,

$$
\begin{equation*}
1 /\left|\lambda_{2}\right| \tag{6.6.4}
\end{equation*}
$$

as a convergence rate for the sequence $P^{m}$.
If $P$ is periodic with period $d$, the sequence $v P^{n}$ fails to converge in general. However, the following proposition gives a characteristic of the long term behavior of the sequencc. The proof is given in Appendix A.

Proposition 6.6.7. Suppose $P$ is periodic with period 2. Then for large $n$, the sequence $v P^{n}$ is a 2 cycle, whose average approaches the stationary distribution $\pi$. That is,

$$
\pi_{j}=\lim _{n \rightarrow \infty} \frac{1}{2}\left(p_{i j}^{n}+p_{i j}^{n+1}\right)
$$

In general, if $P$ is irreducible with period $d$, then $P$ will have $d$ complex cigenvalues. For each of these $d$ eigenvalues, $z$, we have $|z|=1$, and $z^{d}=1$. In addition, each of the $d$ eigenvalues is simple. In this case, $v P^{n}$ will cycle through $d$ different distributions, but they will average to the stationary distribution $\pi$. That is,

$$
\lim _{n \rightarrow \infty} \frac{1}{d}\left(v P^{n+1}+\ldots+v P^{n+d}\right)=\pi
$$

### 6.6.4 Reducible Chains

In probability transition matrices encountered in our research project, we often find a column of zeros, meaning that some state cannot be reached from the other states. We may still obtain a limiting distribution, provided that the nonzero states are aperiodic and irreducible. The zero columns will correspond with zero entries in the limiting distribution. We use the following theorem which states that we can essentially remove the zero columns and corresponding rows from the matrix, before applying Theorem 6.6 .2 on the remaining states.

Theorem 6.6.3. Suppose a Markov chain contains finitely many states, denoted by $S$. Furthermore, suppose that the chain is reducible and contains a single closed class $C \subset S$ of aperiodic states. Let $P$ be the transition matrix for states belonging to $C$. Since this closed class is in itself an irreducible, aperiodic Markov chain, we have $P^{n} \rightarrow e \pi$. Then, if we denote the transition matrix for $S$ by $P_{S}$, we have

$$
P_{S}^{n} \rightarrow e(\pi, 0) .
$$

Example 6.6.1. Consider the matrix $\left[\begin{array}{ccccc}0 & 0 & 0.5 & 0.5 & 0 \\ 0 & 0.5 & 0.5 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0\end{array}\right]$. Using Propositions 6.6.2 and 6.6.3, we examine the matrix $(I+P)^{5-1}$, and see that $1,3,4$ are recurrent states, as they correspond to the positive columns. States 2 and 5 are transient states. The subset $\{1,3,4\}$ has period 2 and hence is not ergodic. In fact, $P$ has an eigenvalue of -1 .

Example 6.6.2. Consider the matrix $\left[\begin{array}{ccccc}0 & 0 & 0.5 & 0.5 & 0 \\ 0 & 0.5 & 0.5 & 0 & 0 \\ 0 & 0.5 & 0.5 & 0 & 0 \\ 0.5 & 0 & 0.5 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0\end{array}\right]$. By examining the matrix $(I+P)^{5-1}$, we see that states 2 and 3 are recurrent. The set $\{2,3\}$ is also aperiodic, hence ergodic. So there is a limiting distribution $\pi=(0,0.5,0.5,0,0)$ where the nonzero entries correspond with the transient states.

Now suppose $P$ has multiple recurrent classes $R_{1}, \ldots, R_{r}$, and transient classes $T_{1}, \ldots, T_{s}$. For $R_{k}$, we have a stationary distribution $\pi^{k}$ such that $\pi_{i}^{k}=0$ if $i \notin R_{k}$. Assume the submatrix $P_{k}$ corresponding to $R_{k}$ is aperiodic. Then, $p_{i j}^{n} \rightarrow \pi_{j}^{k}$ for $j \in R_{k}$, and $p_{i j}^{n} \rightarrow 0$ if $j \notin R_{k}$. As before, if $j$ is transient, then $p_{i j}^{n} \rightarrow 0$ for all $i$.

### 6.7 Continuous State Markov Chains

For a discrete-time Markov process with a continuous state space, $X_{0}, X_{1}, \ldots$ are random variables such that

$$
\begin{equation*}
P\left(X_{m+1} \leq x \mid X_{0}=y_{0}, \ldots, X_{m-1}=y_{m-1}, X_{m}=y\right)=P\left(X_{m+1} \leq x \mid X_{m}=y\right) \tag{6.7.1}
\end{equation*}
$$

If the cumulative density function of the transitional probability (6.7.1) is independent of $m$, we say the chain is homogeneous. The $n$-step density function is defined by

$$
\begin{aligned}
P_{n}(x ; y) \equiv P\left(X_{m+n} \leq x \mid X_{0}=y_{0}, \ldots, X_{m-1}=\right. & \left.y_{m-1}, X_{m}=y\right) \\
& =P\left(X_{m+n} \leq x \mid X_{m}=y\right)
\end{aligned}
$$

the probability of the process jumping from $y$ to a value less than or equal to $x$ in $n$ steps.

Note that $P_{n}(x ; y)$ and $P_{0}(x) \equiv P\left(X_{0} \leq x\right)$ determines $P_{n}(x)$ uniquely.
The Chapman-Kolmogorov equation is

$$
P_{n+m}(x ; y)=\int_{\mathbb{R}} P_{n}(z ; y) P_{m}(x ; z) d z
$$

Note that this corresponds to the Chapman-Kolmogorov equation for the discrete state space, (6.6.3).

Suppose $P_{n}(x ; y) \rightarrow P(x)$ as $n \rightarrow \infty$ (regardless of $P_{0}(x)$.) Then the limiting distribution $P(x)$ of the Markov chain satisfies the stationary condition

$$
P(x)=\int P(z) P(x ; z) d z=\int P(x ; z) d P(z)
$$

This corresponds to the case of a discrete valued Markov chain in that if $p_{i j}^{n} \rightarrow v_{j}$, and the chain is finite, irreducible, and aperiodic, then $v$ coincides with the stationary distribution, so that $v_{j}=\sum_{i} v_{i} p_{i j}, \sum_{j} v_{j}=1$.

Analyzing a chain with a continuous state space poses challenges in that the theory is not as well developed as in the discrete time case. However, special methods are developed for certain types of chains, such as random walks.

## Chapter 7

## BACKGROUND: ATOMISTIC TECHNIQUES

### 7.1 Molecular Dynamics

Molecular dynamics (MD) is a computer simulation technique wherc the time evolution of a set of interacting atoms is followed by integrating their equations of motion. This is done by following Newton's law: $F_{i}=$ $m_{i} a_{i}$ for each atom $i$ in a system of $N$ atoms, where $m_{i}$ is the atom mass, $a_{i}$ its acceleration, and $F_{i}$ the force acting on it due to interactions with other atoms. Molccular dynamics may be viewed as a simulation of the system as it develops over time.

Molecular dynamics is a statistical mechanics method. The goal is to obtain a set of configurations distributed according to some statistical distribution function, or statistical ensemble. The microcanonical, or NVE ensemble, is the natural statistical ensemble to use with MD. Here the number of molecules, N , the volume, V , and the total energy, E remain constant. We assume that there is no heat exchange, and the total energy is conserved. In threc dimensions, we keep track of the position $r_{i}(t) \in \mathbb{R}^{3}$ and the velocity $v_{i}(t) \in \mathbb{R}^{3}$ of each particle $i$ at time $t$. If we consider phase space to be the $6 N$ dimensional space of all possible velocitics and positions of the
$N$ particles, we wish to describe the distribution of some statistical quantity of interest in phase space. This process requires ergodicity in order to be valid. The ergodic hypothesis of statistical physics states that observing a process for a long time is equivalent to sampling many realizations of the same process. That is, if we run the simulation forward in time using a single initial condition, then for long time the trajectory will densely fill in the manifold and we use this to compute statistical quantities. Typically, however, engincers will perform several MD simulations for reasonably long times and average the results.

### 7.1.1 Quantities to Estimate

In general, consider a property $A$ at time $t$ :

$$
A(t)=f\left(r_{1}(t), \ldots, r_{N}(t), v_{1}(t), \ldots, v_{N}(t)\right)
$$

After an MD simulation we may be interested in its time average over the system trajectory: $E[A]=\frac{1}{N_{T}} \sum_{t=1}^{N_{T}} A(t)$, where $N_{T}$ is the total number of time steps. Examples of quantitics $A$ include:

- Average Potential Energy: $V(r(t))=\sum_{i} \sum_{j>i} \phi\left(\left|r_{i}(t)-r_{j}(t)\right|\right)$, where $\phi(r)$ is the potential energy between atoms separated by distance $r$.
- Kinctic Encrgy: $K(t)=\frac{1}{2} \sum m_{i} v_{i}(t)^{2}$.
- Total energy: $H(r(t), v(t))=K(t)+V(r(t))$.
- Temperature: $T=\frac{2}{3} \frac{K}{N k_{B}}$, where $K$ is the average kinetic energy and $k_{B}$ is the Boltzmann constant (Equipartition formula with 3 degrees of freedom).
- Mean Square Displacement: $\mathrm{MSD}=E\left[(r(t)-r(0))^{2}\right]$, where $E[\cdot]$ indicates the average over all $N$ particles. This contains information on the atomic diffusivity. The diffusion coefficient, $D$, is given by

$$
D=\lim _{t \rightarrow \infty} \frac{1}{6 t} E\left[(r(t)-r(0))^{2}\right]
$$

where 6 is replaced by 4 in two-dimensional systems.

### 7.1.2 A Molecular Dynamics Program

The program consists of the following steps.

- Read in parameters that specify the conditions of the simulation (c.g., initial temperature, number of particles, density, time step).
- Select initial positions and velocities.
- Compute forces on all particles.
- Integrate Newton's equations of motion. This step and the previous step are repeated for the desired length of time.
- Compute the averages of measured quantitics.

One way to set up the initial positions is to arrange the particles in a lattice. Then we could give random velocities according to some distribution. If we are using the micro-canonical ensemble for example, we would shift velocities so that the velocity of the center of mass is zero and scale the resulting velocities to adjust the mean kinetic energy to the desired valuc.

We must choose an appropriate potential for the model. Potential energy is typically a sum of pairwise interactions, and is given by $V(r)=$ $\sum_{i} \sum_{j>i} \phi\left(\left|r_{i}-r_{j}\right|\right)$. For cxample, the Lennard-Jones potential is frequently
used, which is given by $\phi(r)=4 \epsilon\left(\left(\frac{\sigma}{r}\right)^{12}-2\left(\frac{\sigma}{r}\right)^{6}\right)$, where $r$ is the atomic separation. In this potential, the term $1 / r^{12}$ dominates at a short distance, and models the repulsion between atoms which are close to each other. The term $1 / r^{6}$ dominates at a large distance, and models the attraction between atoms. Next, we compute the forces using the relationship $F_{i}=-\nabla_{r_{i}} V(r)$. We then obtain the new positions $r(t)$ and velocities $v(t)$ by applying an integrating scheme to solve $F=m a$. After applying the potentials to each particle we use Newton's equations to get new positions and velocities of the particles at each new time step $t+\Delta t$. In this section, we discuss the Verlet, Leap Frog, and Velocity-Verlet algorithms.

### 7.1.3 Integration Algorithms

After applying forces to each particle, we usc Newton's equations to get new positions and velocities of the particles at the new time step $t+\Delta t$. Assuming we use the microcanonical ensemble, we would like to hold the total energy constant. The integrators that we discuss have the property that the total energy drift is minimized, provided that the time steps are sufficiently small. To derive the Verlet algorithm we use a third order Taylor expansion:

$$
\begin{equation*}
r(t+\Delta t)=r(t)+v(t) \Delta t+\frac{1}{2} \frac{F(t)}{m} \Delta t^{2}+\frac{1}{6} r^{\prime \prime \prime}(t) \Delta t^{3}+\mathbf{O}\left(\Delta t^{4}\right) \tag{7.1.1}
\end{equation*}
$$

where we have used $r^{\prime}(t)=v(t)$ and Newton's law $F(t)=m r^{\prime \prime}(t)$. Similarly,

$$
\begin{equation*}
r(t-\Delta t)=r(t)-v(t) \Delta t+\frac{1}{2} \frac{F(t)}{m} \Delta t^{2}-\frac{1}{6} r^{\prime \prime \prime}(t) \Delta t^{3}+\mathbf{O}\left(\Delta t^{4}\right) \tag{7.1.2}
\end{equation*}
$$

Adding these equations we obtain the Verlet algorithm:

$$
\begin{equation*}
r(t+\Delta t)=2 r(t)-r(t-\Delta t)+\frac{F(t)}{m} \Delta t^{2}+\mathbf{O}\left(\Delta t^{4}\right) \tag{7.1.3}
\end{equation*}
$$

Given the position of a particle at times $t$ and $t-\Delta t$, we find the position of the particle at time $t+\Delta t$. This allows us to compute the new potential and forces.

To acquire the new kinetic energy and temperature we need to compute the velocity. A simple way to compute the velocity is to subtract (7.1.2) from (7.1.1) to obtain

$$
r(t+\Delta t)-r(t-\Delta t)=2 v(t) \Delta t+\mathbf{O}\left(\Delta t^{3}\right)
$$

Then,

$$
v(t)=\frac{r(t+\Delta t)-r(t-\Delta t)}{2 \Delta t}+\mathbf{O}\left(\Delta t^{2}\right)
$$

To derive the Leap-Frog algorithm, we compute velocity at half time steps,

$$
v\left(t+\frac{\Delta t}{2}\right)=v\left(t-\frac{\Delta t}{2}\right)+\frac{f(t)}{m} \Delta t
$$

and at full time steps we compute the new positions,

$$
r(t+\Delta t)=r(t)+v\left(t+\frac{\Delta t}{2}\right) \Delta t
$$

It turns out that this method yields the same trajectories as the Verlet scheme. However, since $r$ and $v$ are computed at different time steps, we cannot compute the total energy.

Another algorithm that will turn out to be equivalent to the original Verlet scheme is the Velocity-Vcrlet algorithm. To obtain the new positions, we use a second order expansion

$$
r(t+\Delta t)=r(t)+v(t) \Delta t+\frac{f(t)}{2 m} \Delta t^{2}
$$

To obtain the new velocities, use a sccond order expansion, averaging the forces at $t$ and $t+\Delta t$.

$$
v(t+\Delta t)=v(t)+\frac{f(t+\Delta t)+f(t)}{2 m} \Delta t
$$

To reduce the number of flops, we store $v(t)+\frac{f(t)}{2 m} \Delta t$, which are computed in both steps. This algorithm generates the same trajectories as the original Verlet scheme, in a more efficient manner.

### 7.2 Other Stochastic Techniques

It is possible to perform MD in other ensembles. Instead of keeping the total energy constant, we could instead keep temperature or pressure constant [25, 46]. MD has several shortcomings. We note that quantum laws hold rather than Newton's law, and perhaps the Schrodinger equation should be used. However, for most particles, the classical approximation is valid. Quantum effects become important if temperature is low, and if the particles are very lightweight ( $\mathrm{H}_{2}, \mathrm{He}, \mathrm{Ne}$ for example.) There are methods such as quantum molecular dynamics and quantum Monte Carlo, which take these quantum effects into account. However, these methods are much more demanding in terms of computational power.

The main disadvantage of MD is that many applications require short time steps, on the order of $10^{-15} s$ [49]. Realistically, we can run the simulation on the order of microseconds, but to obtain the desired quantities of interest we need to run the simulation for much longer time.

Monte Carlo methods are different in that they approximate the system by following a directed random walk. These methods are very popular for studying static properties of a system. Kinetic Monte Carlo methods [49, 12, 34] approximate the evolution of a system in time. These methods overcome the time scale problem by using the fact that the long-time dynamics for certain types of systems consists of diffusive jumps from state to state. In the kinetic Monte Carlo method, we assume that all processes occur with
known transition rates. We can expect a considerable savings in cost over MD since there are typically long periods of inactivity between transitions among states.

### 7.3 Random Walks and the Diffusion Equation

In this section, we examine the unrestricted one-dimensional random walk problem, and explain its connection to the diffusion cquation (2.4.1). The following derivations can be found in detail in [52]. Assume that a particle starts at the origin of the $x$-axis and takes steps of length $\delta$ to the left or to the right. The probabilities for the increment $x_{i}$ are $P\left(x_{i}=\delta\right)=p$, and $P\left(x_{i}=-\delta\right)=q$. We view $\left\{x_{i}\right\}$ as independent identically distributed random variables which take on the value $\delta$ if the particle moves to the right at the $i$ th step and $-\delta$ if the particle moves to the left. The position of the particle after $n$ steps is $X_{n}=\sum_{i=1}^{n} x_{i}$. We compute the expectation of a single $x_{i}$,

$$
E\left(x_{i}\right)=\delta P\left(x_{i}=\delta\right)+(-\delta) P\left(x_{i}=-\delta\right)=\delta p-\delta q=(p-q) \delta
$$

We use linearity to compute the expected value of $X_{n}$,

$$
E\left(X_{n}\right)=E\left(\sum_{i=1}^{n} x_{i}\right)=\sum_{i=1}^{n} E\left(x_{i}\right)=(p-q) \delta n
$$

To compute the variance, we note that

$$
E\left[x_{i}^{2}\right]=\delta^{2} P\left(x_{i}=\delta\right)+(-\delta)^{2} P\left(x_{i}=-\delta\right)=\delta^{2}(p+q)=\delta^{2}
$$

and so

$$
\sigma^{2}\left(x_{i}\right)=E\left[x_{i}^{2}\right]-E\left[x_{i}\right]^{2}=\delta^{2}-(p-q)^{2} \delta^{2}
$$

Since the $\left\{x_{i}\right\}$ are independent,

$$
\begin{aligned}
\sigma^{2}\left(X_{n}\right) & =\sigma^{2}\left(\sum_{i=1}^{n} x_{i}\right)=\sum_{i=1}^{n} \sigma^{2}\left(x_{i}\right)=n \delta^{2}\left(1-(p-q)^{2}\right) \\
& =n \delta^{2}\left(1-\left(p^{2}-2 p q+q^{2}\right)\right)=n \delta^{2}\left(1-\left(p^{2}+2 p q+q^{2}\right)+4 p q\right) \\
& =n \delta^{2}\left(1-(p+q)^{2}+4 p q\right)=4 p q \delta^{2} n
\end{aligned}
$$

where we have used the fact that $(p+q)^{2}=1$.
To derive the Brownian motion model we assume that we have experimentally found the average displacement of the particle per unit time $c$, and the variance of the displacement to be $D$. If we assume that there are $r$ collisions per unit time, then after $r$ steps,

$$
(p-q) \delta r \approx c
$$

and

$$
\begin{equation*}
4 p q \delta^{2} r \approx D \tag{7.3.1}
\end{equation*}
$$

If we assume that $p=q=\frac{1}{2}$, then (7.3.1) bccomes $\delta^{2} r \approx D$.
To make the problem continuous, we take the step length $\delta \rightarrow 0$ and $r \rightarrow \infty$. If $p=q=\frac{1}{2}$, then it is clear that $\delta^{2} r \rightarrow D$ in the limit. If $p \neq q$, then

$$
\begin{equation*}
\delta r \rightarrow \frac{c}{p-q} \text { as } \delta \rightarrow 0 \text { and } r \rightarrow \infty \tag{7.3.2}
\end{equation*}
$$

This, in turn, implies

$$
4 p q \delta^{2} r=4 p q \delta(\delta r) \rightarrow \frac{4 p q c}{p-q} \delta \rightarrow 0, \text { as } \delta \rightarrow 0, r \rightarrow \infty
$$

But we know that the variance should tend to $D \neq 0$ in this limit, so we require $p-q \rightarrow 0$ as $\delta \rightarrow 0, r \rightarrow \infty$. Hence (7.3.1), along with the fact that $p \rightarrow \frac{1}{2}, q \rightarrow \frac{1}{2}$, imply that

$$
\begin{equation*}
\delta^{2} r \rightarrow D, \text { as } \delta \rightarrow 0, r \rightarrow \infty \tag{7.3.3}
\end{equation*}
$$

Since $r$ is the number of steps per unit time, then one step occurs in $1 / r=\tau$ units of time, and $n$ steps occur in $n / r=n \tau$ time units. In our random walk model, we would like to obtain the probability that the particle is at position $x$ at time $t$, given that it started at $x=0$ at time $t=0$. After, $n$ steps, we require that $X_{n}=x$. Since $n$ steps occur in $n \tau$ time units, we also require that $n \tau=t$.

We definc $v(x, t)=P\left(X_{n}=x\right)$ at time $t=n \tau$ to be the probability that at time $t$, the particle is located at point $x$. We could determine $v(x, t)$ explicitly using the binomial distribution, but since we are interested in the limit as the position and time steps $\delta, \tau \rightarrow 0$, we instead construct a difference equation satisfied by $v$. We have:

$$
\begin{align*}
v(x, t+\tau) & =P\left(X_{n}=x \text { at timc } t+\tau\right) \\
& =P\left(X_{n}=x-\delta \text { at timc } t\right) p+P\left(X_{n}=x+\delta \text { at time } t\right) q \\
& =p v(x-\delta, t)+q v(x+\delta, t) . \tag{7.3.4}
\end{align*}
$$

Using Taylor's formula,

$$
\begin{aligned}
& v(x, t+\tau)=v(x, t)+\tau v_{t}(x, t)+\mathbf{O}\left(\tau^{2}\right), \text { and } \\
& v(x \pm \delta, t)=v(x, t) \pm v_{x}(x, t)+\frac{1}{2} \delta^{2} v_{x x}(x, t)+\mathbf{O}\left(\delta^{3}\right) .
\end{aligned}
$$

Substituting these into (7.3.4),

$$
\begin{aligned}
& v(x, t)+ \\
& =\tau v_{t}(x, t)+\mathbf{O}\left(\tau^{2}\right)=v(x, t+\tau)=p v(x-\delta, t)+q v(x+\delta, t) \\
& =p\left(v(x, t)-\delta v_{x}(x, t)+\frac{1}{2} \delta^{2} v_{x x}(x, t)+\mathbf{O}\left(\delta^{3}\right)\right) \\
& \quad+q\left(v(x, t)+\delta v_{x}(x, t)+\frac{1}{2} \delta^{2} v_{x x}(x, t)+\mathbf{O}\left(\delta^{3}\right)\right) \\
& =(p+q) v+\delta(p-q) v_{x}+\frac{1}{2}(p+q) \delta^{2} v_{x x}+(p+q) \mathbf{O}\left(\delta^{3}\right) \\
& = \\
& =v+\delta(p-q) v_{x}+\frac{1}{2} \delta^{2} v_{x x}+\mathbf{O}\left(\delta^{3}\right),
\end{aligned}
$$

so that

$$
\tau v_{t}+\mathbf{O}\left(\tau^{2}\right)=\delta(p-q) v_{x}+\frac{1}{2} \delta^{2} v_{x x}+\mathbf{O}\left(\delta^{3}\right)
$$

or

$$
v_{t}=\frac{\delta}{\tau}(p-q) v_{x}+\frac{1}{2} \frac{\delta^{2}}{\tau} v_{x x}+\mathbf{O}\left(\delta^{3} / \tau\right)+\mathbf{O}(\tau)
$$

Taking $\delta \rightarrow 0, \tau \rightarrow 0$ yields the limiting partial differential equation

$$
\begin{equation*}
\frac{\partial v}{\partial t}=-c \frac{\partial v}{\partial x}+\frac{1}{2} D \frac{\partial^{2} v}{\partial x^{2}} \tag{7.3.5}
\end{equation*}
$$

where we have used (7.3.2) and (7.3.3). The equation (7.3.5) is the diffusion equation in one dimension with diffusion coefficient $D$.

Example 7.3.1. Consider the diffusion problem

$$
\left\{\begin{array}{l}
u_{t}(t, x)=\frac{1}{2} D u_{x x}(t, x), \quad t>0, x \in \mathbb{R}  \tag{7.3.6}\\
u(0, x)=\delta_{0}(x)
\end{array}\right.
$$

This corresponds to a random walk in which every particle lies at $x=0$ at time $t=0$. We simulate the random walk up to a final time of $t=1$ several times and compare the results with the solution to (7.3.6),

$$
u(t, x)=\frac{1}{\sqrt{2 \pi D t}} \exp \left(-\frac{x^{2}}{2 D t}\right)
$$

Results are shown in Fig. 7.1.

### 7.3.1 Absorbing Boundary Conditions

In the case of an absorbing boundary at $x=l$, the particle exits at $x=l$ and cannot move back into the region $x<l$. Again, let $p$ denote the probability of a jump to the right. Then,

$$
v(l, t+\tau)=p v(l-\delta, t)
$$



Figure 7.1: Kernel smoothed trajectories of 50 random walks at $t=1$. The mean value of these random walks is shown in bold, and the true solution is the dashed line.

We have essentially given the condition that there is a zero probability of moving left from the right at the point $x=l$. By Taylor's theorem,

$$
\begin{aligned}
& v(l, t+\tau)=v(l, t)+v_{t}(l, t) \tau+\mathbf{O}\left(\tau^{2}\right), \text { and } \\
& v(l-\delta, t)=v(l, t)-v_{x}(l, t) \delta+\mathbf{O}\left(\delta^{2}\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
v(l, t)+v_{t}(l, t) \tau+\mathbf{O}\left(\tau^{2}\right)=v(l, t+\tau) & =p v(l-\delta, t) \\
& =p v(l, t)-p v_{x}(l, t) \delta+p \mathbf{O}\left(\delta^{2}\right)
\end{aligned}
$$

Combining terms,

$$
(1-p) v(l, t)=-v_{t}(l, t) \tau-p \delta v_{x}(l, t)+\mathbf{O}\left(\tau^{2}\right)+p \mathbf{O}\left(\delta^{2}\right)
$$

Now taking $\tau, \delta \rightarrow 0$, we have

$$
(1-p) v(l, t)=\mathbf{O}(\tau)+\mathbf{O}(\delta) .
$$

Hence, $v(l, t)=0$ is the corresponding boundary condition for the continuous problem.

### 7.3.2 Reflecting Boundary Conditions

In the case of a reffecting boundary at $x=l$, the particle may move to the right with probability $p$, and in this case, the particle ends back at $x=l$ at time $t+\tau$. Then, the number of particles at $x=l$ at time $t$ is given by sum of the number of particles that came from $x=l-\delta$ and the number of particles that jumped to the left from $x=l$. Therefore,

$$
v(l, t+\tau)=p v(l-\delta, t)+p v(l, t)
$$

Using Taylor's formulas,

$$
\begin{aligned}
v(l, t)+v_{t}(l, t) \tau+\mathbf{O}\left(\tau^{2}\right)= & v(l, t+\tau)=p v(l-\delta, t)+p v(l, t) \\
& =p v(l, t)-p v_{x}(l, t) \delta+p \mathbf{O}\left(\delta^{2}\right)+p v(l, t)
\end{aligned}
$$

Now, collecting terms,

$$
v(l, t)(1-2 p)+v_{t}(l, t) \tau+\mathbf{O}\left(\tau^{2}\right)=-p v_{x}(l, t) \delta+p \mathbf{O}\left(\delta^{2}\right) .
$$

Noting that $2 p-1=2 p-(p+q)=p-q$, we have

$$
v(l, t)(p-q)+v_{t}(l, t) \tau+\mathbf{O}\left(\tau^{2}\right)=-p v_{x}(l, t) \delta+p \mathbf{O}\left(\delta^{2}\right)
$$

Multiplying by $\delta / \tau$,

$$
v(l, t)(p-q) \delta / \tau+v_{t}(l, t) \delta+\mathbf{O}(\tau \delta)=-p v_{x}(l, t) \delta^{2} / \tau+p \mathbf{O}\left(\delta^{3} / \tau\right)
$$

Next, taking $\tau, \delta \rightarrow 0$, we obtain

$$
v(l, t) c=-\frac{D}{4 q} v_{x}(l, t)
$$

If $p=q=1 / 2$, then we get $0=-\frac{1}{2} D v_{x}(l, t)$, or simply $v_{x}(l, t)=0$.

The probability transition matrices for the case of reflecting or absorbing boundary conditions takes on the following form, for the case of five grid points, $\left[\begin{array}{ccccc}\alpha & 1-\alpha & 0 & 0 & 0 \\ q & 0 & p & 0 & 0 \\ 0 & q & 0 & p & 0 \\ 0 & 0 & q & 0 & p \\ 0 & 0 & 0 & 1-\alpha & \alpha\end{array}\right]$. The parameter $\alpha=0$ corresponds to a reflecting boundary, and $\alpha=1$ corresponds to an absorbing boundary.

### 7.3.3 The Stationary Problem

To obtain the stationary elliptic problem, we simulate the random walk for a sufficiently long time. This results in approximating the equation $u^{\prime \prime}(x)=0$. We pose this as a two-point boundary value problem. A nonzero Dirichlet boundary condition may be thought of as a source or sink of particles on the boundary. Implementing this boundary condition is discussed in detail in Chapter 9.

Consider the stationary diffusion problem:

$$
\left\{\begin{array}{l}
u^{\prime \prime}=0, \\
u(0)=100 \\
u(1)=200
\end{array}\right.
$$

We simulate the random walk and approximate the gradient by computing the difference in the number of particles at $x=1$ and $x=1-\Delta x$, at some final time $t_{f}$. We repeat this process $N$ times and compute the gradient by taking an ensemble average. We expect the crror to decrease as $N$ increases. In fact, if we take a number of realizations of the process to give a distribution of ensemble averages, we expect the standard deviation of the $M$ realizations to follow the asymptotic relationship

$$
\begin{equation*}
\sigma \approx c_{1} / \sqrt{N} \tag{7.3.7}
\end{equation*}
$$

In Fig. 7.3, we see that increasing $N$ reduces the variance as expected.


Figure 7.2: 50 random walks, with the mean shown in bold.
Alternatively, we compute the gradient at each time step for $t \in\left(t_{b}, t_{f}\right)$, where $t_{b}>0$ is the burn time for the simulation, and compute the gradient as the mean of these values. If the process is ergodic, we expect that this yields similar results to computing the ensemble avcrage as described above, and in particular we expect to sec the asymptotic relationship

$$
\begin{equation*}
\sigma \approx c_{2} / \sqrt{t_{f}-t_{b}} \tag{7.3.8}
\end{equation*}
$$

In Fig. 7.4, we see that increasing the final time reduces the variance. Evidence of (7.3.7) and (7.3.8) is shown in Fig. 7.5.

We could also model diffusion with forcing, $a u^{\prime \prime}=f$, in a region by adding particles at points in the domain as dictated by $f$.


Figure 7.3: Computation of the gradient at $x=1$ for 1000 realizations. We compute each gradient by taking the ensemble average of $N$ random walks. Left: $N=100$. Right: $N=400$.


Figure 7.4: Computation of the gradient at $x=1$ for 1000 realizations. We compute each gradient by taking the average gradient for each time step, for each $t \in\left(t_{b}, t_{f}\right)$. Left: $t_{f}=10$. Right: $t_{f}=50$.


Figure 7.5: Figure shows results of increasing $n$ and increasing the final time $t_{f}$. A line of slope $-1 / 2$ is shown in each case. Left: Relationship between $n$ and $\sigma$. Right: Relationship between $t_{f}$ and $\sigma$.

## Chapter 8

## FIRST RESULTS: CONTINUUM COUPLING

### 8.1 The Deterministic Problem

In this section, we analyze the problem in which we have continuous diffusion in two adjacent regions, with differing diffusion coefficients. We solve the problem by constructing a fixed point iteration that leads to the solution on the boundary. We first solve the Dirchlet to Neumann problem in one region, pass the Neumann boundary condition to the second region, then solve the Neumann to Dirichlet problem in the second region. We repeat this process, which creates a fixed point map. We want to find conditions on the problem so that this fixed point iteration converges.

### 8.1.1 The Fixed Point Iteration

Consider the deterministic problem in one dimension:

$$
\begin{cases}u_{1}^{\prime \prime}=0, & x \in \Omega_{1}=(0,1),  \tag{8.1.1}\\
u_{1}(0),=\alpha, & \\
\left\{\begin{array}{ll}
a_{1} u_{1}^{\prime}(1)=a_{2} u_{2}^{\prime}(1), \\
u_{1}(1)=u_{2}(1), & \\
u_{2}^{\prime \prime}=0, & x \in \Omega_{2}=(1,2), \\
u_{2}(2)=\beta . &
\end{array} .\right.\end{cases}
$$

The analytic solution is two straight lines that meet at the interface $x=1$, and the value at the interface is

$$
\begin{equation*}
u_{1}(1)=u_{2}(1)=\frac{r \alpha+\beta}{1+r} \tag{8.1.2}
\end{equation*}
$$

where $r=\frac{a_{1}}{a_{2}}$ represents the ratio of diffusivity coefficients of regions $\Omega_{1}$ and $\Omega_{2}$.

Consider solving the system iteratively. That is, we find iterates $\left\{u_{1}^{(i)}\right\}_{i=0}^{\infty}$, $\left\{u_{2}^{(i)}\right\}_{i=0}^{\infty}$. Under desirable conditions, the solution to (8.1.1) is given by $\lim _{k \rightarrow \infty} u_{1}^{(k)}(x)$ and $\lim _{k \rightarrow \infty} u_{2}^{(k)}(x)$. We may also view this as a fixed point problem, in which we find a fixed point of the map $g: u_{1}(1) \rightarrow u_{1}(1)$. The iterates $u_{1}(1), u_{2}(1)$ are given by
$u_{1}^{(0)}(1)=u_{2}^{(0)}(1)=c_{0}$ (initial guess for solution at the interface),
For $i=1,2, \ldots$

$$
\begin{align*}
& \left(u_{1}^{(i)}\right)^{\prime}(1)=u_{1}^{(i-1)}(1)-\alpha, \\
& \left(u_{2}^{(i)}\right)^{\prime}(1)=r\left(u_{1}^{(i)}\right)^{\prime}(1),  \tag{8.1.3}\\
& u_{2}^{(i)}(1)=\beta-r\left(u_{1}^{(i)}\right)^{\prime}(1), \\
& u_{1}^{(i)}(1)=u_{2}^{(i)}(1) .
\end{align*}
$$

The first few iterates are then given as:

$$
\begin{array}{ll}
\left(u_{1}^{(0)}\right)^{\prime}(1)=c_{0}-\alpha, & u_{2}^{(0)}(1)=\beta-r c_{0}+r \alpha, \\
\left(u_{1}^{(1)}\right)^{\prime}(1)=\beta-r c_{0}+(r-1) \alpha, & u_{2}^{(1)}(1)=\beta(1-r)+r^{2} c_{0}+\left(-r^{2}+r\right) \alpha,
\end{array}
$$

and inductively,

$$
\begin{equation*}
u_{2}^{(k)}(1)=\beta \sum_{i=0}^{k-1}(-r)^{i}+(-r)^{k} c_{0}-\alpha \sum_{i=1}^{k}(-r)^{i} . \tag{8.1.4}
\end{equation*}
$$

Provided that $|r|<1$, the limit of (8.1.4) as $k \rightarrow \infty$ agrees with the analytic solution (8.1.2).

### 8.1.2 Convergence Analysis for the Fixed Point Map

Consider the more general diffusion coupling problem with forcing,

$$
\begin{cases}u_{1}^{\prime \prime}=f_{1}, & x \in \Omega_{1}=(0,1), \\
u(0)=\alpha, & \\
\left\{\begin{array}{l}
r u_{1}^{\prime}(1)=u_{2}^{\prime}(1), \\
u_{1}(1)=u_{2}(1), \\
u_{2}^{\prime \prime}=f_{2}, \\
u_{2}(2)=\beta,
\end{array}\right. & x \in \Omega_{2}=(1,2),\end{cases}
$$

where $r=\frac{a_{1}}{a_{2}}$ represents the ratio of diffusivity coefficients of regions $\Omega_{1}$ and $\Omega_{2}$. We summarize the iterative technique:

Given initial guess $u_{2}(1)=c_{0}$, loop until convergence.
Given $u_{1}(1)=u_{2}(1)$, solve for $u_{1}$ and compute $a_{1} u_{1}^{\prime}(1)$.
Given $a_{2} u_{2}^{\prime}(1)=a_{1} u_{1}^{\prime}(1)$, solve for $u_{2}$ and compute $u_{2}(1)$.

Each iteration consists of solving two boundary value problems. Let $g_{2}$ denote the Neumann-to-Dirichlet problem, (8.1.6). Specifically, $g_{2}: \mathbb{R} \rightarrow \mathbb{R}$, it is the map that takes values of the flux $a_{2} u_{2}^{\prime}(1)$ at the boundary and returns values of the concentration $u_{2}(1)$ at the boundary, for the problem

$$
\left\{\begin{array}{l}
u_{2}^{\prime \prime}=f_{2}, \\
u_{2}(2)=\beta \\
-a_{2} u_{2}^{\prime}(1)=h .
\end{array}\right.
$$

We would like to compute the Frechét derivative $\frac{d g_{2}}{d\left(a_{2} u_{2}^{\prime}(1)\right)}$. To do this, wo consider the perturbed problem,

$$
\begin{cases}w_{2}^{\prime \prime}=f_{2}, & x \in \Omega_{2}=(1,2), \\ w_{2}(2)=\beta, \\ -a_{2} w_{2}^{\prime}(1)=h+\delta . & \end{cases}
$$

We consider the change in $u_{2}(2)$, given the change $h \rightarrow h+\delta$. Let $\epsilon_{2}=$ $w_{2}-u_{2}$, so that $\epsilon_{2}$ solves the problem

$$
\begin{cases}\epsilon_{2}^{\prime \prime}=0, & x \in \Omega_{2}=(1,2), \\ \epsilon_{2}(2)=0, \\ -a_{2} w_{2}^{\prime}(1)=\delta\end{cases}
$$

The Frechét derivative is expressed as

$$
\frac{d g_{2}}{d h}=\lim _{\delta \rightarrow 0} \frac{w_{2}(1)-u_{2}(1)}{\delta}=\lim _{\delta \rightarrow 0} \frac{e_{2}(1)}{\delta} .
$$

Then $\epsilon_{2}$ is linear, so that the analytic solution is $\epsilon_{2}=-\frac{\delta}{a_{2}} x+\frac{2 \delta}{a_{2}}$. Hence, $\epsilon_{2}(1)=\frac{\delta}{a_{2}}$. Next, we compute the Frechét derivative,

$$
\begin{equation*}
\frac{d g_{2}}{d h}=\lim _{\delta \rightarrow 0} \frac{\epsilon_{2}(1)}{\delta}=\lim _{\delta \rightarrow 0} \frac{\delta}{a_{2} \delta}=\frac{1}{a_{2}} . \tag{8.1.7}
\end{equation*}
$$

We perform a similar computation for the Dirichlet-to-Neumann problem, (8.1.5). Call this map $g_{1}: \mathbb{R} \rightarrow \mathbb{R}$, the map that takes values of $u_{1}(1)$ at the boundary and returns the flux $-a_{1} u_{1}^{\prime}(1)$, for the problem

$$
\left\{\begin{array}{l}
u_{1}^{\prime \prime}=f_{1}, \quad x \in \Omega_{1}=(0,1), \\
u_{1}(0)=\alpha, \\
u_{1}(1)=h .
\end{array}\right.
$$

Again, we consider the perturbed problem

$$
\begin{cases}w_{1}^{\prime \prime}=f_{1}, & x \in \Omega_{1}=(0,1) \\ w_{1}(0)=\alpha \\ w_{1}(1)=h+\delta\end{cases}
$$

Let $\epsilon_{1}=w_{1}-u_{1}$, so that $\epsilon_{1}$ solves

$$
\left\{\begin{array}{l}
\epsilon_{1}^{\prime \prime}=0, \quad x \in \Omega_{1}=(0,1) \\
\epsilon_{1}(0)=0 \\
\epsilon_{1}(1)=\delta
\end{array}\right.
$$

The Frechét derivative is

$$
\frac{d g_{1}}{d h}=\lim _{\delta \rightarrow 0} \frac{-a_{1} w_{1}^{\prime}(1)+a_{1} u_{1}^{\prime}(1)}{\delta}=\lim _{\delta \rightarrow 0} \frac{-a_{1} \epsilon_{1}^{\prime}(1)}{\delta} .
$$

Provided that $a_{1}$ is constant, the analytic solution is $\epsilon_{1}(x)=\delta x$, so that $\epsilon^{\prime}(1)=\delta$. Then the Frechét derivative becomes

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \frac{-a_{1} \epsilon_{1}^{\prime}(1)}{\delta}=\lim _{\delta \rightarrow 0} \frac{-a_{1} \delta}{\delta}=-a_{1} \tag{8.1.8}
\end{equation*}
$$

Next, define the map $g$ to be the composition $g=g_{2} \circ g_{1}$, the map that takes values $u_{1}^{(i)}(1)$ and returns the next value in the iteration $u_{1}^{(i+1)}(1)$. Then, the Frechét derivative of $g$ is

$$
\frac{d g}{d u_{1}(1)}=\frac{d g_{2}}{d\left(a_{2} u_{2}^{\prime}(1)\right)} \frac{d g_{1}}{d u_{1}(1)}=-\frac{a_{1}}{a_{2}} .
$$

By Theorem 2.2.2, the fixed point iteration converges provided that

$$
\begin{equation*}
\left|\frac{a_{1}}{a_{2}}\right|<1 . \tag{8.1.9}
\end{equation*}
$$

In Fig. 8.1, we see evidence of (8.1.9).

### 8.1.3 Applying Relaxation to the Fixed Point Problem

Suppose that instead of computing $u_{1}^{(i)}(1)=u_{2}^{(i)}(1)$ at each iteration, we take a weighted average of the Dirichlet value given from the continuum problem with the Dirichlet value at the previous iteration, $u_{1}^{(i-1)}(1)$. That is, during each iteration we limit the amount that the boundary condition can change. Upon obtaining $u_{2}(1)$, we compute $u_{1}(1)$ using the map $g_{3}$ : $\left.\left(u^{(i)}(1), u^{(i-1}\right)(1)\right) \rightarrow u^{(i)}(1)$, defined by

$$
\begin{equation*}
g_{3}\left(u_{1}^{(i)}(1), u_{1}^{(i-1)}(1)\right)=\lambda u_{1}^{(i-1)}(1)+(1-\lambda) u_{1}^{(i)}(1), \tag{8.1.10}
\end{equation*}
$$

where the relaxation parameter $\lambda \in[0,1)$. The map corresponding to one fixed point itcration is now given by $g=g_{3} \circ g_{2} \circ g_{1}$. To compute the spectrum, we need the Frechét derivatives,

$$
\frac{\partial g_{3}}{\partial u_{1}^{(i-1)}(1)}=\lambda, \quad \frac{\partial g_{3}}{\partial u_{1}^{(i)}(1)}=(1-\lambda) .
$$



Figure 8.1: Concentration at the interface as a function of iteration, $r=$ $1 / 2,2,1$.

To determine the effect that changing $u_{1}^{(i-1)}(1)$ has on $u_{1}^{(i)}(1)$, we apply the chain rule to get

$$
\frac{\partial g}{\partial u_{1}(1)}=\frac{\partial g_{3}}{\partial u_{1}(1)}+\frac{\partial g_{1}}{\partial u_{1}(1)} \frac{\partial g_{2}}{\partial\left(a_{2} u_{2}^{\prime}(1)\right)} \frac{\partial g_{3}}{\partial u_{2}(1)}=\lambda-r(1-\lambda) .
$$

The fixed point iteration will converge provided that $|\lambda-r(1-\lambda)|<1$, or

$$
\begin{equation*}
\frac{r-1}{r+1}<\lambda<1 \tag{8.1.11}
\end{equation*}
$$

If we consider the optimal parameter $\lambda$ to be the value that minimizes $|\lambda-r(1-\lambda)|$, we see that the optimal value is given by

$$
\begin{equation*}
\lambda=r /(1+r) . \tag{8.1.12}
\end{equation*}
$$



Figure 8.2: Number of itcrations to convergence for varying relaxation parameters.

Example 8.1.1. We solve (8.1.1) using $\alpha=100, \beta=500, u_{1}^{(0)}(1)=$ $220, r=2$, for varying parameters $\lambda$. We iterate until the stopping criterion of $\left|u_{1}^{(i)}(1)-u_{1}^{(i-1)}(1)\right|<10^{-5}$ has been reached. Following (8.1.11) and (8.1.12), the iteration converges provided that $\frac{1}{3}<\lambda<1$, with optimal parameter $\frac{2}{3}$. Evidence of this is shown in Fig. 8.2.

### 8.1.4 Reversing the Coupling

In the event that (8.1.9) is not satisfied, we reverse the direction of the coupling to guarantee convergence. We find itcrates $\left\{u_{1}^{(i)}\right\}_{i=1}^{\infty},\left\{u_{2}^{(i)}\right\}_{i=1}^{\infty}$ given by the following algorithm.

$$
\left(u_{1}^{(0)}\right)^{\prime}(1)=d_{0}, \text { (initial guess for gradient at the interfacc) }
$$

For $i=1,2, \ldots$

$$
\begin{align*}
& u_{1}^{(i)}(1)=\left(u_{1}^{(i-1)}\right)^{\prime}(1)+\alpha, \\
& u_{2}^{(i)}(1)=u_{1}^{(i)}(1),  \tag{8.1.13}\\
& \left(u_{2}^{(i)}\right)^{\prime}(1)=\beta-u_{2}^{(i)}(1), \\
& \left(u_{1}^{(i)}\right)^{\prime}(1)=\frac{a_{2}}{a_{1}}\left(u_{2}^{(i)}\right)^{\prime}(1) .
\end{align*}
$$

Following the argument as in section 8.1.2, the fixed point iteration (8.1.13) converges provided that $\left|a_{2} / a_{1}\right|<1$.

### 8.2 A Green's Function Approach to Convergence Analysis

For a general $n$-dimensional problem, we use the generalized Green's function $\phi$ to find a formula for the derivative of the Dirichlet-to-Neumann $\operatorname{map} g_{1}$. We similarly find the derivative of the Neumann-to-Dirichlet map $g_{2}$ in terms of $\phi$. The problem remains as to how to obtain the derivative of $g=g_{2} \circ g_{1}$, since this technique only gives a linear functional of the Neumann or Dirichlet data.

### 8.2.1 The Dirichlet-to-Neumann Derivative

The Dirichlet-to-Neumann problem is

$$
\begin{cases}-\nabla \cdot(a \nabla u)=f, & x \in \Omega \\ u=\lambda(x), & x \in \Gamma \subset \partial \Omega \\ u=\alpha(x), & x \in \partial \Omega \backslash \Gamma\end{cases}
$$

The variational formulation is to find $u \in H^{1}(\Omega)$ such that $u=\lambda$ for $x \in \Gamma$, $u=\alpha$ for $x \in \partial \Omega \backslash \Gamma$, and $(a \nabla u, \nabla v)=(f, v)$ for all $v \in H_{0}^{1}(\Omega)$. The quantity of interest is

$$
q(\lambda)=-\left(a \partial_{\eta} u, \psi\right)_{\Gamma},
$$

a functional of the flux on the common boundary $\Gamma$. Following the method described in [51], the adjoint problem is

$$
\begin{cases}-\nabla \cdot(a \nabla \phi)=0, & x \in \Omega, \\ \phi=\psi, & x \in \Gamma, \\ \phi=0, & x \in \partial \Omega \backslash \Gamma .\end{cases}
$$

Note that this problem satisfies

$$
\begin{aligned}
(f, \phi) & =(-\nabla \cdot(a \nabla u), \phi) \\
& =(a \nabla u, \nabla \phi)-\left(a \partial_{\eta} u, \phi\right)_{\Gamma}-\left(a \partial_{\eta} u, \phi\right)_{\partial \Omega \backslash \Gamma} \\
& =(a \nabla u, \nabla \phi)-\left(a \partial_{\eta} u, \psi\right)_{\Gamma} \\
& =(-\nabla \cdot(a \nabla \phi), u)+\left(a \partial_{\eta} \phi, u\right)_{\Gamma}+\left(a \partial_{\eta} \phi, u\right)_{\partial \Omega \backslash \Gamma}-\left(a \partial_{\eta} u, \psi\right)_{\Gamma} \\
& =\left(\partial_{\eta} \phi, \lambda\right)_{\Gamma}+\left(a \partial_{\eta} \phi, \alpha\right)_{a \partial \Omega \backslash \Gamma}-\left(a \partial_{\eta} u, \psi\right)_{\Gamma} .
\end{aligned}
$$

Hence, the quantity of interest is written as

$$
q(\lambda)=-\left(a \partial_{\eta} u, \psi\right)_{\Gamma}=(f, \phi)-\left(a \partial_{\eta} \phi, \lambda\right)_{\Gamma}-\left(a \partial_{\eta} \phi, \alpha\right)_{\partial \Omega \backslash \Gamma}
$$

To compute the Frechét derivative, consider the perturbed problem,

$$
\begin{cases}-\nabla \cdot(a \nabla w),=f & x \in \Omega \\ w=\lambda(x)+\delta(x), & x \in \Gamma \subset \partial \Omega \\ w=\alpha(x), & x \in \partial \Omega \backslash \Gamma\end{cases}
$$

Then, we compute the difference $q(\lambda+\delta)-q(\lambda)$,

$$
\begin{aligned}
q(\lambda+\delta)-q(\lambda)= & -\left(a \partial_{\eta} w, \psi\right)_{\Gamma}+\left(a \partial_{\eta} u, \psi\right)_{\Gamma} \\
= & (f, \phi)-\left(a \partial_{\eta} \phi, \lambda+\delta\right)_{\Gamma}-\left(a \partial_{\eta} \phi, \alpha\right)_{\partial \Omega \backslash \Gamma} \\
& -(f, \phi)+\left(a \partial_{\eta} \phi, \lambda\right)_{\Gamma}+\left(a \partial_{\eta} \phi, \alpha\right)_{\partial \Omega \backslash \Gamma} \\
= & -\left(a \partial_{\eta} \phi, \delta\right)_{\Gamma}
\end{aligned}
$$

The Frechét derivative in the direction $\delta(x)$ is

$$
\begin{equation*}
\nabla_{\lambda} q(\lambda) \cdot \delta=-\left(a \partial_{\eta} \phi, \delta\right)_{\Gamma} . \tag{8.2.1}
\end{equation*}
$$

To verify this,

$$
\frac{\left\|q(\lambda+\delta)-q(\lambda)-\nabla_{\lambda} q(\lambda) \cdot \delta\right\|}{\|\delta\|}=\frac{\left\|-\left(a \partial_{\eta} \phi, \delta\right)_{\Gamma}+\left(a \partial_{\eta} \phi, \delta\right)_{\Gamma}\right\|}{\|\delta\|}=0 .
$$

### 8.2.2 The Neumann-to-Dirichlet Derivative

The Neumann-to-Dirichlet problem is stated as

$$
\begin{cases}-\nabla \cdot(a \nabla u)=f, & x \in \Omega \\ -a \partial_{\eta} u=\lambda(x), & x \in \Gamma \subset \partial \Omega \\ u=\beta(x), & x \in \partial \Omega \backslash \Gamma\end{cases}
$$

The quantity of interest is

$$
q(\lambda)=(u, \psi)_{\Gamma},
$$

a functional of the solution on the boundary $\Gamma$. The adjoint problem is

$$
\begin{cases}-\nabla \cdot(a \nabla \phi)=0, & x \in \Omega  \tag{8.2.2}\\ -a \partial_{\eta} \phi=\psi(x), & x \in \Gamma \subset \partial \Omega \\ \phi=0, & x \in \partial \Omega \backslash \Gamma\end{cases}
$$

We note that

$$
\begin{aligned}
(f, \phi) & =(-\nabla \cdot(a \nabla u), \phi) \\
& =(a \nabla u, \nabla \phi)-\left(a \partial_{\eta} u, \phi\right)_{\Gamma}-\left(a \partial_{\eta} u, \phi\right)_{\partial \Omega \backslash \Gamma} \\
& =(a \nabla u, \nabla \phi)+(\lambda, \phi)_{\Gamma} \\
& =(-\nabla \cdot(a \nabla \phi), u)+\left(a \partial_{\eta} \phi, u\right)_{\Gamma}+\left(a \partial_{\eta} \phi, u\right)_{\partial \Omega \backslash \Gamma}+(\lambda, \phi)_{\Gamma} \\
& =-(u, \psi)_{\Gamma}+\left(a \partial_{\eta} \phi, \beta\right)_{\partial \Omega \backslash \Gamma}+(\lambda, \phi)_{\Gamma} .
\end{aligned}
$$

After rearranging terms,

$$
\begin{equation*}
q(\lambda)=(u, \psi)_{\Gamma}=-(f, \phi)+\left(a \partial_{\eta} \phi, \beta\right)_{\partial \Omega \backslash \Gamma}+(\lambda, \phi)_{\Gamma} . \tag{8.2.3}
\end{equation*}
$$

In order to compute the Frechét Derivative, we perturb the flux at the common boundary $\Gamma$ to obtain the problem

$$
\begin{cases}-\nabla \cdot(a \nabla w),=f & x \in \Omega, \\ -a \partial_{\eta} w=\lambda(x)+\delta(x), & x \in \Gamma \subset \partial \Omega, \\ w=\beta(x), & x \in \partial \Omega \backslash \Gamma .\end{cases}
$$

Then,

$$
\begin{aligned}
q(\lambda+\delta)-q(\lambda)= & -(f, \phi)+\left(a \partial_{\eta} \phi, \beta\right)_{\partial \Omega \backslash \Gamma}+(\lambda+\delta, \phi)_{\Gamma} \\
& +(f, \phi)-\left(a \partial_{\eta}, \beta\right)_{\partial \Omega \backslash \Gamma}-(\lambda, \phi)_{\Gamma} \\
= & (\delta, \phi)_{\Gamma} .
\end{aligned}
$$

The Frechét Derivative in the direction $\delta(x)$ is

$$
\begin{equation*}
\nabla_{\lambda} q(\lambda) \cdot \delta=(\delta, \phi)_{\Gamma} \tag{8.2.4}
\end{equation*}
$$

To give an example, we verify that (8.2.1) and (8.2.4) agree with the formulas (8.1.8) and (8.1.7) in one dimension. For the Dirichlet-to-Ncumann case, we have the problem

$$
\left\{\begin{array}{l}
-a_{1} u^{\prime \prime}=f, \quad x \in(0,1) \\
u(0)=\alpha \\
u(1)=\lambda
\end{array}\right.
$$

and the adjoint problem,

$$
\left\{\begin{array}{l}
-a_{1} \phi^{\prime \prime}=0, \quad x \in(0,1)  \tag{8.2.5}\\
\phi(0)=0 \\
\phi(1)=\psi
\end{array}\right.
$$

If $\psi=1$, the quantity of interest is $q(\lambda)=u(1)$. According to (8.2.1), the derivative is given by $q^{\prime}(\lambda)=-a_{1} \phi^{\prime}(1)$. If we solve the adjoint equation (8.2.5), we get $\phi^{\prime}(1)=1$. The derivative is then $q^{\prime}(\lambda)=-a_{1}$, in agreement with (8.1.8).

In the Neumann-to-Dirichlet case, the problem is

$$
\left\{\begin{array}{l}
-a_{2} u^{\prime \prime}=f, \quad x \in(1,2) \\
-a_{2} u^{\prime}(1)=\lambda \\
u(2)=\beta
\end{array}\right.
$$

and the adjoint problem,

$$
\left\{\begin{array}{l}
-a_{2} \phi^{\prime \prime}=0, \quad x \in(0,1),  \tag{8.2.6}\\
-a_{2} \phi^{\prime}(1)=\psi \\
\phi(2)=0
\end{array}\right.
$$

Assuming $\psi=1$, the quantity of interest is $q(\lambda)=u(1)$. By (8.2.4), we have $q^{\prime}(\lambda)=\phi(1)$. The solution to the adjoint equation (8.2.6) gives us $\phi(1)=1 / a_{2}$. The derivative becomes $q^{\prime}(\lambda)=1 / a_{2}$, in agreement with (8.1.7).

### 8.3 Adding Randomness

We discuss ways of adding stochastic bchavior to (8.1.1), and explain the effect that a random boundary condition, or a random forcing function has on the fixed point iteration. We also give an application of the Green's function approach to the Neumann-to-Dirichlet map discussed above.

### 8.3.1 Randomness at the Interface

Consider the problem (8.1.1), where at cach itcration we add a random variable with density function $N\left(\mu, \sigma^{2}\right)$ to the interface. This models the situation where the values at the interface are obtained from a stochastic technique. This is certainly the case if the value at the interface comes from results from an atomistic simulation in an adjacent region, as we explore in Chapter 9. In particular, suppose that $\left(u_{1}^{(i)}\right)^{\prime}(1)=u_{1}^{(i)}(1)-\alpha+\lambda_{i}$, wherc $\lambda_{i} \sim N\left(\mu, \sigma^{2}\right)$. We define the sequence $\left\{u_{2}^{(k)}(1)\right\}_{k=0}^{\infty}$ analogously to (8.1.3), and it turns out that

$$
u_{2}^{(k)}(1)=\beta \sum_{i=0}^{k-1}(-r)^{i}+(-r)^{k} c_{0}-\alpha \sum_{i=1}^{k}(-r)^{i}+\sum_{i=1}^{k}(-r)^{i} \lambda_{i} .
$$

As expectation is linear,

$$
E\left[\sum_{i=1}^{k}(-r)^{i} \lambda_{i}\right]=\sum_{i=1}^{k}(-r)^{i} \mu .
$$

Since $\lambda_{i}$ 's are independent,

$$
\operatorname{var}\left(\sum_{i=1}^{k}(-r)^{i} \lambda_{i}\right)=\sum_{i=1}^{k}(-r)^{2 i} \operatorname{var}\left(\lambda_{i}\right)
$$

so that $\sum_{i=1}^{k}(-r)^{i} \lambda_{i} \sim N\left(\sum_{i=1}^{k}(-r)^{i} \mu, \sum_{i=1}^{k+1} r^{2 i} \sigma^{2}\right)$. Provided that $|r|<$ 1 , we let $k \rightarrow \infty$ to obtain

$$
u_{1}(1)=u_{2}(1)=\frac{r \alpha+\beta}{1+r}+\lambda^{*}, \text { where } \lambda^{*} \sim N\left(\frac{-r}{1+r} \mu, \frac{r^{2}}{1-r^{2}} \sigma^{2}\right)
$$

We note that the variance increases without bound as $r$ approaches 1 .

### 8.3.2 Random Forcing

The preceding argument includes adding randomness to the boundary condition used in the coupling. A different problem involves adding a random forcing function on one of the sub-domains, i.e.,

$$
\begin{cases}-u_{1}^{\prime \prime}=f(\lambda), & x \in \Omega_{1}=(0,1),  \tag{8.3.1}\\
u_{1}(0)=\alpha, & \\
\left\{\begin{array}{ll}
r u_{1}^{\prime}(1)=u_{2}^{\prime}(1), \\
u_{1}(1)=u_{2}(1), & \\
u_{2}^{\prime \prime}=0, & x \in \Omega_{2}=(1,2), \\
u_{2}(2)=\beta, &
\end{array}, \$\right. \text {, }\end{cases}
$$

where $\lambda$ is some random variable.
For example, in the case where $f(\lambda)=\lambda$, the analytic solution to the problem in $\Omega_{1}$ is $u_{1}(x)=-\frac{1}{2} \lambda x^{2}+\left(u_{1}(1)+\frac{1}{2} \lambda-\alpha\right) x+\alpha$, and thus $u_{1}^{\prime}(1)=u_{1}(1)-\frac{1}{2} \lambda-\alpha$. To iterate, we use the analytic solutions at each
iteration,

$$
\begin{aligned}
& u_{1}^{(0)}(1)=u_{2}^{(0)}(1)=c_{0} \text { (initial guess for solution at the interface), } \\
& \text { for } i=1,2, \ldots \\
& \qquad \begin{array}{l}
\left(u_{1}^{(i)}\right)^{\prime}(1)=u_{1}^{(i-1)}(1)-\frac{1}{2} \lambda-\alpha, \\
\left(u_{2}^{(i)}\right)^{\prime}(1)=r\left(u_{1}^{(i)}\right)^{\prime}(1) \\
u_{2}^{(i)}(1)=\beta-r\left(u_{2}^{(i)}\right)^{\prime}(1) \\
u_{1}^{(i)}(1)=u_{2}^{(i)}(1)
\end{array}
\end{aligned}
$$

The result, considering that $\lambda$ is constant, is

$$
u_{2}^{(k)}(1)=\beta \sum_{i=0}^{k-1}(-r)^{i}+(-r)^{k} c_{0}-\alpha \sum_{i=1}^{k}(-r)^{i}-\frac{\lambda}{2} \sum_{i=1}^{k}(-r)^{i} .
$$

Taking the limit $k \rightarrow \infty$, we obtain $u_{2}(1)=\frac{\beta+r \alpha+\frac{1}{2} r \lambda}{1+r}$, provided that $|r|<1$.
On the other hand, if $\lambda$ is a random variable with density $N\left(\mu, \sigma^{2}\right)$, then

$$
u_{2}^{(k)}(1)=\beta \sum_{i=0}^{k-1}(-r)^{i}+(-r)^{k} c_{0}-\alpha \sum_{i=1}^{k}(-r)^{i}-\frac{1}{2} \sum_{i=1}^{k}(-r)^{i} \lambda_{i}
$$

where $\lambda_{i} \sim N\left(\mu, \sigma^{2}\right)$. Then, using a similar argument as described in section 8.3.1,

$$
-\frac{1}{2} \sum_{i=1}^{k}(-r)^{i} \lambda_{i} \sim N\left(-\frac{1}{2} \sum_{i=1}^{k}(-r)^{i} \mu, \frac{1}{4} \sum_{i=1}^{k} r^{2 i} \sigma^{2}\right)
$$

Assuming $|r|<1$, we take the limit $k \rightarrow \infty$, to get

$$
\begin{equation*}
u_{2}(1)=\frac{\beta+r \alpha}{1+r}+\lambda^{*}, \text { where } \lambda^{*} \sim N\left(\frac{1}{2} \frac{r}{1+r} \mu, \frac{1}{4} \frac{r^{2}}{1-r^{2}} \sigma^{2}\right) . \tag{8.3.2}
\end{equation*}
$$

We experimentally find that the sample mean and variance of $u_{2}^{(k)}(1)$ approach that of (8.3.2) as $k \rightarrow \infty$ for a variety of $r, \mu, \sigma, \alpha, \beta$.

### 8.3.3 The Green's Function Representation

Consider the continuum problem,

$$
\begin{cases}-\nabla \cdot\left(a_{2} \nabla u_{2}\right)=f, & x \in \Omega,  \tag{8.3.3}\\ a_{2} \delta_{\eta} u_{2}=\lambda(x), & x \in \Gamma, \\ u_{2}=\beta(x), & x \in \partial \Omega \backslash \Gamma,\end{cases}
$$

where $\lambda(x)$ is a random vector representing the flux on $\Gamma$. This may model the case in which diffusion is coupled with a stochastic model through the boundary $\Gamma$. Assume that we have a distribution for $\lambda$ and wish to sample from this distribution to compute a quantity of interest, $q(\lambda)=(u, \psi)_{\Gamma}$. The quantity of interest is a linear functional describing the concentration on $\Gamma$. Obtaining several samples of $q(\lambda)$ might involve solving (8.3.3) repeatedly for each realization of $\lambda$. Alternatively, we may use the Green's function representation of the Neumann to Dirichlet map to speed up the sampling process. Assuming we have obtained the solution $\phi$ to the dual problem (8.2.2), we recall (8.2.3) to get

$$
q(\lambda)=\left(u_{2}, \psi\right)_{\Gamma}=-(f, \phi)+\left(a_{2} \partial_{\eta} \phi, \beta\right)_{\partial \Omega \backslash \Gamma}+(\lambda, \phi)_{\Gamma} .
$$

To summarize, if we have a distribution of $\lambda$, we easily compute several values of $q(\lambda)$ by solving only onc adjoint problem. We may also use the methods described in [19] to increase the efficiency of the sampling process.

## Chapter 9

# FIRST RESULTS: ATOMISTIC TO CONTINUUM COUPLING 

### 9.1 Overview

The coupling of atomistic and continuum models has emerged as a critical component in computational materials science. For a multiscale process, the finite element method may fail to describe processes occurring on a small time or spatial scale. For example, a material could have a crack or deformation that occurs on an extremely small scale, yet still affects the macroscopic bchavior of the problem. In a crack tip region, the laws of linear elasticity fail to hold and we need an atomistic simulation to model the problem. However, fully atomistic simulations of many domains are computationally infeasiblc. The atomistic-to-continuum methods address this problem by performing a continuum calculation on a majority of the domain, and an expensive atomistic simulation on the subset of the domain where the atomistic detail is needed. For example, Rudd and Broughton [42] discuss multiscale computations for a rotary nano-engine with a diameter of 30 nm . The engine drives Salmonella and E. coli bacteria by rotating close to $20,000 \mathrm{rpm}$ while using very little energy. The engine is too small to obey continuum principles, as a continuum model fails to describe surface effects
[24]. However, a fully atomistic model results in billions of unknowns. Some of the popular atomistic-to-continuum methods include quasi-continuum [44], Finite Element-Atomistic (FEAt) [29], and Coarse Grained Molecular Dynamics [42].

The primary issue in this chapter is to give a mathematically sound framework for coupling stochastic and deterministic descriptions of nature. These two kinds of descriptions apply at different scales and describe different phenomena that nevertheless intcract closely. Stochastic descriptions often apply at very fine scales, describing the detailed motion and interaction of the smallest building blocks, c.g., molecules or bacteria. Deterministic models usually apply at larger scalcs and describe the aggregate behavior, e.g., fluid flow.

We note that error is also a difficult issue for stochastic-deterministic coupling. For a stochastic simulation, there is a statistical or probabilistic description of crror and uncertainty at each step. On the other hand, a deterministic simulation is affected by deterministic error, such as discretization error. Hence, the description of uncertainty and error between the two types of simulation is fundamentally different.

In this chapter, we formulate coupling between stochastic and deterministic models as an iterative process, and begin to study the convergence analysis for the iterative process. In a stochastic simulation, the quantitics of interest are random variables computed as statistical averages, generated from a finite number of realizations of the simulation. On the other hand, a deterministic problem produces one solution for each data set, and when the data input is random, the output is another random variable or field. Hence, in a coupled system the information that is passed back and forth
are random variables. In the case of feedback between the components we have to describe a framework of iteration that converges to the solution of the complete system.

In [1], the authors formulate a hybrid particle/continuum algorithm to solve a diffusion problem, where the particles follow a random walk on a lattice. The domains for the two models overlap, and the flux is matched in the common region. Motivated by [1], we pose a problem that couples a Brownian motion model and a continuum model, with non-overlapping domains. This idealized model has Brownian motion on a lattice next to a material treated as a continuum. We make an initial guess for the concentration at the boundary, then solve the Brownian motion model. As this is a stochastic model, we simulate many realizations, then obtain an approximate distribution for the solution value on the interface. We sample from this distribution and pass these values into the continuum region as boundary conditions. This, in turn, provides another distribution which is passed back into the Brownian motion region. This process is repeated until some convergence criteria is met.

The Brownian motion region yields random variables that are associated with probability densities as the computed quantities. The accuracy is improved by taking more realizations. In this case, the continuum model describes the expected value of particle behavior, but docs not model individual particles.

As described, the process gives a sequence of distributions. We therefore should discuss convergence of this sequence. We view this problem as a fixed point problem for the probability distribution on the interface. We addressed convergence for the analogous fixed point iteration for coupled
continuum models in Chapter 8. For the continuum-continuum problem, we may obtain the derivative of the iterative map $G$, and show under certain conditions that we have $\left|G^{\prime}\right| \leq L<1$. Let $G_{\delta}$ denote the map of the atomistic to continuum model, where we conjecture that $G_{\delta} \rightarrow G$ as $\delta \rightarrow 0$, and so under appropriate conditions, $\left|G_{\delta}^{\prime}\right| \leq L+\epsilon<1$. In other words, since the map $G_{\delta}$ approximates the continuum map $G$, we conjecture that it inherits the convergence properties of the continuum map.

Another important question that arises is whether we can interchange the limits of the number of samples approaching infinity, with the number of fixed point iterations approaching infinity. This is a practical issuc. If the continuous region can be solved relatively chcaply, then it may be more cost effective to run several fixed point iterations before increasing the number of samples. Howcver, if the continuous region involves an expensive calculation then we may be better off with a large number of samples for each fixed point itcration.

Another interesting subject is numerical error. The accuracy for the continuum model is controlled by numerical error, and by sampling from the distribution at the interface. We would like to control the numerical errors so it does not significantly bias the densities computed.

### 9.2 Coupling a Random Walk with a Continuum Model

Consider diffusion on two adjacent regions $\Omega_{1}$ and $\Omega_{2}$, with diffusivity $a_{1}$ and $a_{2}$, respectively:

We simulate the Brownian motion simulation in $\Omega_{1}$ and pass the results to the continuum problem in $\Omega_{2}$. Since we are considering a stationary state problem, we run the atomistic simulation for a sufficiently long time in order to eliminate the initial transient behavior.

Assume the Brownian motion region $[a, b]$ is computed on a lattice with grid values $a=x_{0}<x_{1}<\ldots<x_{m}=b$, where $x_{i}-x_{i-1}=\Delta x$. We need a way to convert between concentration and the number of particles at a point. Let $c(x)$ be the concentration per unit length at point $x$, and $n(x)$ be the number of particles at grid point $x$. Given the concentration $c\left(x_{i}\right)$ at a grid point $x_{i}$, we need to approximate $n\left(x_{i}\right)$, the number of particles at $x_{i}$. We assume the particles are evenly distributed in a region of width $\Delta x$ about each $x_{i}$. We denote this region as $I_{i}=\left\{x_{i}-\Delta x, x_{i}+\Delta x\right)$ for $i=0,1, \ldots, m$. Since the concentration is defined at all points in $[a, b]$ including the endpoints, we effectively simulate Brownian motion in the region $[a-\Delta x, b+\Delta x)$. We write this interval as

$$
[a-\Delta x, b+\Delta x)=\bigcup_{i=0}^{m} I_{i} .
$$

The particles in each interval $I_{i}$ have concentration $c\left(x_{i}\right)$. The number of particles at the grid point is therefore approximated by $c\left(x_{i}\right)$ multiplied by
the interval length $\Delta x$. Hence, for $i=0,1, \ldots, m$,

$$
\begin{aligned}
n\left(x_{i}\right) & =\operatorname{round}\left(c\left(x_{i}\right) \Delta x\right) \\
c\left(x_{i}\right) & =n\left(x_{i}\right) / \Delta x .
\end{aligned}
$$

We simulate the atomistic simulation in $\Omega_{1}$ first, using $u_{1}(b)=c_{0}$ as an initial guess for the concentration at the midpoint. We then pass the flux $a_{1} u^{\prime}(b)$ as a boundary condition into $\Omega_{2}$. Suppose we run the simulation up to a final time of $t_{f}$, so that $0 \leq t \leq t_{f}$. Define the rate $r$ to be the number of steps per time unit. The total number of random walk steps to take is then

$$
T=r t_{f}
$$

When we set the initial configuration of particles, we enforce the boundary conditions by requiring that the number of particles at $x_{0}$ and $x_{m}$ be

$$
\begin{equation*}
n\left(x_{0}\right)=\operatorname{round}\left(c\left(x_{0}\right) \Delta x\right), \quad n\left(x_{m}\right)=\operatorname{round}\left(c\left(x_{m}\right) \Delta x\right) . \tag{9.2.2}
\end{equation*}
$$

Now for each of the $T$ time steps, we move each particle to the right or left with probabilitics $p$ and $1-p$, respectively. If a particle falls outside of the range $[a, b]$, we remove it from the simulation. After we have moved every particle, we again enforce the boundary conditions (9.2.2).

One way to approximate the gradient at the interface $b$ is to compute the difference in particles between the grid points $x_{m}$ and $x_{m}-\Delta x$ at the final time. That is,

$$
\begin{equation*}
u_{1}^{\prime}(b) \approx \frac{n\left(x_{m}\right)-n\left(x_{m-1}\right)}{\Delta x} \cdot \frac{1}{\Delta x} . \tag{9.2.3}
\end{equation*}
$$

We may then follow the approach described in section 7.3.3, where we view one "realization" of a gradient as the ensemble average of the $N$ gradients,

$$
\begin{equation*}
u_{1}^{\prime}(b) \approx \frac{1}{N} \sum_{i=1}^{N} \frac{n^{(i)}\left(x_{m}\right)-n^{(i)}\left(x_{m-1}\right)}{\Delta x^{2}} . \tag{9.2.4}
\end{equation*}
$$

Increasing $N$ has the effect of decreasing the error in the gradient. We repeat this process $M$ times, to get a distribution of the sample means. We note that this means the random walk is simulated a total of $N M$ times. To clarify, increasing $N$ reduces the variance of the distribution, while increasing $M$ has a smoothing effect on the histogram of the sample means.

Alternatively, we may opt to compute (9.2.3) at each time step $t \in$ $\left(t_{b}, t_{f}\right)$, where $t_{b}$ is some appropriate "burn time", at which the initial transient behavior has stabilized. We then compute the realization of the gradient as the average over the $T$ time steps,

$$
u_{1}^{\prime}(b) \approx \frac{1}{T} \sum_{i=1}^{T} \frac{n^{(i)}\left(x_{m}\right)-n^{(i)}\left(x_{m-1}\right)}{\Delta x^{2}}
$$

If ergodicity holds, this time average is equivalent to taking the statistical ensemble as described above.

We describe a strategy for passing the flux into the continuum region $\Omega_{2}$. We run the simulations to produce several realizations of (9.2.4), and obtain a distribution of gradients. After converting the gradients to obtain a distribution of fluxes, we use a kernel density estimator to approximate an approximate density function for the flux, $\hat{f}$. Using rejection sampling, we then take several samples $z^{(k)} \sim \hat{f}, k=1, \ldots, S$, to obtain a distribution of boundary conditions for the continuum region $\Omega_{2}$. The continuum problem is solved using a finite clement method. Since the flux on the interface is a random variable, we have introduced data error into the continuum problem. We solve the continuum problem for each $z^{(k)}$ to compute a distribution for $u_{2}(b)$. We pass a distribution of Dirichlet boundary conditions into the Brownian motion region in an analogous manner. We repeat the process of passing distributions between the regions.


Figure 9.1: Concentration at the boundary at each iteration for $a_{1} / a_{2}=$ $1 / 2$. The black line indicates the mean concentration and the grey lines indicate three standard deviations above and below the mean. The dashed line indicates the analytic solution.

In Fig. 9.1, we see that during the first few iterations, the mean value of the iterates approaches the analytic solution. Subsequently, however, the mean value does not improve but oscillates about the analytic solution duc to the presence of random noise from the atomistic simulation.

To reduce the variance of the distribution of concentrations, we increase the number of samples $N$. In Fig. 9.2, we see the effect that doubling $N$ at each fixed point iteration has on the variance. Here, we assume that it is valid to interchange increasing the number of samples with increasing the number of fixed point iterations.

### 9.2.1 An Example with Nonzero Advection

Suppose the probability, $p$, of a particle moving to the right, is not equal to the probability, $q$, of the particle moving to the left. Then by (7.3.5), the corresponding coupling problem has a nonzero advection term


Figure 9.2: The black line indicates the mean concentration and the grey lines indicate three standard deviations above and below the mean. The dashed line indicates the analytic solution. At each itcration, the number of samples is doubled.
with coefficient $c$,

$$
\left\{\begin{array} { l l } 
{ \frac { 1 } { 2 } a _ { 1 } u _ { 1 } ^ { \prime \prime } - c u _ { 1 } ^ { \prime } = 0 , } & { x \in \Omega _ { 1 } = ( 0 , 1 ) , }  \tag{9.2.5}\\
{ u _ { 1 } ( 0 ) = \alpha , }
\end{array} \left\{\begin{array}{ll}
a_{1} u_{1}^{\prime}(1)=a_{2} u_{2}^{\prime}(1), \\
u_{1}(1)=u_{2}(1), & \\
\frac{1}{2} a_{2} u_{2}^{\prime \prime}-c u_{2}^{\prime}=0, & x \in \Omega_{2}=(1,2), \\
u_{2}(2)=\beta,
\end{array}\right.\right.
$$

where $c=(p-q) \frac{\delta}{\tau}$. The solution to the problem

$$
\left\{\begin{array}{l}
\frac{1}{2} a_{2} u_{2}^{\prime \prime}-c u_{2}=0, \quad x \in(1,2), \\
u_{2}^{\prime}(1)=m, \\
u_{2}(2)=\beta,
\end{array}\right.
$$

is

$$
u_{2}(x)=\frac{m}{k} e^{k(x-1)}+\beta-\frac{m}{k} e^{k}
$$

where $k=\frac{2 c}{a_{2}}$. Next, we give the analytic solution to the problem (9.2.5).
Lct $k_{1}=\frac{2 c}{a_{1}}, k_{2}=\frac{2 c}{a_{2}}$, and $r=\frac{a_{1}}{a_{2}}$. Then,

$$
u_{1}(x)=A e^{k_{1} x}+\alpha-A, \quad \text { and } \quad u_{2}(x)=C e^{k_{2} t}+\beta-C e^{2 k_{2}}
$$



Figure 9.3: Solution to problem (9.2.5), for $\alpha=100, \beta=500, p=0.45, r=$ 0.5 . The dashed line shows the analytic solution, and the solid line shows the approximate solution for the iterative scheme with Brownian motion in $(0,1)$, and continuous diffusion in $(1,2)$.
where

$$
A=\frac{C\left(e^{k_{2}}-e^{2 k_{2}}\right)+\beta-\alpha}{e^{k_{1}}-1}, \quad \text { and } \quad C=\frac{\alpha-\beta}{e^{k_{2}}-e^{2 k_{2}}-\frac{k_{2} e^{k_{2}\left(e^{k_{1}}-1\right)}}{r k_{1} e^{k_{1}}}}
$$

A plot of a solution to (9.2.5) is shown in Fig. 9.3.

### 9.2.2 Applying Relaxation to the Iterative Map

In section 8.1.3, we describe a method to apply relaxation to the fixed point iteration for the deterministic case. Since the Brownian motion model approaches the deterministic model, we hope that relaxation may provide similar results. In Fig. 9.4, we see that by using the optimal parameter given by (8.1.12), the oscillation in concentrations is dampened. In Fig. 9.5 , we attempt to solve the problem with $a_{1} / a_{2}=2$. We see that the distribution diverges without relaxation, but converges using relaxation.


Figure 9.4: Concentration at the boundary at each iteration for $a_{1} / a_{2}=2$. The black line indicates the mean concentration and the grey lines indicate three standard deviations above and below the mean. The dashed line indicates the analytic solution. Left: no relaxation. Right: $\lambda=0.33$.

### 9.2.3 Reversing the Direction of the Coupling

We investigate the effects and benefits of reversing the coupling, that is, we pass the Dirichlet condition to the continuum region and enforce a Neumann condition at the interface. The result of a particle simulation is shown in Fig. 9.6. In the continuous case discussed in section 8.1.4, we address the case of the unstable ratio of diffusivities $\left|a_{1} / a_{2}\right|>1$ by reversing the dircetion of the coupling. We find this works well for the case of stochastic-deterministic coupling as well. We solve the Neumann to Dirichlet problem in the Brownian motion region and solve the Dirichlet to Neumann problem in the continuum region. An example is shown in Fig. 9.7.

### 9.3 A Probability Transition Matrix Approach

In this section, we use an alternative to the fixed point formulation described in section 9.2. We examine a single step of the stochastic process, which is assumed to be a Markov process. If we can obtain a probability


Figure 9.5: Concentration at the boundary at each iteration for $a_{1} / a_{2}=2$. The black line indicates the mean concentration and the grey lines indicate three standard deviations above and below the mean. The dashed line indicates the analytic solution. Left: no relaxation. Right: $\lambda=0.7$.
transition matrix for the process and verify that the Markov properties hold, then we may be able to find a limiting distribution for the Markov chain. Under desirable conditions, the limiting distribution obtained from this approach will coincide with the distribution obtained using the fixed point iteration. Consider the following algorithm.

1. Given a number of particles at $b, n(b)^{(k)}$, run the atomic simulation in $\Omega_{1}$ and compute a single realization of the flux $z=a_{1} u^{\prime}(b)$.
2. Solve the continuum equations in $\Omega_{2}$ using the Newmann boundary condition $u_{2}^{\prime}(b)=z / a_{2}$.
3. Compute the new number of particles $n(b)^{(k+1)}$ on the boundary by converting the concentration $u_{2}(b)$ to a number of particles as described in section 9.2.

We consider (1)-(3) as a single step of a stochastic process that provides a mapping from the number of particles $n(b)^{(k)}$ to $n(b)^{(k+1)}$. Since the new


Figure 9.6: Particle concentration for 50 random walks with a fixed Dirichlet condition at $x=-1$ and a Neumann condition at $x=0$. The bold line indicates the mean concentration of the 50 random walks.


Figure 9.7: Concentration at the boundary at each itcration for $a_{1} / a_{2}=2$, with the direction of the coupling reversed. The black line indicates the mean concentration and the grey lines indicate three standard deviations above and below the mean. The dashed line indicates the analytic solution.
number of particles $n(b)^{(k)}$ only depends on the previous number of particles $n(b)^{(k-1)}$, we make the Markov assumption

$$
\begin{aligned}
P\left(n(b)^{(k+1)}=j \mid n(b)^{(1)}=i_{1}, n(b)^{(2)}=i_{2}\right. & \left., \ldots, n(b)^{(k)}=i_{k}=i\right) \\
& =P\left(n(b)^{(k+1)}=j \mid n(b)^{(k)}=i\right)
\end{aligned}
$$

We construct a transition matrix $P$, wherc $P_{i j}$ is the probability that given $n(b)^{(k)}=i$, applying steps (1)-(3) results in $n(b)^{(k+1)}=j$. Obtaining $P$ analytically is difficult, since we cannot necessarily obtain the exact transition probabilities for the Brownian motion model. However, rows of $P$ may be estimated numerically by taking many realizations of the process and observing the results.

As $P$ is a stochastic matrix, it has an eigenvalue of 1 , with all eigenvalues satisfying $|\lambda| \leq 1$. The stationary distribution $\pi$ is defined to be the left eigenvector corresponding to the cigenvalue of one, so that $\pi=\pi P$. If $P$ is a primitive matrix, then by Proposition 6.6.4, it has a limiting distribution which is equal to $\pi$.

We illustrate this approach for a range of diffusivity ratios $r=a_{1} / a_{2}$. The mean and standard deviation for the equilibrium solution $\pi$ is defined to be

$$
\mu=\sum_{k=0}^{K} k \pi_{k}, \quad \text { and } \quad \sigma^{2}=\sum_{k=0}^{K}(k-\mu)^{2} \pi_{k},
$$

where $K$ is an upper bound for the number of particles on the boundary.
Although the spectral radius is fixed at 1 , the convergence rate $1 /\left|\lambda_{2}\right|$, as given in (6.6.4), is affected by $r$. In addition, the mean and variance of $\pi$ also varics with $r=a_{1} / a_{2}$. From numerical tests, we find that $P$ is generally a primitive matrix whenever $r<1$. In Table 9.1, we see that the second largest eigenvalue $\lambda_{2}$ approaches -1 as $r$ approaches 1 . In addition,
the variance of the limiting distribution is increasing as $r \rightarrow 1$, as shown in Table 9.1 and Fig. 9.8.

| $a_{1} / a_{2}$ | True Solution | $\mu$ | $\sigma^{2}$ | $\lambda_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 | 366.7 | 366.4 | 18.8 | -0.51 |
| 0.6 | 350 | 348.9 | 36.5 | -0.69 |
| 0.7 | 335.3 | 335.4 | 43.9 | -0.77 |
| 0.8 | 322.2 | 322.2 | 113 | -0.86 |
| 0.9 | 310.5 | 309.2 | 240 | -0.91 |

Table 9.1: Mean, variance, and second largest eigenvalue for different diffusivity ratios.

In the case that $r \geq 1$, the matrix fails to be primitive and does not model the original problem (9.2.1). From numerical experiments we typically find that there are two eigenvalues of modulus one in this case, 1 and -1 . Although $P$ does have a stationary distribution $\pi$ in this case which we may find using (6.6.7), the distribution $\pi$ does not represent the solution to (9.2.1). In general, $\pi$ will be highly bimodal, as we see in Fig. 9.8 for $r=1.1$. However, we can address the situation in which $r>1$ be reversing the directions in which the Dirichlet and Neumann boundary conditions are passed.

The accuracy of the limiting distribution $\pi$ depends on the accuracy of the transition matrix. The accuracy of the matrix, in turn, depends on the Brownian motion simulation, and the accuracy of the continuum solution, which is addressed using standard a posteriori techniques.

### 9.3.1 A Relaxed Probability Transition Matrix

In section 9.2.2, we discussed a relaxation approach for the fixed point iteration. Here we discuss ways to apply relaxation to the transition probability matrix approach. The basic probability transition matrix approach


Figure 9.8: Stationary Distributions, $r=0.5,0.75,0.9,1.1$
involves approximating $P$, and solving the problem

$$
\left\{\begin{array}{l}
Y_{0}=X_{0}  \tag{9.3.1}\\
Y_{n}=Y_{n-1} P \quad n \geq 1
\end{array}\right.
$$

The sequence $x Y_{n}$ converges to the limiting distribution of the Markov chain, for any stochastic row vector $x$. A natural way to define relaxation in this case is with the fixed point iteration defined by

$$
\left\{\begin{array}{l}
Y_{0}=X_{0}  \tag{9.3.2}\\
Y_{n}=\alpha Y_{n-1}+(1-\alpha) Y_{n-1} P \quad n \geq 1
\end{array}\right.
$$

where $\alpha$ is the relaxation parameter, with $\alpha=0$ corresponding to no relaxation. We define the relaxation matrix, $P^{R}=\alpha I+(1-\alpha) P$, so that (9.3.2) can be written

$$
\left\{\begin{array}{l}
Y_{0}=X_{0} \\
Y_{n}=Y_{n-1} P^{R} \quad n \geq 1
\end{array}\right.
$$

We remark that $P^{R}$ is a stochastic matrix. To see this, we have $\sum_{j} P_{i j}=1$ since $P$ is a stochastic matrix. Then,

$$
\sum_{j} P_{i j}^{R}=\sum_{j}\left(\alpha I_{i j}+(1-\alpha) P_{i j}\right)=\sum_{j} \alpha P_{i j}+(1-\alpha)=\alpha+1-\alpha=1
$$

The stochastic process (9.3.2) is an entirely different stochastic process than (9.3.1); however, we may show that $P$ and $P^{R}$ share stationary distributions. Suppose that $\pi P=\pi$. Then,

$$
\pi P^{R}=\pi(\alpha I+(1-\alpha) P)=\alpha \pi+\pi P-\alpha \pi P=\pi P=\pi .
$$

There is a clear relationship between the eigenvalues of $P$ and $P^{R}$. By linearity, if $P$ has cigenvalue $\lambda$, then $P^{R}$ has cigenvalue $\alpha+(1-\alpha) \lambda$. Define the map $g: \mathbb{R} \rightarrow \mathbb{R}$ to be the map from cigenvalues of $P$, to cigenvalues of $P^{R}$, so that

$$
g(\lambda)=\alpha+(1-\alpha) \lambda .
$$

We note that $g(1)=1$, and by the Pcrron-Frobenius Thcorem, we have $|g(\lambda)| \leq 1$. In addition, $g(-1)=2 \alpha-1$, which implies that an eigenvalue of -1 is mapped strictly inside the unit circle, provided that $0<\alpha<1$. In fact, the map $g$ generally shrinks the range of eigenvalues with respect to the unit circle. The new spectrum lies inside the circle with radius $1-\alpha$ and center $(\alpha, 0)$. An example with $r=\alpha=1 / 2$ is shown in Fig. 9.9.

From (6.6.4), the convergence rate of (9.3.1) is $1 /\left|\lambda_{2}\right|$, where $\lambda_{2}$ is the second largest eigenvaluc of $P$. Since $g\left(\lambda_{2}\right)=\alpha+(1-\alpha) \lambda_{2}$, the convergence rate is at most

$$
\begin{equation*}
\frac{1}{\left|\alpha+(1-\alpha) \lambda_{2}\right|} \tag{9.3.3}
\end{equation*}
$$

If $\alpha$ is close to 1 , the upper bound (9.3.3) of the convergence rate approaches 1 , and this relaxation approach fails. In general, relaxation may or may not


Figure 9.9: Plots of spectrum, $r=1 / 2$. Left: Spectrum of $P$, with the unit circle. Right: Spectrum of $P^{R}, \alpha=1 / 2$, with plots of unit circle and circle of radius $1 / 2$, with center $(1 / 2,0)$.
improve the convergence rate. If $\lambda_{2}$ is close to -1 , the map will generally move $\lambda_{2}$ closer to the origin. However, if $\lambda$ is positive and real, then $g$ moves $\lambda$ further from the origin. For example, in Table 9.2, we see that $\lambda_{2}=-0.603$, and $g\left(\lambda_{2}\right)=0.199$. However, $|g(0.435)|=0.718$, and we see that although $g$ has mapped $\lambda_{2}$ closer to the origin, the convergence rate has decreased. For larger ratios $r$, relaxation may yield a slight improve-

| $\lambda$ | $\|\lambda\|$ | $\lambda^{R}$ | $\left\|\lambda^{R}\right\|$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0.500 | 0.500 |
| -0.002 | 0.002 | 0.499 | 0.499 |
| 0.027 | 0.027 | 0.514 | 0.514 |
| $0.114 \pm 0.144 i$ | 0.183 | $0.557 \pm 0.072 i$ | 0.562 |
| $-0.143 \pm 0.140 i$ | 0.200 | $0.429 \pm 0.070 i$ | 0.434 |
| 0.435 | 0.435 | 0.718 | $\mathbf{0 . 7 1 8}$ |
| -0.603 | $\mathbf{0 . 6 0 3}$ | 0.199 | 0.199 |
| 1 | 1 | 1 | 1 |

Table 9.2: Spectrum of $P$ and $P^{R}$, before and after relaxation $(r=\alpha=$ $1 / 2$ ).
ment in the convergence rate. For example, using $r=0.9$ and $\alpha=1 / 2$,
we numerically obtain convergence rates of 1.07 and 1.12 before and after relaxation, respectively.

## Chapter 10

## CONCLUSIONS

In the first part of this thesis, we study optimization of a quantity of interest of a solution to an clliptic problem, with respect to parameters in the data. We use the generalized Green's function as an efficient way to compute the gradient. We used gradient search techniques as described in Chapter 4 to generate a minimizing sequence. We analyze the effect of numerical crror on a gradient scarch. Using a posteriori crror control based on adjoints and residuals as introduced in Chapter 3, we devise an efficient adaptive algorithm to control the error in the gradient. We apply this technique to an example in one dimension with dramatic results, and to a wound healing model in two dimensions.

In the second part of this thesis, we create a mathematical framework for coupling atomistic with continuum models. We first look at the case of coupled diffusion, and cxamine the criteria for the fixed point iteration to converge. In case the condition is not satisfied, we look to use relaxation or to reverse the direction of the coupling. We use the Green's function approach to get an expression for the values at the interface, as well as the derivatives of the Dirichlet-to-Neumann and Neumann-to-Dirichlet maps.

In the last chapter, we look at the simple one dimensional case in which the particles undergo a random walk on a lattice, next to a continuum region. We generate samples and use kernel density estimation to
approximate the density functions of the uncertainties. We then sample from these density functions to generate the boundary conditions for the adjacent region. This defines a fixed point iteration of distributions. From numerical tests, the convergence criteria mimics that of the criteria for the case of coupled continuous diffusion. Just as in the case of continuous coupling, we overcome an unstable ratio of diffusivities by using relaxation or by reversing the direction of the coupling. It is not clear how to define convergence of the distributions. We see that after a certain number of fixed point itcrations, the values oscillate due to the random noise from the atomistic region. If needed, we dampen the oscillation by increasing the number of samples. We also discussed a probability transition matrix approach, where we assume the boundary conditions at each iteration follow a Markov chain. We discussed criteria for the existence of a limiting distribution. We finished the chapter with the formulation of a relaxed probability transition matrix.

The future holds many possibilities for further investigations. We would like to develop a rigorous notion of convergence for a sequence of distributions. We would like to account and correct for numerical errors in the coupling in an efficient way. The mathematical theory for achieving these goals is lacking.
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## Appendix A

## SELECTED PROOFS

Theorem A.0.1. Let $B$ de defined as in (2.5.6). If $-\frac{1}{2} \nabla \cdot \mathbf{b}+c \geq 0$, then $B$ is coercive.

Proof. First, we claim that

$$
\begin{equation*}
\int_{\Omega} w \mathbf{b} \cdot \nabla w d x=-\frac{1}{2} \int_{\Omega}(\nabla \cdot \mathbf{b}) w^{2} d x+\frac{1}{2} \int_{\partial \Omega} w^{2} \mathbf{b} \cdot \mathbf{n} d S . \tag{A.0.1}
\end{equation*}
$$

Using the identity $\nabla \cdot(u \mathbf{b})=\nabla u \cdot \mathbf{b}+u \nabla \cdot \mathbf{b}$, we have

$$
-\frac{1}{2} \int_{\Omega}(\nabla \cdot \mathbf{b}) w^{2} d x=\frac{1}{2} \int_{\Omega} \mathbf{b} \cdot \nabla\left(w^{2}\right) d x-\frac{1}{2} \int_{\Omega} \nabla \cdot(w \mathbf{b}) d x
$$

Using the identity $\nabla\left(w^{2}\right)=2 w \nabla w$ on the first term, and the Divergence theorem on the last term,

$$
-\frac{1}{2} \int_{\Omega}(\nabla \cdot \mathbf{b}) w^{2} d x=\int_{\Omega} w(\mathbf{b} \cdot \nabla w) d x-\frac{1}{2} \int_{\partial \Omega} w^{2} \mathbf{b} \cdot \mathbf{n} d S
$$

which proves (A.0.1). Next,

$$
\begin{aligned}
B(u, u) & =\int_{\Omega} a|\nabla u|^{2} d x+\int_{\Omega} u \mathbf{b} \cdot u d x+\int_{\Omega} c u^{2} d x \\
& =\int_{\Omega} a|\nabla u|^{2} d x-\frac{1}{2}(\nabla \cdot \mathbf{b}) u^{2} d x+\frac{1}{2} \int_{\partial \Omega} w^{2} \mathbf{b} \cdot \mathbf{n} d S+\int c u^{2} d x \\
& =\int_{\Omega} a|\nabla u|^{2} d x+\int_{\Omega}\left(c-\frac{1}{2} \nabla \cdot \mathbf{b}\right) u^{2} d x \\
& \geq a_{0}\|u\|_{H_{0}^{1}(\Omega)} .
\end{aligned}
$$

Proposition A.0.1. Let $A$ be a primitive, stochastic matrix, where $x A=$ $x, A e=e$, and $L=e x$. Then $\lim _{m \rightarrow \infty} A^{m}=L$.

Proof. First, note that $L^{m}=(e x)(e x) \ldots(e x)$, but since $\sum x_{i}=1$, we have $x e=1$. It follows that

$$
\begin{equation*}
L^{m}=e x=L . \tag{A.0.2}
\end{equation*}
$$

Next, $A^{m} L=A^{m-1} A L=A^{m-1} A e x=A^{m-1} e x=A^{m-1} L$, and inductively,

$$
\begin{equation*}
A^{m} L=L, \text { and similarly, } L A^{m}=L \tag{A.0.3}
\end{equation*}
$$

Next, we claim that

$$
\begin{equation*}
(A-L)^{m}=A^{m}-L \tag{A.0.4}
\end{equation*}
$$

This is trivially true if $m=1$. If we suppose it is true for $m=k$, then $(A-L)^{k}=A^{k}-L$. Then,

$$
\begin{aligned}
(A-L)^{k+1}= & (A-L)^{k}(A-L)=\left(A^{k}-L\right)(A-L) \\
& =A^{k+1}-L A-A^{k} L+L^{2}=A^{k+1}-L-L+L=A^{k+1}
\end{aligned}
$$

where we have used (A.0.2) and (A.0.3).
Next, we claim that if $\mu \neq 0$ is an cigenvalue of $A-L$, then $\mu$ is also an eigenvalue of $A$. Suppose that $(A-L) w=\mu w$ for $w \neq 0$. Then premultiplying by $L$ gives

$$
\mu L w=L(A-L) w=\left(L A-L^{2}\right) w=(L-L) w=0,
$$

hence $L w=0$. Then, $\mu w=(A-L) w=A w-L w=A w$ which shows that $\mu$ is an cigenvalue of $A$.

We can then show that 1 is not an eigenvalue of $A-L$. If $(A-L) w=w$, then $A w=w$ as shown above with $\mu=1$. But since $A$ is primitive, the eigenvalue of 1 is simple, so that $w=\alpha e$ for some $\alpha \neq 0$. Hence,

$$
w=(A-L) w=A \alpha e-L \alpha e=\alpha e-e x \alpha e=\alpha e-\alpha e=0,
$$

where we have used the fact that $x e=1$. This contradicts the fact that $w \neq 0$. Hence, 1 is not an eigenvalue of $A-L$.

Next, we show that $\rho(A-L) \leq\left|\lambda_{2}\right|$, where $1=\lambda_{1} \geq\left|\lambda_{2}\right| \geq \ldots \geq\left|\lambda_{N}\right|$. If $\mu \neq 0$ is an eigenvalue of $A-L$, then $\mu$ is an eigenvalue of $A$ as shown above. Thus, $\rho(A-L)=\left|\lambda_{k}\right|$, where $\lambda_{k}$ is some cigenvalue of $A$. By the previous fact, $\lambda_{k} \neq 1$, and since $A$ is primitive, we then have that $\rho(A-L)=\left|\lambda_{k}\right|<1$.

Finally,

$$
\begin{aligned}
A^{m} & =L+A^{m}-L \\
& =L+(A-L)^{m}, \text { by }(A \cdot 0.4)
\end{aligned}
$$

Then, since $\rho(A-L)<1$,

$$
\lim _{m \rightarrow \infty} A^{m}=L=e x .
$$

Proposition A.0.2. A finite Markov chain with $n$ states is irreducible if and only if its probability transition matrix $P$ satisfies $(I+P)^{n-1}>0$.

Proof. We first claim that $p_{i j}^{m}>0$ if and only if the chain can go from state $i$ to state $j$ in $m$ steps. If $m=1$, this is trivial. If $m=2$, we have $p_{i j}^{2}=\sum_{k=1}^{n} p_{i k} p_{k j}>0$ if and only if $p_{i k}>0$ and $p_{k j}>0$ for some $k$. Hence,
a chain starting in state $i$ can go to state $j$ in 2 steps. Now, suppose the property is true for $m=q$. Then,

$$
p_{i j}^{q+1}=\sum_{k=1}^{n} p_{i j}^{q} p_{k j}>0,
$$

if and only if $p_{i k}^{q}>0$ and $p_{k j}>0$ for some $k$. That is, there is a $k$ such that we can get from $i$ to $k$ in $q$ steps and $k$ to $j$ in one step. This proves the claim.

Next,

$$
(I+P)^{n-1}=I+(n-1) P+\binom{n-1}{2} P^{2}+\ldots+\binom{n-1}{n-2} P^{n-1}
$$

This is a positive matrix if and only if for all entrics $(i, j)$, at least one of $I, P, P^{2}, \ldots, P^{n-1}$ has a positive $(i, j)$ entry. By the claim, this holds if and only if we can get from state $i$ to state $j$ in less than $n$ steps.

Proposition A.0.3. Suppose $P$ is periodic with period 2. One can check that for large $n$, the sequence $v P^{n}$ is a 2 cycle, whose average approaches the stationary distribution $\pi$. That is,

$$
\pi_{j}=\lim _{n \rightarrow \infty} \frac{1}{2}\left(p_{i j}^{n}+p_{i j}^{n+1}\right) .
$$

Proof. Since $P$ has period 2, it has eigenvalues 1 and -1 , with all other eigenvalues satisfying $|\lambda|<1$. By (6.4.2), we have

$$
x P^{k}=\alpha_{1} v_{1}+\alpha_{2}(-1)^{k} v_{2}+\sum_{i=3}^{n} \alpha_{i} \lambda_{i}^{k} v_{i} \rightarrow \alpha_{1} v_{1}+\alpha_{2}(-1)^{k} v_{2}
$$

for arbitrary initial distribution $x$. Hence,

$$
\begin{array}{r}
\frac{1}{2}\left(x P^{k}+x P^{k+1}\right)=\frac{1}{2}\left[\alpha_{1} v_{1}+\alpha_{2}(-1)^{k} v_{2}+\alpha_{1} v_{1}+\alpha_{2}(-1)^{k+1} v_{2}+\xi(k)\right] \\
=\alpha_{1} v_{1}+\frac{1}{2} \xi(k)
\end{array}
$$

where $\xi(k) \rightarrow 0$ as $k \rightarrow \infty$. Since $v_{1}$ is the left cigenvector corresponding the the eigenvalue of 1 , it is also the stationary distribution. Taking the limit $k \rightarrow \infty$ completes the proof.

