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spatial and temporal distribution of boundary shear stress in rigid 

boundary open channel flows. The investigations included theoretical 
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ber 1976 to October 1978. The principal investigators at Colorado 

State University were Daryl B. Simons and Ruh-Ming Li. 
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ings and implications of the research has been submitted (NSF form 98A). 

This report is provided in addition to form 98A and contains a detailed 

account of the investigation. 
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ABSTRACT 

SPATIAL AND TEMPORAL DISTRIBUTION OF BOUNDARY 

SHEAR STRESS IN OPEN CHANNEL FLOWS 

The objective of this project was to develop a better understanding 

of turbulent boundary shear stress processes. Experimental investigation 

of the spatial and temporal distributions of boundary shear stress were 

conducted using hot-film anemometry techniques. 

Spatial variation and turbulence characteristics of boundary shear 

stress in the cross·streamwise direction were investigated in a rigid 

boundary variable geometry flume. Three trapezoidal and one rectangu-

lar cross section with bottom widths of eight inches were considered. 

3 3 Discharge rates ranged from 2832 em /s to 14158 em /s. Experimental 

results verified Lane's relation of maximum mean tractive force for the 

channel sides and bottom. Probability density estimates of turbulent 

boundary shear stress at a point were consistently skewed and resembled 

a lognormal distribution. 

Streamwise variation of boundary shear stress was measured in the 

nonuniform flow behind a weir. Experimental data compared well to 

analytical computations based on backwater calculations, providing the 

pressure distribution remained hydrostatic. 

An analytical model for prediction of turbulent intensity of 

velocity fluctuations was calibrated and tested. Prediction of velocity 

fluctuations near the wall is important to understanding turbulent 

boundary shear stress processes. Probability density functions of the 
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experimentally measured longitudinal and vertical components of 

velocity were approximately Gaussian distributed. Measured turbulent 

intensity compared well to values predicted by the model. 

Correlation analysis between instantaneous velocity and boundary 

shear stress indicated a strong similiarity of the time series near 

the wall. As the relative depth increased, the correlation coefficient 

between the signals decreased. Secondary current patterns of mean 

velocity were observed to influence the mean boundary shear stress 

pattern around the wetted perimeter of the channel. 
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I • EXECIJI'IVE SUMMARY 

1.1 Importance of Research 

The flow of water along an alluvial channel bottom produces forces 

that initiate sediment motion. The amount of sediment entrained depends 

on the characteristics of these forces, referred to as hydrodynamic 

forces in literature on channel stability. For a given sediment parti­

cle a critical or threshold value of the hydrodynamic forces must be 

reached before sediment motion begins. The magnitude of force necessary 

to initiate motion depends on grain size and bed material properties. 

After traveling some distance downstream, sediment entrained with the 

flow can also settle back to the bed surface. The process of sediment 

transport is characterized by this cycle of motion and rest. The rates 

and frequencies at which the cycle occurs are random variables depending 

on sediment characteristics, flow conditions, channel shape, turbulent 

velocity fluctuations and many other factors. The complexity of the 

problem makes design of a stable channel and prediction of geomorphic 

changes in a river bed difficult. According to Lane (1), "A stable 

channel is an unlined earth channel (a) which carries water, (b) the 

banks and bed of which are not scoured objectionably by moving water, 

and (c) in which objectionable deposits of sediment do not occur." 

Knowledge of the hydrodynamic forces at the channel bank and bottom is 

essential for the proper design of a stable channel cross section. 

1.2 Definition of the Problem 

Tractive force, or boundary shear stress, is the tangential 

component of the hydrodynamic forces acting in a direction parallel to 

the channel bottom. (Unless stated otherwise, boundary shear stress and 

shear stress are considered synonymous in this report.) In steady 
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uniform flow the theoretical tractive force is related to channel bed 

slope, hydraulic radius and unit weight of the fluid. According to the 

theoretical derivation the tractive force is assumed uniformly distri­

buted over the channel perimeter. However, it is known that such forces 

are not uniformly distributed nor are they constant at a given location. 

The tractive force is a turbulent quantity consisting of a fluctuating 

component superimposed on the mean value. Stability of a channel will 

depend not only on spatial distribution of the mean value, but also on 

the instantaneous values and statistical characteristics at a given 

point. The influence of turbulent velocity fluctuations on the shear 

flow structure and thus on the turbulent wall shear stress was quali­

tatively stated by Blinco (2). Turbulence affects the processes of 

sediment transport, incipient motion and solid particle sediment and is 

important in the design of stable channels. Additionally, the influence 

of the mean velocity distribution and secondary current has been sug­

gested to be significant in determining the spatial distribution of the 

boundary shear stress (18). The nonuniform spatial distribution of mean 

boundary shear stress and the stochastic nature of the instantaneous 

values creates a very complex turbulent structure near the wall boundary. 

The relation of the mean and instantaneous boundary shear stress is 

important if one is to understand open channel flow processes. 

Prediction of spatial distribution of mean boundary shear stress 

has relied on mathematical formulations and semi-empirical relationships. 

The models are derived from the assumption that local boundary shear 

stress is expressible in terms of a postulated velocity distribution in 

the channel cross section, or by analogy to laminar flow. The influence 

of channel bank resistance, secondary current and the turbulent 
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characteristics of the instantaneous component of shear stress are 

neglected. Due to a lack of systematic quantitative and qualitative 

information on the spatial and time variation of the tractive forces in 

channels, the available design of stability criterion is reduced to 

empirical relationships and trial and error. This conventional deter­

ministic approach to stable channel design, taking parameters as exact 

known values, attempts to cope with uncertainty by means of an overall 

stability criterion. However, the implied sense of stability associated 

with a stability criterion may be false, due to the randomness of the 

tractive force. Despite immense interest in boundary shear stress 

processes, no systematic information is available that describes the 

instantaneous boundary shear stress in terms of its spatial and time 

distributions. The effects of channel geometry and hydraulic condition 

on these distributions is inadequate for design purposes. 

1.3 Scope of Work 

Lack of systematic, consistent and complete experimental data has 

hindered development of a more comprehensive understanding of free 

surface turbulent flows. The complexity of the turbulent boundary shear 

stress process makes direct mathematical formulation extremely difficult. 

By investigating the spatial and time distribution of the boundary shear 

stress through a series of systematic experiments, an improved under­

standing of processes that are involved can be achieved. To study the 

problem experimentally requires simplifications. Before investigating 

alluvial channel systems, where sediment transport processes are impor­

tant, a thorough understanding of boundary shear stress in rigid channels 

must be obtained. Rigid channel results would not be directly applicable 

to sediment transport problems; however, it is a necessary simplification 
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in a long-term research effort, where the final objective is a complete 

understanding of alluvial systems. Therefore, the experimental work of 

this project was confined to a rigid boundary system. Coupling the 

experimental effort with mathematical modeling can give new insight into 

the nature of boundary shear stress in open channel flow. 

Hot-film anemometry is a heat transfer technique for measurement of 

turbulence properties in a fluid flow field. Anemometry techniques have 

proven invaluable as research tools· for turbulence characteristics due 

to the extremely rapid response of a heated platinum element measuring 

probe placed in the flow field. Originally~ the technique was limited 

to use in air flows. However, technological improvements in the design 

of measuring probes have expanded the capabilities to allow efficient 

operation in rigid boundary water flows as well. 

Recent work at Colorado State University indicates that the 

statistical character of the boundary shear stress process can be deter­

mined by anemometry techniques using flush surface hot-film sensors (2). 

Use of this type of sensor is well suited to the measurement of the 

local boundary shear stress in steady uniform and nonuniform flows with 

smooth hydraulic boundaries. Hot-film velocity anemometer systems have 

also proven valuable for measurement of turbulent velocity. These 

techniques were used in this investigation to study the characteristics 

of turbulent boundary shear stress. A sequence of four separate but 

related experiments were conducted to determine: 1) the cross-streamwise 

variation of mean boundary shear stress in different channel shapes, 

2) the influence of nonuniform flow conditions on the streamwise boundary 

shear stress distribution, 3) the characteristics of turbulent velocity 

fluctuations, and 4) the relationship of the turbulent velocity and 
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boundary shear stress processes and the influence of secondary current 

on the spatial distribution of mean boundary shear stress. 

The cross-streamwise variation of boundary shear stress was studied 

using one rectangular and three trapezoidal cross sections. The trape­

zoidal sections had side slopes of 0:1, 0.5:1, 1:1 and 2:1 (x:y refers 

to horizontal:vertical). Flow conditions for 15 Reynolds numbers in the 

range of 105 and 106 were studied for each of the four cross sections. 

The length dimension used in the Reynolds number was four times the 

hydraulic radius. The first four moments and the probability distribu­

tion of boundary shear stress were calculated for eight locations around 

one-half the wetted perimeter. 

Streamwise boundary shear stress distributions were studied in 

nonuniform flow conditions created by a 2.5-inch sharp crested weir 

placed in the 1:1 trapezoidal cross section. Measured mean boundary 

shear stress values for nine flow conditions were compared with analyt­

ical values computed from backwater calculations. 

Characteristics of the turbulent velocity fluctuations were 

investigated for nine flow conditions. Statistical analysis on the 

longitudinal and vertical components of velocity fluctuation was per­

formed at eight relative depth locations. A mathematical model to 

predict the velocity fluctuation characteristics as a function of 

relative depth was developed and calibrated with the experimental data. 

Relationships between turbulent velocity fluctuations and turbulent 

boundary shear stress fluctuations were examined for nine flow conditions. 

Correlation coefficients were evaluated between the boundary shear stress 

fluctuations, and the velocity fluctuations occurring at a given distance 

from the wall. Relative depths of 0.1 to 0.8 provided correlation 
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coefficient estimates for eight distances from the wall boundary. To 

examine potential relationships in the region very near the wall boundary, 

additional data were taken at relative depths ranging from 0.01 to 0.09. 

The influence of secondary current circulation on the spatial distribu­

tion of mean boundary shear stress was qualitatively evaluated by con­

sidering velocity isovels. Point mean velocity measurements over 

one-half the channel were taken for two flow conditions. For each flow 

condition the matrix of mean velocity data points were used to determine 

the mean velocity isovel patterns. 

1.4 Brief Summary and Conclusions 

Cross-streamwise distribution of boundary shear stress was not 

predictable using mean flow parameters; however, the maximum boundary 

shear stress was predictable. For 60 flow conditions, the average value 

of the ratio of measured maximum shear stress on the side to the theo­

retical shear stress was 0.67. The theoretical shear stress is defined 

as yySf where y is the fluid specific weight, y is the depth of 

flow and Sf is the energy slope. The average value of the ratio of the 

measured maximum shear stress on the bottom to yySf was 0.97. The 

values of the two ratios ranged from 0.44 to 1.28. Therefore, in the 

design of stable channels where the maximum tractive force is the con­

trolling factor, the use of yyS is adequate for predicting the most 

probable maximum value of boundary shear stress. The maximum relative 

shear stress (where the relative shear stress is the shear stress at a 

given point divided by the mean shear stress for the cross section) 

occurred off the channel centerline 70 percent of the time. The value 

of relative shear stress on the channel bottom was generally greater 

than 1.0 and on the channel side it was less than 1.0. For increasing 
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aspect ratio (where aspect ratio is the ratio of channel width to flow 

depth) and increasing channel side slope the range of relative shear 

stress decreased, implying the shear stress became more uniform. The 

absolute shear stress generally decreased near the corners and water 

surface, but did not go to zero. 

The root-mean-square (RMS) of the shear stress fluctuations was 

relatively constant regardless of location; however, the RMS value on 

the bottom was generally higher than the RMS on the side of the channel. 

For higher aspect ratio and higher channel side slope the RMS became 

relatively constant around the channel perimeter. The RMS increased 

with increasing Reynolds number. 

The probability density function (PDF) of the fluctuating component 

of shear stress was positively skewed. The skewness and kurtosis param­

eters indicated a similarity to the theoretical lognormal distribution. 

The chi-square and Smirnov-Kolmogorov statistics for goodness of fit 

indicated that the experimental distributions more closely followed a 

lognormal distribution. The goodness of fit improved with increasing 

Reynolds number. 

Streamwise variation of mean boundary shear stress in nonuniform 

flow was predictable using the theoritical tractive force equation. 

Measured mean boundary shear stress in gradually varied nonuniform 

flow behind a weir conpared favorably to calculated values. Using 

standard backwater computations the variation of depth and energy 

slope was evaluated and used to determine the streamwise shear stress 

distribution. Good agreement between measured data and calculated 

values occurred, providing the pressure distribution remained 

hydrostatic. The influence of a hydraulic jump in the flume 
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modified the pressure distribution and increased the shear stress at 

the locations nearest the jump. 

An analytical model for predicting turbulent velocity fluctuations 

was calibrated and tested. MOdel prediction of root-mean-square (RMS) 

values of turbulent velocity fluctuations compared excellently to 

measured data. The PDF of the velocity fluctuations near the wall were 

approximately normally distributed as compared to the approximately 

lognormally distributed shear stress fluctuations. 

Evaluation of the correlation coefficients between fluctuating 

velocity and fluctuating boundary shear stress indicated a strong 

relationship near the wall boundary. As the distance from the wall 

boundary increased the correlation coefficients steadily decreased. 

Isovels of mean velocity were used to evaluate the secondary current 

influence on the spatial distribution of mean boundary shear stress. 

Compression of the isovels generally indicated higher boundary shear 

stress. 

1.5 Objectives Identified in the Proposal and the Degree of Completion 
by the Project 

In the original proposal to the National Science Foundation 

specific objectives were outlined for the project. To evaluate the 

success of the project, the degree of completion of each of these 

objectives must be considered. 

The first and second objectives of the proposal related to the 

investigation of the spatial variation of the probabilistic distribution, 

and the statistical moments of boundary shear stress as a function of 

flow condition and channel geometry. To accomplish these objectives 

four prismatic channel cross sections were considered with 15 different 
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flow conditions., resulting in 60 experimental runs. For each 

experimental run eight locations of boundary shear stress were measured 

and a complete probabilistic analysis performed at each measuring loca­

tion. Chapter VI summarizes these results. In addition, the variation 

of the mean boundary shear stress in the nonuniform flow behind a dam 

was considered. Nine flow conditions were experimentally measured and 

results compared to analytical computations. Chapter VII presents these 

results. The degree of completion on these two objectives was 100 

percent. 

The third objective considered the influence of secondary current 

on the boundary shear stress characteristics. Two flow conditions and 

one channel cross section were used in this effort. It was apparent 

after performing the experimental work that an entirely separate inves­

tigation should be conducted to thoroughly document the complex inter­

actions of secondary flow and boundary shear stress. As much time could 

have been spent on this objective as was spent on the rest of the project 

all together. The work completed indicated some basic trends and 

relationships (Chapter IX), but the influence of geometric shape and a 

wide range of hydraulic flow conditions remains unknown. The degree of 

completion on this objective was 50 percent. 

The fourth objective evaluated the relationship of the hydraulic 

and geometric conditions to the probability distribution parameters. 

The large amount of data resulting from objectives 1 and 2 made this a 

simple task. Chapter VI details the results. The degree of completion 

on this objective was 100 percent. 

The fifth objective was to "study the interrelationship of the 

turbulent velocity structure to the shear stress process." A 
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mathematical model was calibrated and tested that predicts the turbulent 

intensity of the velocity fluctuations. The model prediction was com­

pared to experimental data with excellent results. Chapter VIII outlines 

the model formulation, calibration and testing. The correlation of the 

turbulent velocity fluctuations with the turbulent boundary shear stress 

fluctuations was thoroughly evaluated. Chapter IX presents the results 

and describes the decreasing correlation with increasing distance from 

the wall. The degree of completion on this objective was 100 percent. 

The final objective was to relate the results of the investigation 

to open channel flow problems. An initial step towards this objective 

was to consider the theoretical background of boundary shear stress 

relationships, and to review previous investigations of boundary shear 

stress processes that are available in the literature. Chapters II and 

III summarize the pertinent information, respectively. As explained 

previously, the results of this investigation are not directly applicable 

to alluvial channel hydraulics problems; however, the investigation has 

verified some of the relationships used in stable channel design. The 

most significant contribution to river mechanics due to this investigation 

result from the basic research that was involved. A framework has been 

developed to continue specific investigations contributing to a long-

term research effort of alluvial river systems. The complexity of 

alluvial river mechanics requires this step-by-step approach, especially 

when the influences of turbulence are considered. The answers to diffi­

cult questions relating to sediment transport processes will not be 

apparent from any one investigation; only from the combined experience 

of many research efforts will the answers become known. The contribu­

tions of this investigation to the scientific community have been made 
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available in papers presented at two international conferences and in 

an additional six papers presented to the American Society of Civil 

Engineers (ASCE) for possible publication. These publications are: 

1. "Modeling of Turbulent Intensity in Open Channel Flows," paper 

presented at the International Conference on Numerical Methods in 

Laminar and Turbulent Flow, held at the University College of 

Swansea, Wales, on July 18-21, 1978. 

2. "Prediction of Turbulent Intensity in Open Channel Flows," paper 

presented to the XVIIIth International Congress of the International 

Association for Hydraulic Research, Italy, 1979. 

3. "Tractive Force Variation in a Backwater Area," technical note 

submitted to ASCE, Journal of the Hydraulics Division, for possible 

publication, May, 1979. 

4. "Tractive Force Variation in Open Channel Flow," paper submitted 

to ASCE, Journal of the Hydraulics Division, for possible publica­

tion, September, 1979. 

5. "Turbulence Prediction in Open Channel Flow," paper submitted to 

ASCE, Journal of the Hydraulics Division, for possible publication, 

May, 1979. 

6. "Hot-Film Calibration with Nonlinear Response," paper submitted to 

ASCE, Journal of the Engineering Mechanics Division, for possible 

publication, May, 1979. 

7. "Calibration Facility for Flush Mount Hot-Films," technical note 

submitted for possible publication to ASCE, Journal of the 

Engineering Mechanics Division, April, 1979. 
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8. "Turbulent Velocity and Boundary Shear Stress Relationships," 

technical note presented to ASCE, Journal of the Hydraulics 

Division for possible publication, September, 1979. 

The degree of completion of this objective was 100 percent. 

The overall success of the project was excellent. Completion of 

project objectives was extremely good. Additionally, several extra 

benefits are available as a result of the research. Specifically, a 

new calibration facility was designed and tested for hot-film boundary 

shear stress probes, and a complete computer package for real-time data 

acquisition and analysis was developed. Both of these factors will 

make further research increasingly more efficient and effective. 



II. THEORETICAL REVIEW 

2.1 General 

A brief review of boundary layer concepts relating to shear stress 

at the wall and smooth boundary velocity relations are given to provide a 

framework for further discussion. Understanding the general character­

istics of boundary shear stress and the nature of the velocity gradient 

near the wall is necessary before discussing spatial and temporal distribu­

tions of boundary shear stress in fully developed turbulent open channel 

flow. In addition, the derivation of the tractive force equation and 

the governing equations for nonuniform flow are presented. 

2.2 Boundary Layer Concepts 

The theoretical pattern of fluid motion follows the geometric shape 

of the channel boundary when viscosity is neglected. The effects of 

viscosity alter the velocity distribution by creating a no-slip condition 

at the boundary where the flow velocity is zero. Therefore, the veloc­

ity gradient has a maximum value at the wall and decreases into the 

fluid. The steepness of the velocity gradient very near the wall implies 

that the only significant viscous shear occurs within a relatively thin 

layer near the wall. According to Prandtl's theory this narrow zone is 

called a boundary layer. Outside this thin layer of fluid the effects 

of viscous action are small and the flow pattern is determined by the 

geometric conditions as well as the inertia, pressure gradient, and body 

forces. 

The boundary layer thickness, o, is defined as the point separating 

the boundary layer from the zone of negligible viscous influence. Since 

this distance is difficult to establish, o is generally defined as the 
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distance where the velocity is within one percent of its asymptotic or 

free stream value. The relative magnitude of o varies inversely with 

the root of the Reynolds number. It has been shown analytically and 

experimentally for laminar flow that the velocity distribution is roughly 

parabolic and that (3) 

0 5 -= -~~ 
X R 1/2 

(2-1) 

X 

where x is the distance downstream from the beginning of the boundary 

layer and R 
X 

is the Reynolds number based on x. 

For the velocity distribution to remain parabolic as the boundary 

layer thickness increases, the velocity gradient must decrease in mag-

nitude. The velocity gradient at the wall is the local shear stress, 

or 

dU I T (x) = 1.1(-d ) 
0 y y = 0 

(2-2) 

where T (x) is the wall shear stress at location x, U is the veloc­
o 

ity, y is the distance from the wall and 1J is the dynamic viscosity. 

If we assume that the velocity gradient very near the wall is linear, 

then 

(2-3) 

where c is a constant and u is the free stream velocity. Solving 
0 

Equation (2-1) for 0 and substituting into Equation (2-3) gives 

llCU /u x/v 
T (x) = 0 0 (2-4) 

0 Sx 
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Rearranging to more convenient terms, 

2C 
T (x) = ---

0 5/u x/v 
0 

u 2 
p 0 

2 
(2-5) 

where v is the kinematic viscosity and p is the fluid density. 

Therefore, the intensity of shear at the boundary decreases with x as 

the boundary layer develops. Defining the local drag coefficient as 

2C 
c =---

f 5fU x/v 
0 

and substituting the drag coefficient into Equation (2-5) gives 

-r (x) 
0 

U 
2 

p 0 
= cf -2-

(2-6) 

(2-7) 

The coefficient 2/5 C has been shown both analytically and experimentally 

to be 0.664 in laminar flow. Therefore, the laminar flow local drag 

coefficient is 

0.664 c = -":'"'"':"=-
f R 1/2 

(2-8) 

X 

Integrating Equation (2-7) gives the total drag exerted by the 

fluid on either side of a plate of width B and length L. The result-

ing equation is 

u 2 
p 0 

F = cfBL - 2-

where cf is a mean drag coefficient. 

(2-9) 

As the Reynolds number increases, a transition from a laminar to a 

turbulent boundary layer occurs. When the retarded flow of the boundary 
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layer becomes unstable, more fluid mixing occurs as turbulence reaches 

further out into the main stream. The velocity distribution becomes more 

uniform throughout a greater part of the layer, while producing a very 

large velocity gradient near the wall. For turbulent boundary layers 

it can be shown that 

0.059 
cf = R 1/5 

X 

where R is less than 107. 
X 

2.3 Smooth Boundary Velocity Relations 

(2-10) 

Turbulent boundary layers are composed of zones of different types 

of flow due to viscosity effects. Therefore, no single relationship 

can be developed to predict the mean velocity magnitude throughout the 

boundary layer. Three basic zones and two velocity relations have been 

developed to describe the continuous mean velocity profile. The law of 

the wall applies to the zone close to the wall and the velocity defect 

law applies to the outer regions of flow. 

In the laminar sublayer, molecular viscosity has a dominant effect 

on the velocity profile and turbulence. The velocity gradient is nearly 

linear and the shear stress away from the wall is assumed constant and 

equal to the shear at the wall, 

T ~ T = 11 dU I - 1..1. u 
0 dy y = 0 - y 

(2-11) 

For smooth boundaries the law of the wall describing the velocity 

profile is then 

u 
-= (2-12) 
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is the shear velocity equal to ~ 
p 

(or viscous) sublayer, o', as the thickness of 

4v 4v o' =- = ---
u* u/cf/2 

Defining the laminar 
U*Y 

y at -- = 4, then 
" 

(2-13) 

2 
Since T

0 
= cfp~ (Equation 2-7) the viscous sublayer thickness decreases 

as the shear stress increases. 

For the outer regions of flow, a logarithmic velocity relation can 

be derived from Prandtl-von Karman boundary layer theory. For smooth 

boundaries in the transitional zone, or buffer zone, the equation takes 

the form 

u 2 3 u*y 
-·- log(--) + Constant 

K V 
(2-14) 

where K is the von Karman constant and U is the mean velocity. For 

the logarithmic zone, the Reynolds stresses dominate the molecular 

viscous stresses to produce the velocity profile. A velocity-defect 

law of the form 

(2-15) 

is observed to be characteristic of the region. A logarithmic relation 

for the function g is obtained by assuming Equation (2-14) will give 

U = U at y = o. Then, by subtracting 

u - u 2 · 3 log(l.) + Constant 
K 0 (2-16) 

where a different constant results. A velocity-defect relation can be 

developed to describe the buffer zone defined by Equation (2-14). 

Therefore, two equations in the form of the law of the wall and the 

velocity-defect law can be defined with the proper constants to describe 
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the entire velocity profile over a smooth boundary. These equations 

seem to be universal in that they apply over a wide range of Reynolds 

numbers (4). 

2.4 Tractive Force Equation 

The theoretical equation relating the tractive force, or boundary 

shear stress, to the flow depth and a characteristic slope can be derived 

by a force balance approach (5). Consider the channel section shown in 

Figure 2-1 with the small element of dimensions y, Ax and Ab. Due 

to the net hydrostatic thrust on the element there is a small horizontal 

force acting that is taken as positive in the downstream direction. 

Assuming the slopes are small and the pressure distribution hydrostatic, 

the pressure difference along any horizontal line drawn longitudinally 

through the element has a magnitude of yAh where Ah is the differ-

ence in water surface elevation from the upstream to the downstream face 

of the element. If Ah/y and Az/y are small, the total hydrostatic 

thrust is -yyAbAh. The summation of this force over the whole section 

is -yAAh where A is the cross-sectional area. This force is the 

effective component of the gravity force acting on the fluid element. 

The gravity component is resisted by a shear force equal to 

T PAx where P 
0 

is the wetted perimeter and T 
0 

is the mean longitu-

dinal shear stress acting over this perimeter. The two forces resulting 

from gravity and shear stress can be considered parallel with the 

assumption of small bed slope. Therefore, the net force in the direc-

tion of flow is 

(-yAAh - T PAx) • 
0 

(2-17) 
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h y y+~h 

Longitudinal Section 

Cross Section 

Figure 2-1. Definition sketch of channel section for development of 
tractive force equation. 
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For uniform flow the channel slope, cross section, flow depth and mean 

velocity remain constant. There is no acceleration and the net force 

on the element is zero. Solving Equation (2-17) for T 
0 

the tractive 

force equation is 

T = yRS 
0 0 

where R = A/P is the hydraulic radius and s 
0 

(2-18) 

is the bed slope, 

-dz/dx, which equals the water surface slope -dh/dx for uniform flow. 

For the case of nonuniform flow the velocity is not constant and 

the net force is no longer zero due to acceleration or deceleration. 

Considering steady flow, the only acceleration is convective and equal 

dU to Udx . The net force given by Equation (2-17) applies to a mass 

pAAx and the equation of motion becomes 

dU -yAAh - T P£\x = pMx (IJ,:;..:::-) o -dx· 

Solving for 

T 
0 

T 
0 

the tractive force equation is 

= -yR (dh + !!. dU) 
dx g dx 

d u2 
= -YR- (h + -) 

dx 2g 

=yRS 
f 

(2-19) 

2 
where H is the total energy (h + ~g) and Sf = -dH/dx is defined as 

the total energy slope. 

In general the tractive force equation can be written as 

T = yRS 
0 

(2-20) 

provided the slope S is properly defined. For uniform flow the bed 

slope, water surface slope and total energy slepe are all equal so 

Equation (2-18) is a special case of (2-19) when s = s . 
0 f 
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2.5 Governing Equations for Nonuniform Flow Computations 

Determining the gradual variation of depth that takes place in a 

channel when the flow is nonuniform is based on the integration of the 

equation of motion (5). Newton's second law, F = ma, defines the force 

required to accelerate the mass m, at a rate a, as being the product 

ma. In applying this equation to fluid flow, consideration must be given 

to a continuous mass of moving fluid rather than a discrete single body. 

Considering force as the net impressed force, Newton's second law 

can be stated as 

EF = ma (2-21) 

where ~F is the difference between the total impressed force and any 

force such as friction or viscous drag that resists the motion of the 

body. Applying Equation (2-21) to a single fluid element (Figure 2-2) 

having unit thickness at right angles to the plane of the paper, only 

two kinds of impressed forces can exist. Using s to indicate any 

chosen direction, the force due to a pressure gradient would be expressed 

as 

-(ap/as) 8s8n (2-22) 

and the force due to the weight of the element would be expressed as 

(y8s8n) sine (2-23) 

where 8n is the width of the element, 8s is the length (in the chosen 

direction) of the element, p is the pressure, y is the specific weight 

of fluid, and 8 is the orientation with respect to the horizontal 

direction. Equation (2-23) can also be expressed as 

-(y8s8n) az/as (2-24) 
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IJ 

Horizontal 

Figure 2-2. Definition sketch for development of nonuniform flow 
equations. 
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where z is the vertical height above a datum. If p is the mass 

density of the fluid then 

rna = (pAsl\n) a s 
(2-25) 

where a is the fluid acceleration in the s direction. Substituting 
s 

Equations (2-22), (2-24) and (2-25) into Equation (2-21) gives 

a as (p + yz) + pas = 0 (2-26) 

which is the Euler equation. 

In a moving fluid velocity can vary with time and position. When 

the flow is irrotational the acceleration term a can be defined as s 

where the two terms are named convective and local acceleration, 

respectively. Considering steady flow where the local acceleration is 

zero, Equation (2-26) becomes 

a au as (p + yz) + p~ = 0 

which can be integrated directly to 

1 2 p + yz + - pU = Constant, H (total energy) 
2 

(2-28) 

(2-29) 

which is the Bernoulli equation along the streamline. For steady irro-

tational flow the equation of motion normal to the streamline is of 

exactly the same form as the equation of motion along a streamline 

(Equation (2-26)). Integration again leads to the Bernoulli equation, 

therefore, the Bernoulli expression is the same throughout the entire 

fluid, not only along individual streamlines but also across stream-

lines (6). Since the Bernoulli equation was obtained by integrating a 
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force equation with respect to distance, it is an energy equation. 

To determine the longitudinal depth variation in a nonuniform flow 

condition, the derivative with respect to x (streamwise direction) of 

the Bernoulli equation gives 

dH d u2 

dx = dx (z + Y + 2g~ = -Sf (2- 30) 

where Sf is the slope of the energy line. Rewriting Equation (2-30) 

(2-31) 

or 

dE = S - S 
dx o f 

(2-32) 

u2 
where S

0 
is the bed slope and E is the specific energy (y + 2g). 

Equation (2-32) is the form of the equation of motion commonly integrated 

to evaluate water surface profiles in nonuniform flow conditions. 



III. LITERATURE REVIEW 

3.1 General 

Literature on boundary shear stress can be categorized into the 

topics of instantaneous characteristics, spatial characteristics, ana­

lytical prediction and experimental measurement. To determine the 

extent of research in each of these topics a computer literature search 

was utilized. Data bases searched were Compendex and NTIS through 

Lockhead Information Systems. Considering the importance of boundary 

shear stress processes in open channel flows, there has been a relatively 

small amount of literature published. 

3.2 Instantaneous Characteristics of the Hydrodynamic Forces 

In open channel flow, instantaneous hydrodynamic forces at the wall 

are known to have turbulent characteristics. The instantaneous nature 

of lift and drag forces on discrete roughness elements in turbulent open 

channel flow was clearly demonstrated by Einstein and El-Sarnni (7), and 

by Cheng and Clyde (8). For hydraulically smooth boundaries, Blinco 

and Simons (9) measured the instantaneous boundary shear stress directly. 

These investigations indicated that a complete description of hydro­

dynamic forces must be done statistically. 

Einstein and El-Sarnni measured lift and drag forces on 0.225 feet 

semi-spherical balls. The drag force, or shear stress, was determined in­

directly by measuring vertical velocity distributions. The shear stress 

was determined from the Prandtl-von Karman velocity relation (Equation 

2-14) by extrapolating the velocity gradient to the wall. Only the 

mean shear stress can be determined by this method. Lift force was 

measured as a pressure difference between the top and bottom of the 

spheres. The measurement technique allowed identification of turbulent 
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fluctuations of lift. The lift force was divided into the average value 

and a random fluctuation superimposed over the average. Statistical 

analysis showed that the frequency of lift forces at the wall followed 

the normal error law. 

In a later investigation Cheng and Clyde measured fluctuations of 

lift and drag forces on an individual spherical roughness element 1.0 

feet in diameter. Direct measurements were made by a delicate system 

of semiconductor strain gages. Results indicated that lift and drag 

forces were independent of each other and that the probability distri­

butions of the fluctuations followed the normal distribution. The mean 

lift and drag forces were measured in terms of lift and drag coeffi­

cients of the form given in Equation (2-9). 

In a hydraulically smooth boundary, Blinco and Simons measured the 

instantaneous boundary shear stress with flush surface hot-film anemom­

etry. The statistical nature of the instantaneous boundary shear stress 

was fully investigated and documented for measuring locations on the 

centerline of a 20 em wide rectangular plexiglas flume. The results 

indicated that turbulent intensity (coefficient of variation) of boundary 

shear stress decreased with increasing Reynolds number. Skewness and 

kurtosis parameters (third and fourth moments) were Reynolds number 

dependent, both slightly decreasing as Reynolds number increased. The 

general trend of the higher moments indicated that the distribution 

became less skewed and more gaussian as the Reynolds number increased. 

The probability density estimates were positively skewed to the right 

and the modes were to the left of the expected values. The probability 

density functions were best fit by gamma and lognormal theoretical 

distributions. 
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3.3 Analytical Prediction of Boundary Shear Stress Distribution 

Several analytical models have been postulated for predicting the 

spatial variation of the mean value of boundary shear stress in prismatic 

channels. Most of the models are derived by assuming the boundary shear 

stress is expressible in terms of a postulated velocity distribution in 

the channel cross section or by using laminar flow analogies. In 

general, these models are in poor agreement with field observations due 

to the effects of inconsistent velocity distribution throughout the 

cross section, influence of channel bank resistance and the effects of 

secondary current circulation. Additionally, the inherent complexity 

of the instantaneous boundary shear stress at a point creates conditions 

where present analytical models can only approximately define the mag-

nitude and spatial distribution of boundary shear stress. A summary of 

current analytical models includes techniques using the Prandtl-von 

Karman logarithmic velocity relation, a power law velocity relation, 

finite difference solutions and membrane analogies. Many of these are 

analyzed in publications by Lane (1) and Leliavsky (10). 

In a 1935 publication, O'Brien and Rindlaub (11) suggested using 

the Prandtl-von Karman theory of flow near a flat surface to predict 

shear stress. Measuring velocity profiles at points perpendicular to 

the perimeter of the profile, the shear stress can be computed from 

where v1 

T = p 
0 

are velocities at distances 

(3-1) 

and from the 

boundary and c is a constant. This equation can be derived from 

Equation (2-14). 
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The Bureau of Reclamation published a report in 1952 outlining two 

analytical and one semi-analytical method for predicting boundary shear 

stress distribution (12). Mathematical solutions based on a velocity 

distribution expressed as a power function were used for rectangular 

channels with a width-depth ratio of two. Application of mathematical 

solutions for trapezoidal channels was not feasible; however, a semi-

analytical method using a membrane analogy was successful. Solutions 

were also made by finite difference techniques. Results indicated that 

for trapezoidal channels of width-depth ratio less than 8, the maximum 

shear on the bottom was close to the theoretical shear, yyS , and on the 
0 

sides the maximum was 0.76 yyS . For all channel shapes, the shear 
0 

stress at the corners and at the surface was zero. 

Replogle and Chow (13) developed a semi-analytical approach that 

reduced prediction of tractive force distribution to a solution laminar-

flow-type equation. The solution was the sum of assumed laminar veloc-

ity distributions for natural channels and laminar shear distributions. 

Solutions were obtained by finite-difference methods using a computer. 

Constants were evaluated experimentally in a circular conduit flowing 

part full by a comparison of measured tractive force distributions with 

computer generated distributions. Results showed the maximum tractive 

force occurred off center at a displacement approximately ten percent 

of the wetted perimeter. Distributions were independent of Reynolds 

and Froude numbers in the turbulent flow range, but were a function of 

the depth-to-top-width ratio (d/T). For shallow channels (d/T < 0.3) 

the effects of free surface and secondary currents were negligible and 

the turbulent flow tractive force distribution was similar to laminar 
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flow. The values of tractive force near the surface decreased, but did 

not go to zero. 

3.4 Boundary Shear Stress Distribution from Experimental Data 

Several investigators have reported measuring the shear stress 

distribution around the channel perimeter for both laboratory flumes and 

natural streambeds. The techniques used included indirect measurement 

by application of Prandtl-von Karman turbulent flow theory (Equation 3-1) 

and direct measurement using Preston tubes and hot-film anemometry. 

Boundary shear stress measurements for a straight reach approaching 

a bend in a trapezoidal channel are reported by Ippen and Drinker (14). 

Local shear stresses were measured by Preston-type devices for width­

depth ratios of 7 to 12. Results indicated that the boundary shear 

stress patterns could not be predicted quantitatively from the mean 

hydraulic flow characteristics. Four flow conditions gave values of 

relative shear stress (T/T) near the centerline ranging from 0.85 to 1.6, 

with a wide degree of scatter within each flow condition. The general 

trend showed relative shear values of 1.1 near the centerline, increasing 

to approximately 1.2 toward each side before slightly decreasing near 

the corners. 

Shear stress distribution relationships to Froude number were given 

by Davidian and Cahal (15). Two width-depth ratios (2.25 and 3.60) were 

studied using Preston tube measurements in a smooth rectangular flume. 

As the Froude number increased over a range of 0.1 to 1.5, the ratio of 

maximum wall shear to average wall shear decreased from 1.3 to approxi­

mately 1.0, the ratio of average bed shear to average total cross­

sectional shear decreased from 1.2 to approximately 1.0, and the ratio 

of average wall shear to average bed shear increased from 0.7 to 
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approximately unity. Shear distributions became more uniform with 

increasing Froude number, implying that a shift in aspect ratio {width-

depth ratio) towards two-dimensional flow produces more uniform shear 

at the boundary. 

Preston tube measurements in smooth rectangular channels with 

aspect ratios of 0.83 to 20.28 are reported by Rajaratnam and 

Muralidhur (16). For the centerline shear stress to equal the theoret-

ical yyS , the aspect ratio had to be greater than 15. Relative shear 
0 

values ranged from 0.3 to 1.15 for Froude numbers of 1.1 to 2.4. The 

ratio of maximum side shear stress to maximum bed shear stress varied 

with aspect ratio and Reynolds number. Similar to the results of 

Davidian and Cahal, the bed shear stress was observed to be more uniform 

as aspect ratio increased. 

Tractive force variation in smooth rectangular channels, based on 

analytical laminar flow calculations and experimental measurements, 

were presented by Kartha and Leutheusser (17). Preston tube measure-

ments of boundary shear stress for aspect ratios of 1 to 12.5 were 

studied. Results indicate that maximum relative shear stress values of 

1.3 along the channel side occur at an aspect ratio of 1, and maximum 

relative shear stress values of 1.6 along the channel bottom occur for 

an aspect ratio of 3. Maximum shear stress on the channel bottom always 

occurred on the centerline for analytical computations using laminar 

flow theory, while for turbulent flows of small aspect ratio, the 

experimentally measured maximum was off center. For laminar flow cal-

culations and turbulent flow measurements, the shear stress appeared to 

approach zero near the corners of the cross section. Near the water 
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surface only the measured turbulent shear stress approached zero; in 

laminar flow calculations the maximum shear stress occurred at the 

surface. 

Distribution of boundary shear stress in cobble bed rivers was 

reported in 1977 by Bathurst (18). Boundary shear stress was indirectly 

determined using vertical velocity profile measurements. In straight 

channel reaches the cross-stream distribution of shear stress was 

characterized by peaks and troughs with no distinct maximum. It is 

theorized that this resulted from multicell stress-induced secondary 

current systems that created regions of upwelling and downwelling flow. 

Uniformity of shear stress distribution was observed to increase as 

Reynolds number increased, due to decreased influence of secondary cir­

culation relative to the mean flow. It is suggested that factors in­

fluencing the shear stress distribution are purely Reynolds number 

dependent and that other influences, such as cross-sectional shape, are 

negligible when large width-depth ratios exist. 

Stochastic properties of the spatial variation of boundary shear 

stress were first presented by Wylie et al. (19). Boundary shear stress 

distributions for a smooth rectangular channel were measured using hot­

film anemometry. Measurements were taken over half the wetted perimeter 

for a single aspect ratio of 4.4. Statistical moments and probability 

density functions were computed through digital time series analysis for 

each measuring location. The coefficient of variation followed trends 

similar to relative shear stress trends reported by Kartha and 

Leutheusser (17). Skewness and kurtosis coefficients exhibited quasi­

periodic variations along the bed and sidewall with similarities in the 

fluctuations. Probability density function estimates were positively 
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skewed and fit by the theoretical two-parameter gamma distribution only 

near the corners. In the remainder of the channel, neither gamma nor 

lognormal distributions fit the measured data. 



IV. EXPERIMENTAL FACILITIES 

4.1 Flume 

Investigation of the boundary shear stress relationship to channel 

shape required design and construction of a variable geometry flume. 

Critical factors in design included the ease in changing the side slope, 

rigidity of the flume and minimization of water leakage. In order to 

meet project requirements, several alternative structures were 

considered. 

The first alternative involved using a wedge between the bottom of 

the flume and the sidewalls to maintain a trapezoidal cross section. A 

different wedge would have been necessary for each channel side slope, 

requiring that the wedge could be easily removed and replaced. Excessive 

support devices for the channel sidewalls would have been necessary 

because the wedge junction would not have been rigid. Leakage was also 

a potential problem. This design did not meet any of the design 

requirements satisfactorily. 

The second alternative involved constructing a permanent 

trapezoidal cross section based on the largest anticipated side slope 

(2:1). Styrofoam or similar filler material could then be used to 

create trapezoidal channels of steeper side slopes. A permanent struc­

ture could have been readily made watertight and rigid, however, modi­

fying the channel geometry would have been difficult. This alternative 

was considered better than the first alternative, but not flexible 

enough to meet project requirements. 

The design used involved a long continuous hinge, referred to as a 

piano hinge, to join the bottom and sidewalls. The piano hinge provided 

support without excessive bracing and was extremely flexible. Channel 
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geometry could be changed in less than one hour by adjusting the side 

supports. 

From the rectangular headbox water entered the flume through a 

transitional section as shown in Figure 4-1. Water exited the flume in 

a free-fall to the tailbox. To reduce agitation of the water, a spill­

way was later added to dampen the free-fall. 

The flume was constructed entirely of plexiglas to insure uniformity 

and to allow easy visualization of flow patterns. Plexiglas also avoids 

problems of oxidation and provides hydraulically smooth boundary condi­

tions. Plexiglas thickness of 3/4 inch was used throughout, except at 

the bottom of the channel where l-inch thick plexiglas was used. 

Plate 4-1 shows the completed flume and support system. The channel 

supports were bolted to an aluminum I-beam 48.9 em wide and 50.8 em 

tall. The I-beam supported the entire flume, including the headbox and 

tailbox. Bed slope was adjusted by a screw jack attached to the I-beam 

at the upstream end over a range of 0.000 to 0.030 with a setting 

accuracy of~ 0.0005. Plate 4-2 shows an end view of the flume with the 

tailbox, I-beam and channel support system. 

Initially, leakage was a problem between the piano hinge and 

plexiglas. Silicon sealant was used to stop the leakage; however, uni­

form application was difficult, resulting in questionable flow patterns. 

After several attempts to apply the silicon adequately, the channel was 

disassembled and a narrow strip of nylon reinforced vinyl was laid over 

the hinge. After reassembly, the vinyl served the same purpose as the 

silicon by sealing the hinge and eliminating leakage, while maintaining 

a sharp corner. The completed flume satisfied all of the requirements 
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Plate 4-1. Top view of trapezoidal channel showing support system. 
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Plate 4-2. End view of trapezoidal channel and tailbox. 
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of a variable geometry flume by providing ease and flexibility in 

channel modification, a strong rigid support system and minimum leakage. 

The flume discharge was supplied by a brass axial flow pump 

connected to a 3-speed electric motor. Water was recirculated from the 

tailbox to the headbox by a 4-inch plexiglas pipe mounted beneath the 

I-beam. The recirculating system insured consistency in water quality. 

Discharge was determined by a sharp-edged orifice mounted in the return 

pipe. Pressure loss across the orifice was measured by single-leg 

manometers. The orifice calibration was verified volumetrically before 

the project started. 

4.2 Boundary Shear Stress Calibration Facility 

The nature of this investigation required both measurement of very 

small shear stresses and detection of very small differences in shear 

stress. Over the entire range of flow conditions investigated, the mean 

2 2 shear stress was always less than 35 dynes/em • Accuracy to one dyne/em 

required a very accurate calibration flow field where the boundary shear 

stress was precisely known and repeatable to a high degree of accuracy. 

The two calibration flow fields considered were fully developed turbu-

lent pipe flow and fully developed laminar flow between two parallel 

plates. Appendix A outlines fully developed turbulent pipe flow cali-

bration and the reasons for not utilizing it in this project. The 

following paragraphs describe the laminar flow calibration facility. 

Similar to fully developed pipe flows, the wall shear stress for 

two-dimensional flow between two parallel plates is a linear function of 

the pressure gradient. This can be shown by considering fully developed 

laminar flow between two parallel walls as illustrated in Figure 4-2. 



Figure 4-2. Definition sketch for laminar flow between 
two parallel plates. 
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The velocity is at maximum at the center and zero at the walls. In the 

x-direction, the equation of motion can be written as 

0 = - ~ d2U. 
dx + ll ( --::r-2J 

dy 
(4-1) 

where p is pressure, x is longitudinal distance, lJ is the absolute 

viscosity of the fluid, U is the velocity and y is vertical distance. 

Integrating once gives 

(4-2) 

where C is a constant. Assuming the velocity distribution is parabolic 

then 

dU _ 
dy - 0 at y = 0 (4-3) 

and therefore C must be zero. Since dp/dx is a constant for fully 

developed flow and shear stress is 

dU 
T = lJ dy , (4-4) 

then 

T = (~)y (4-5) 

A flow facility generating essentially two-dimensional flow between two 

parallel plates would satisfy the assumptions of this derivation and 

provide a suitable calibration environment. Such a calibration stand 

was designed and built and is shown in Figure 4-3. It consisted of two 

plexiglas sheets spaced 0.25 inches apart. To satisfy the two-dimen-

sional flow assumption, the width of the facility was set at 28.5 inches 

giving a width-depth ratio (w/d) of 114. Width-depth ratios greater 
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Figure 4-3. Laminar flow calibrating facility for boundary shear stress probes. 
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than 100 are commonly assumed to minimize influence of the sides, 

providing essentially two-dimensional flow. To insure fully developed 

flow, the length of the facility was set at 48.0 inches giving a length­

depth ratio (L/d) of 192. Measurement of the pressure gradient later 

verified that the flow was fully developed in the calibration region 

(Figure 4-4). The calibration facility was suspended above the flume 

and the water discharged in a free-fall to the tailbox. Observation of 

the nappe under all calibration flow conditions resulted in the conclu­

sion that the calibration stand did generate laminar flow. In the 

2-foot fall to the tailbox the nappe remained laminar, never making the 

transition to turbulent flow. 

Water was supplied to the calibration stand from the tailbox so 

that calibrations were always in the same environment as experiments. 

The plates were maintained at a uniform spacing by a truss system built 

from aluminum angle. Excellent repeatability was obtained since the 

probe was easily mounted flush to the surface and the laminar flow field 

made readings stable and consistent. Pressure gradient measurements 

were made with a Pace model DP-7 pressure transducer. The calibration 

procedures for this transducer are explained in Appendix B. 

4.3 Velocity Calibration Stand 

The velocity calibration facility had to be capable of calibrating 

both one- and two-dimensional hot-film velocity probes. One-dimensional 

probes are calibrated only with respect to the magnitude of velocity. Two­

dimensional split-film probes require calibration with respect to magni­

tude and incident angle of velocity. Common methods used to calibrate 

velocity devices include pitot tubes and towing tanks, however, pitot 

tubes are insensitive to small changes of incident angle and the towing 
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method was not adaptable to the variable geometry flume. A special 

calibrating device that was sensitive to magnitude and incident angle 

had to be built to calibrate the hot-film velocity probes used in this 

project. 

The velocity calibration system consisted of a constant head tank 

that supplied a steady discharge to a cylindrical chamber with a 0.99 em 

internally rounded orifice. The jet from the orifice discharged into a 

second cylindrical tank that maintained a constant head by a free over-

flow. Water for the calibration system was pumped out of the tailbox 

and returned to the tailbox insuring the water quality in calibration 

was the same as used in data collection. Discharge through the orifice 

was controlled by a gate valve and measured by a Fisher and Porter Mass 

flow meter. Figure 4-5 illustrates the velocity calibration system. 

The centerline velocity of the jet from the orifice was computed 

from the continuity equation. Use of the continuity equation assumes 

that the velocity profile across the orifice is uniform. To determine 

the characteristics of the orifice, a one-dimensional cylindrical hot-

film velocity probe (TSI Model 1219W) was used. 

According to turbulent jet theory, the length of the potential 

core, L , is the distance from the orifice in which the centerline 
0 

velocity remains constant. For an axially symmetric jet the potential 

core length is 7d where d 
0 0 

is the jet diameter (4). However, the 

velocity profiles begin to flatten and lose similarity to a uniform 

distribution as the distance from the orifice increases. Therefore, the 

optimum calibration location is relatively close to the orifice. 

Figure 4-6 shows the measured centerline jet velocity at several flow 
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rates for the distances of interest in calibration. The centerline 

velocity is quite stable up to a distance 2d . 
0 

Velocity profiles were then taken at a distance 1.5 d 
0 

from the 

orifice to determine distribution characteristics. For the flow rates 

of interest in calibration, the velocity distribution was flat across 

the middle and approximately uniform in shape. Figure 4-7 shows the 

velocity profiles at four discharge rates. 

To calibrate split-film velocity probes a device to control the 

incident angle of velocity on the probe is required. Rotating the probe 

in the centerline of the jet simulates this effect. Figure 4-5 illus-

trated the split-film velocity probe supported in front of the orifice 

by the device for controlling the angle of incidence. 
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V. DATA COLLECTION, PROCESSING AND ANALYSIS 

5.1 Water Quality Considerations 

Water quality is critical when using in hot-film anemometry 

techniques. Control of water quality variables can reduce problems of 

voltage drift and inconsistent data. The three basic water quality 

variables of conductivity, temperature and air content account for most 

operational difficulties encountered with hot films (20) . Contaminants 

and impurities in the water represent additional sources of operational 

difficulties. To avoid these problems special precautions were taken 

with the water used in this study. 

Conductivity of ordinary tap water in the hydraulics laboratory 

is approximately 60 micro-mhos/em. For hot-film measurements it is 

necessary to minimize the conductivity of the water. Conductivity of 

18 megaohms/cm and 2 micro-mhos/em has been reported as adequate for hot­

film measurements (20,21). A Culligen Dou-Bed industrial deionization 

system was used in this investigation. Tap water conductivity was re­

duced to 4 micro-mhos/em after passing through the system, which was found 

adequate in achieving consistent data. Conductivity was measured with a 

Beckman conductivity bridge. 

Tap water for the flume was also filtered with a Culligen 

Filtr-Cleer multimedia filter. Minimum particle size removed by this 

filter was 8 microns, according to the manufacturer. The filter capacity 

of 9 gpm at 20 to 120 psi was not high enough to allow the system to be 

mounted in-line with the flume recirculation system. Therefore, all of 

the water passed through the filter-deionization system as the flume was 

filled and was then recycled in a parallel circuit with the recircula­

tion pipe as necessary. During long periods without operation the water 
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in the flume was drained and then refilled. Before filling the flume 

with the filtered and deionized water the plexiglas surfaces were 

cleaned with solvent alcohol. This eliminated dust particles and other 

airborne contaminants that had settled into the flume surfaces. To 

further control airborne particulates, the flume was isolated from the 

rest of the hydraulics lab by plastic sheets supported on a timber 

framework. This was necessary because of the amount of sand and sedi­

ment used in neighboring projects. 

A change in water temperature can significantly affect the 

hot-film calibration curve. Under some conditions a change of 5.5°F 

can result in a 100 percent error in mean velocity readings (20). 

There are two approaches to controlling this effect. The first involves 

sophisticated temperature compensating circuitry to automatically correct 

for temperature changes. The second involves maintaining a constant 

overheat resistance difference, rather than a constant overheat resis­

tance ratio, by continuously monitoring the water temperature and 

manually correcting the resistance difference for any changes. Tempera­

ture compensating circuitry for the number of probes used in this study 

was prohibitive in cost. The second approach was adopted and water 

temperature was continuously monitored by a Yellow Springs Model 42-SF 

Tele-Thermometer that detected changes of temperature to 0.5°C. If the 

water temperature changed more than 1.0°C the experiment was stopped 

and calibrations were checked. During the course of experimental work 

it was discovered that the flume water temperature was very stable and 

no problems ever developed. 

Air bubbles on hot-film probes can decrease the amount of heat 

transfer resulting in erroneous readings. Bubbles are caused by 
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hydrogenation or result by deposition from super-aerated water. To 

minimize this problem low overheat ratios for the hot-film probes were 

used and water was allowed to deaerate for 72 hours or more after fill­

ing. The amount of agitation of water during the experiments was also 

minimized. If an air bubble appeared on a probe it was removed with a 

small camel's hair brush. 

Taking the precautions discussed above to control water quality 

minimized. the amount of operational difficulties with the hot films. 

The extra time and effort required was considered beneficial to obtain­

ing quality data. 

5.2 Instrumentation 

A Thermo-Systems, Inc. (TSI) Model lOS~B constant temperature 

anemometer system was used to measure the instantaneous boundary shear 

stresses and velocities. The anemometer was a four channel system 

allowing simultaneous measurement at up to four locations. Signals were 

monitored on a Tektronic dual trace oscilloscope. Plate 5-l shows the 

anemometer, oscilloscope and other related equipment. Two data process­

ing schemes were employed requiring use of different pieces of electronic 

equipment; however, in both cases the Hewlett-Packard 1000 series mini­

computer (Appendix C) was used for data reduction and analysis. The 

two schemes differed in their method of conveying the voltage signal 

from the anemometer to the minicomputer. 

Initially, the voltage signals were recorded on a 7-track Sandborn 

FM tape recorder. The input voltage limitation to this recorder was 

+ 1.4 volts requiring the anemometer voltage to be suppressed before 

recording. This was accomplished with a Tektronix Type 127 Preamplifier 

power supply coupled with a Type 1A7 high gain differential amplifier. 
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Plate 5-l. Hot-film anemometry system. 
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Operating as an alternating current (AC) amplifier it suppressed the 

mean value and amplified only the fluctuating component of voltage. The 

fluctuating voltage signal was then amplified ten times before being 

recorded on the tape drive. Using the maximum amplification possible 

while maintaining the voltage within the input tolerance of the tape 

drive greatly increased the signal sensitivity and decreased the signal­

to-noise (S/N) ratio. To determine the mean value of the voltage signal 

a TSI MOdel 1076 true root-mean-square (RMS) voltmeter was used. After 

recording the voltage signal the tape drive was taken to the HP-1000 

minicomputer and replayed into the computer system. Data reduction 

programs were written to incorporate the amplification and mean values 

into the voltage time series before data analysis. Figure 5-l shows a 

block diagram of the major components required in collecting and 

analyzing data by this approach. 

This system was operational and is a widely used technique for 

digital data acquisition and analysis, but is a time co~suming procedure. 

Considering the massive amount of data required for this project a more 

efficient method was implemented. 

The HP-1000 minicomputer is capable of interactive input 

(Appendix C). Using a multi-wire cable from the remote data taking 

location to the minicomputer allows direct communication with the com­

puter. This eliminates recording the voltage signal on an FM tape 

recorder and replaying the analog tape into the computer. Considerable 

time savings can be achieved along with other benefits discussed in 

Appendix C. Therefore, an 18 conductor cable was installed from the 

flume location to the minicomputer allowing six data lines and a terminal 

connection to talk and receive with the minicomputer. 
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To increase sensitivity and accuracy, a suppression and 

amplification system similar to the data processing technique previously 

discussed was employed. The input voltage limitation to the minicomputer 

analog-to-digital converter (A/D) was ~ 15.00 volts. The wider input 

voltage range of the A/D converter over the FM tape recorder allowed a 

different system to suppress and amplify the voltage signal that elimi­

nated the need to independently measure the mean value of the signal 

before amplification. A four channel direct current (DC) suppression 

circuit was designed and built by the Engineering Research Center Elec­

tronics Shop. The suppression circuit was adjusted to suppress the same 

mean value for each run and the signal was then amplified by a DC ampli­

fier set at a constant amplification of 11 times. A DC amplifier does 

not automatically suppress the DC value and, therefore, the mean of the 

voltage signal did not have to be independently measured for each run. 

With this system of data acquisition and analysis, the signal was trans­

ferred directly to the minicomputer, specific data analysis was per­

formed and results were printed on a Texas Instruments Silent 700 

computer terminal located at the flume. The system was considerably 

more efficient because it eliminated the tape drive and the time lag 

involved between data acquisition and analysis. Figure 5-2 shows a 

block diagram illustrating the major components required in collecting 

and analyzing data by this method. 

A Spencer-Kennedy Laboratories (SKL) MOdel 328A variable electronic 

filter was also used to condition the signal before suppression and 

amplification. The maximum frequency of interest in hydraulic struc­

tures is approximately 250hz with a mean value around 5hz (2). There­

fore, it was assumed that any signal above 600 hz was the result of 

electronic noise and should be filtered out. 
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5.3 Hot-Film Probes and MOunting Procedures 

Boundary shear stress was measured with TSI Model 1237W flush 

surface hot-film (FSHF) probes. The 1237W probe consisted of a 0.25 mm 

long by 1.0 mm wide platinum film bonded to a quartz body. A round 

stainless steel casing enclosed the probe body and the exposed platinum 

film was coated with quartz to insulate it from the water. Figure 5-3 

illustrates the design of the probe. The probes were calibrated in the 

laminar flow facility (Section 4.2) according to the relationships in 

Appendix D. 

Operation of the 1237W probe required mounting it flush with the 

boundary of the flume. Initially, the probes were inserted through 

0.130 inch holes drilled through the plexiglass; however, it was diffi­

cult to start the probe into the hole without bumping it. When the 

probe was bumped a change occurred in the calibration creating serious 

problems in collecting accurate data. To avoid bumping the probes a 

special plexiglas mounting device was designed. The probe was first 

positioned flush in the plexiglas mount and then the mount was posi­

tioned in the flume. The two piece assembly could be easily mounted 

and remounted without disturbing the probe. This significantly increased 

probe life and the accuracy of the data. 

Measuring the shear stress distribution around the channel 

perimeter through a series of holes drilled across the bottom and up the 

side of the flume did not give satisfactory results. Unless many holes 

were drilled in the flume the measuring locations were too far apart. 

The relative depth locations of the measuring points on the sides also 

changed from one flow condition to the next, eliminating the basis for 

comparison. Therefore, traversing slide mounts were designed giving 
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an infinite range of measuring locations and allowing the same relative 

depth locations to be measured for all flow conditions. A traverse was 

also located in the bottom of the flume. The traverses were manually 

operated by turning a screw and the entire system kept leakproof with 

rubber seals. The traversing system was a timesaving method of probe 

positioning and insured quality data. 

Detailed measurements of the turbulent velocities near the wall for 

correlation analysis with simultaneous boundary shear stress measurements 

were obtained with TSI Model 1218-20W one-dimensional boundary layer 

probes. The small size of the cylindrical sensor on the 1218-20W probe 

minimizes the effects of flow interference, and the unique design for 

boundary layer applications allows measurements very near the wall 

boundary. This probe was also used to measure velocity profiles for 

secondary current analysis. The 1218-20W probe was calibrated in the 

orifice facility described in Section 4.3. Two-dimensional turbulent 

velocity components were measured with a TSI Model 1287W split-film 

probe. Due to the small size and unique design of the 1287W probe, it 

can measure velocity at locations very near the boundary. The split-film 

sensor consists of a 0.153 mm diameter, 1.01 mm long platinum film fused 

to a 2.04 mm long quartz rod. The film is split into independent sensors 

along a plane parallel to the mean flow and perpendicular to the wall. 

Similar to the 1237W boundary shear stress probes, the 1287W probe is 

coated with quartz to electrically insulate it from the water. Fig-

ure S-4 illustrates the split-film probe and its use. The split-film 

probe was calibrated in the orifice facility (Section 4.3) according to 

the relationships developed in Appendix E. 
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The velocity probes were positioned across the channel with a 

motorized traverse and vertically positioned with a depth point gage. 

Typically, the depth was set and the probe traversed across the channel 

with the motorized traverse. The system is illustrated in Figure 5-S. 

A 12-volt DC motor geared down to a low rpm powered the traverse. A 

potentiometer connected by a worm and worm gear was used to determine 

the position of the traverse, knowing the change in resistance per inch 

of travel. For measurements very close to the boundary an X-Y micro­

meter system was mounted on the depth point gage. The traverse system 

provided fast, accurate positioning for complete velocity contours or 

for velocity gradient analysis near the wall. 

5.4 Digital Data Acquisition Techniques 

When converting analog signals to digital form the sampling rate 

must be considered. Sampling at points that are too close together will 

yield highly correlated and redundant data, while sampling at points 

too far apart leads to confusion of low and high frequency components 

in the original data (22). According to sampling theory at least two 

samples per cycle are required to define a frequency component in the 

original data. The Nyquist or cutoff frequency is defined as the high­

est frequency component that can be defined for a given sampling rate 

and equals two times the maximum frequency of interest in the data. 

Previous research has shown that the maximum frequency of boundary shear 

stress processes in open channel flows is on the order of 250 hz with an 

average value of approximately 10hz (2). Therefore, the sampling rate 

for this study was chosen to be 500 samples per second. 
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After selection of the sampling rate the analog voltage signal is 

transformed into a digital time series ready for analysis. If linear 

transfer functions were used data analysis involving the higher moments 

could be performed on the digital voltage time series and only the final 

results transformed into physical units. However, the nonlinear trans-

fer functions of boundary shear stress (Appendix D) and velocity 

(Appendix E) require that the digital voltage time series be converted 

to physical units before analysis. With the transformed time series in 

physical units of boundary shear stress or velocity, the statistical 

moments and probability density functions (PDF) can be calculated on 

the computer using simple equations. 

Sequential calculation of the unbiased mean and root-mean-square 

(RMS) of the time series of N data points (where N is _large) can be 

calculated with only one pass through the data using the following 

equations: 

however, 
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therefore, 

VAR 1 I X. 2 - zx2 
+ x2 = N i 1 

(5-2) 

VAR 1 I x.z -2 = - X N i 1 

where X. represents the ith value of the time series with N total 
1 

points, X is the mean value and VAR is the variance of the time series. 

The RMS is the square root of the variance. Using Equations (5-l) and 

(S-2), the mean and RMS of the time series can be calculated simulta-

neously by summing X. 
1 

and 2 
X. • 

1 

Calculation of the PDF on a computer is a counting process. Summing 

the number of occurrences in a given interval (called a pocket or bin) 

and dividing by the total number of occurrences gives the probability 

histogram: 

N. 
1 

Pi= N" (5-3) 

where P. is the sample probability that [d. 1 < X< d.], N. is the 
1 J- - - J 1 

number of occurrences in the interval from d. 1 to d. and N is the 
J- J 

total number of data points. The probability density function is 

N.K 
1 

pj = N(b-a) (5-4) 

where K is the number of subintervals for the range a < X < b. The 

proper number of subintervals is (23) 

K = 1.87 (N - l)Z/S - 2 . (_5-5) 



65 

A standardized PDF is computed by transforming the time series according 

to 

X. - X 
1 xs. = ---

1 a 
C.S-6) 

where XS is the standardized variable, and a is the RMS. Cornputa-

tion of the first four moments of the standardized variable is then 

r xs.i 
i 1 

where Xi is the ith moment. 

(5-7) 

Testing the hypothesis that the experimental distribution follows 

a theoretical distribution can be done with chi-square or Smirnov-

Kolrnogorov statistics. The chi-square statistic is based on the aver-

aged cumulative difference between the two distributions, while the 

Smirnov-Kolmogorov is based on the maximum difference between the two 

distributions. The chi-square statistic is computed digitally on a 

computer by the formula 

K 

L 
J=l 

(N. - F.) 
2 

] J 
F. 

J 
(5-8) 

where F. is the expected frequency in the interval of the theoretical 
J 

distribution. The Smirnov-Kolmogorov statistic is computed as 

6 = MAXICD(X) - P(x)l (5-9) 

where 6 is the maximum absolute difference between the theoretical 

cumulative density function, CD(X), and the experimental density 

function, P(x). The number of degrees of freedom for the statistics 

equals the number of windows or bins (subintervals) minus 3. One degree 
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of freedom is lost because of the requirement that the summation of the 

probability, P., must be equal to one. The additional two degrees of 
1 

freedom are lost since the population mean and standard deviation are 

estimated from the sample data. 

The two theoretical distributions to which experimental data are 

commonly tested for goodness of fit are the normal and lognormal dis-

tributions. An error function approximation for the theoretical normal 

distribution is commonly assumed in digital data analysis (23). Rather 

than defining a lognormal distribution for goodness of fit testing, the 

log values of the experimental data are tested against the normal dis-

tribution. This eliminates defining two theoretical distributions in 

the computer programs while still allowing goodness of fit testing to 

the two distributions. Proper use of this technique requires redefining 

the standardized variable to 

log(X.) - x1 xsi = __ ....;1.;.;.._ __ o...:gi!C. 
0 log 

(S-10) 

where and o10g are the mean and standard deviation of the log 

data, respectively. 



VI. RESULTS OF BOUNDARY SHEAR STRESS VARIATION 
IN DIFFERENT GEOMETRIC SHAPE 

6.1 General 

The variation of boundary shear stress in the cross streamwise 

direction was investigated in four trapezoidal channel cross sections. 

Side slope ratios of 2:1, 1:1, 0.5:1 and 0:1 (where x:y refers to 

horizontal:vertical) were used in the variable geometry flume previously 

discussed. Fifteen hydraulic flow conditions consisting of five dis-

charges and three slopes were studied for each trapezoidal cross 

section, resulting in a total of 60 experimental conditions. For each 

experiment eight locations of boundary shear stress were measured using 

TSI Model 1237W FSHF sensors. Measurements were taken on one-half of 

the channel bottom at four evenly spaced locations and also on the 

channel side at the 0.2, 0.4, 0.6 and 0.8 relative depths (y./h). 
1 

6.2 Basic Hydraulic Data and Experimental Accuracy 

A summary of the hydraulic flow conditions for the 60 experimental 

runs is presented in Table 6-1. A complete listing of the boundary shear 

stress data is provided in Appendix F. Different hydraulic and geometric 

flow conditions are identified in these tables by a four digit experiment 

number. The first digit identifies the measuring location. Locations 1, 

3, 5, and 7 were on the channel bottom with location 1 on the centerline. 

The centerline value is reported thoughout Table 6-1. Locations 2, 4, 6 

and 8 refer to relative depths, y/h, of 0.2, 0.4, 0.6 and 0.8. A defini-

tion sketch of measuring locations is given in Figure 6-1. The second 

digit identifies the geometric side slope of the trapezoidal channels. The 

values 0,5,1 and 2 refer to side slope ratios of 0:1, 0.5:1, 1:1 and 2:1. 

The final two digits of the experiment number identify the hydraulic 

flow condition according to Table 6-2. 



Table 6-1. Hydraulic flow conditions. 

Experiment Discharge Depth Hydraulic Aspect Reynolds Froude Measured ~ yyS 
Number (cm3/s) Bed Slope (em) Radius (em) Ratio Number Number (dynes/em ) dyncs/cm2 

1001 2832 0.001 3. 72 2.73 5.51 4.11 X 104 0.62 5.7 3.6 

1002 2832 0.003 2.80 2.20 7.32 4.41 0.94 8.5 8.2 

1003 2832 0.006 2.19 1.80 9.36 4.62 1.36 17.8 12.9 

1004 5663 0.001 5.64 3.64 3.64 7.24 0.66 10.3 5.5 

1005 5663 0.003 4.45 3.10 4.61 7.82 0.94 13.4 13.1 

1006 5663 0.006 3.47 2.59 5.91 8 .. 38 1.36 22.6 20.4 

1007 8495 0.001 7.25 4.25 2.83 9.86 0.68 10.4 7.1 0\ 
00 

1008 8495 0.003 6.49 4.00 3.16 10.30 0.80 15.8 19.1 

1009 8495 0.006 4.39 3.07 4.67 11.78 1.45 19.0 25.8 

1010 11327 0.001 8.44 4.63 2.43 12.30 0.72 8.9 8.3 

1011 11327 0.003 6.89 4.12 2.97 13.46 0.98 21.5 20.3 

1012 11327 0.006 5.39 3.53 3.80 14.70 1.41 28.6 31.7 

1013 14158 0.001 9.60 4.96 2.13 14.48 0.74 11.7 9.4 

1014 14158 0.003 8.35 4.60 2.45 15.46 0.91 18.0 24.6 

1015 14158 0.006 6.34 3.92 3.23 17.33 1.38 33.6 37.3 



Table 6-1 (continued) 

Experiment Discharge Depth Hydraulic Aspect Reynolds Frouue Measured T yyS 
Number (cm3/s) Bed Slope (em) Radius (em) Ratio Number Number (dynes/cm2) dyncs/cm2 

1501 2832 0.001 3.63 2.83 5.65 4.02 X 104 0.59 5.7 3.6 

1502 2832 0.003 2.93 2.38 7.00 4.25 0.82 9.3 8.6 

1503 2832 0.006 2.19 1.86 9.36 4.53 1.29 19.0 12.9 

1504 5663 0.001 5.24 3.76 3.91 7.14 0.65 8.0 5.1 

1505 5663 0.003 4.27 3.22 4.80 7.66 0.91 11.3 12.6 

1506 5663 0.006 3.29 2.61 6.23 8.26 1.37 22.5 19.4 

1507 8495 0.001 6.80 4.55 3.01 9.66 0.64 7.3 6.7 0'\ 
\0 

1508 8495 0.003 5.24 3.76 3.91 10.71 0.98 14.3 15.4 

1509 8495 0.006 4.18 3.16 4.90 11.56 1.40 25.0 24.6 

1510 11327 0.001 7.80 5.02 2.63 12.12 0.68 11.0 7.6 

1511 11327 0.003 5.70 4.00 3.60 13.83 1.14 18.0 16.8 

1512 11327 0.006 4.75 3.49 4.32 14.78 1.53 28.2 28.0 

1513 14158 0.001 8.96 5.52 2.29 14.18 0.67 u.s 8.8 

1514 14158 0.003 7.35 4.81 2.79 15.67 {).94 21.4 21.6 

1515 14158 0.006 5.85 4.08 3,50 17.12 1.36 30.1 34.4 



Table 6-1 (continued) 

&aperiMRt ~:t;:r Depdl ltpdralie Aspect ..,_14• PrGU41e -. ..... ~ Tl'S 
Number Bed Slope {em) Radius (ca) Ratio Number Nwnber (dynes/cm2) dynes/cm2 

lJOl 2832 0.001 3.38 2.68 6,06 3,82 X 104 0.61 4.3 3.3 

1102 2832 0.003 2.59 2.15 7.92 4.13 0.94 8.2 7.6 

1103 2832 0.006 2.07 1.77 9.90 4.36 1.34 12.9 12.2 

1104 5663 0.001 4.91 3.63 4.17 6.69 0.65 8.3 4.8 

1105 5663 0.003 3.93 3.04 5.22 7.27 0.95 12.8 11.6 

1106 5663 0.006 3.14 2.53 6.53 7.83 1.37 22.0 18.4 

1107 8495 0.001 6.25 4.38 3.28 9.04 0.65 10.4 6.1 ...... 
0 

1108 8495 0.003 4.97 3.66 4.13 9.98 0.96 13.2 14.6 

1109 8495 0.006 3.87 3.00 5.30 10.97 1.46 26.7 22.8 

1110 11327 0.001 7.34 4.95 2.79 11.15 0.65 10.0 7.2 

1111 11327 0.003 5.76 4.11 3.56 12.50 1.00 16.0 16.9 

1112 11327 0.006 4.42 3.34 4.64 13.94 1.56 25.5 26.0 

1113 14158 0.001 8.11 5.34 2.53 13.24 0.68 11.0 8.0 

1114 14158 0.003 6.71 4.62 3.05 14.56 0.96 22.2 19.7 

1115 14158 0.006 5.36 3.89 3.82 16.12 1.41 33.6 31.5 



Table 6-1 (continued) 

Bxperilaent Di~p Depth H,.rav11c Aspoet Royool&s PI'OU4ie Meuuredc:J y,s 
Nullber ( /s) Beet Slope (ca) a.diu ( ca) Ratio ~r Multber {dynes/ ) dynes/Cll2 

1201 2832 0.001 3.20 2.47 6.41 3.3 X 104 0.59 4.1 3.1 

1202 2832 0.003 2.41 1.95 8.!.1 3.68 0.95 7.0 7.1 

1203 2832 0.006 1.92 1.61 10.68 3.95 1.40 u.s 11.3 

1204 5663 0.001 4.69 3.80 4.37 5.55 0.60 6.6 4.6 

1205 5663 0.003 3.35 2.57 6.12 6.48 1.08 11.2 9.9 

1206 5663 0.006 2.80 2.21 7.32 6.96 1.49 16.9 16.5 

1207 8495 0.001 5.49 3.84 3.73 7.66 0.67 9.1 5.4 ....... ..... 
l208 8495 0.003 4.15 3.06 4.94 8.83 1.11 15.0 12.2 

1209 8495 0.006 3.54 2.69 5.79 9.49 1.48 22.2 20.8 

1210 11327 0.001 6.43 4.36 3.19 9.34 0.66 8.5 6.3 

1211 11327 0.003 5.12 3.63 4.00 10.60 1.01 15.1 15.1 

1212 11327 0.006 4.30 3.15 4.77 11.58 1.39 18.3 25.3 

1213 14158 0.001 7.39 4.87 2.77 10.74 0.64 8.0 7.25 

1214 14158 0.003 5.49 3.84 3.73 12.76 1.12 14.4 16.2 

1215 14158 0.006 4.72 3.40 4.34 13.82 1.47 25.5 27.8 



7 5 3 

Centerline 

Figure 6-1. Definition sketch showing location numbers for boundary shear stress measurement. 
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Table 6-2. Hydraulic flow condition identification numbers. 

Discharge 
Number cm3/s Bed Slope 

01 2832 0.001 

02 2832 0.003 

03 2832 0.006 

04 5663 0.001 

OS 5663 0.003 

06 5663 0.006 

07 8495 0.001 

08 8495 0.003 

09 8495 0.006 

10 11327 0.001 

11 11327 0.003 

12 11327 0.006 

13 14158 0.001 

14 14158 0.003 

15 14158 0.006 
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5 5 The Reynolds number range was from 3.30 x 10 to 1.73 x 10 and 

the Froude number range was from 0.59 to 1.48. The length dimension in 

the Reynolds number was 4R, where R is the hydraulic radius. Aspect 

ratios (width to depth ratios) were all less than 11. 

To evaluate the accuracy of the experimental data the measured 

centerline boundary shear stress was compared to the theoretical value, 

yyS. Use of the depth, y, rather than the hydraulic radius, R, as 

derived in Equation (2-20), results from considering a point value 

(centerline) rather than the mean value. The primary difficulty in 

using yyS is the evaluation of the energy slope. When the flow is 

uniform the bed slope is used to estimate the energy slope. However, if 

the flow is not strictly uniform the local energy slope may not equal 

the bed slope. The accuracy of shear stress prediction using yyS 

depends on the uniform flow and parallel slope assumptions. Complicating 

the estimate of the slope term is the accuracy of the mechanical appa­

ratus controlling the flume bed slope. The difference in the upstream 

and downstream bed elevations in the variable geometry flume for a bed 

slope of 0.001 was only 0.36 inch. A ten percent accuracy in bed slope 

implies that the accuracy in bed elevation was 0.036 inch. The problems 

of evaluating the true slope in the tractive force equation makes accu-

rate determination of the theoretical boundary shear stress difficult. 

To estimate the true value of slope and to evaluate the accuracy 

of the experimental data the measured boundary shear stress values were 

initially assumed correct. An objective function was defined as the 

sum of squared differences between the theoretical shear stress, yyS, 

and the assumed correct measured data, or 

60 
OBJ = L 

i=l 

~ 2 
(yy.S - T.) 

1 1 
(6-1) 
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where T. is the assumed correct measured shear stress on the flume 
1 

centerline. To minimize the objective function. optimization of the 

slope was required. Nearly uniform flow existed for all 60 flow condi-

tions; therefore, if the optimized slope and the known bed slope were 

approximately equal, the assumption that the measured shear stress 

values were the correct values would be valid by indirect proof. If 

wide discrepancies existed in the slope calculation, the assumption that 

the measured shear stress was correct would be unreasonable. The results 

are presented in Table 6-3 and indicate that the higher values of bed 

slope were more accurate. 

Table 6-3. Bed slope optimization results. 

Assumed Bed Slope 

0.0010 

0.0030 

0.0060 

Optimized Bed Slope 

0.0014 

0.0029 

0.0060 

However, it can be concluded that on the average the measured values 

were correct. The higher discrepancy at bed slope 0.0010 could result 

from local nonuniform flow because at the lower slopes water surface 

disturbances were more pronounced. Water surface slopes that were 

measured for bed slopes of 0.0010 on the average were closer to the 

optimized slope value than the assumed bed slope. 

Using the optimized slope values, the correlation coefficient 

between yyS and the measured centerline shear stress was computed. 

The correlation values were all greater than 0.86 and indicated a strong 

relationship between the two estimates at each bed slope. Figures 6-2 

to 6-4 show yyS and the measured values plotted with the line of 
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perfect agreement (45° line). Figure 6-2 also shows the theoretical 

shear stress values (yyS) based on the assumed bed slope of 0.0010. 

6.3 Maximum Shear Stress Results 

The results of Lane (1) and Olsen and Florey (12) indicated that 

for trapezoidal channels the ratio of maximum shear stress on the side 

of the channel to yyS, and the ratio of maximum shear stress on the 

channel bottom to yyS were 0.75-0.76 and 0.97, respectively. For the 

60 experimental conditions studied, with four measuring locations on 

the side and four on the bottom, the measured data agree closely with 

these results. The average value of the ratio on the side was 0.67 

and the average value for the ratio on the bottom was 0.97. The range 

of the ratio on the side was 0.44 to 0.93 and the range of the ratio 

on the bottom was 0.65 to 1.28. The maximum relative shear stress 

showed no distinct relation to AR as illustrated by Figure 6-5. The 

maximum relative shear stress did tend to increase with increasing 

channel side slope. The analytical data of Lane (1) using membrane 

analogy, finite differences and mathematical techniques is also repro­

duced on Figure 6-5. 

Replogle and Chow (13) reported that the maximum shear stress 

occurred slightly off center for flow in circular channels. Kartha and 

Leutheusser (17) also reported the maximum relative shear stress (where 

the relative shear stress is the value of shear stress at a given point 

divided by the mean shear stress for the cross section) occurred off 

the centerline in rectangular channels. For the experimental data of 

this investigation 70 percent of the observed maximum values occurred 

off the centerline. 
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The average ratio of maximum shear stress on the side to maximum 

shear stress on the bottom is given in Table 6-4 for each side slope. 

Table 6-4. Average ratio of maximum side shear stress to maximum bottom 
shear stress. 

Side Slope Ratio 

0:1 0.64 

0.5:1 0.64 

1:1 0.75 

2:1 0.76 

The overall average for all 60 flow conditions was 0.69. 

6.4 Shear Stress Spatial Distribution Results 

The spatial distribution of relative shear stress is presented in 

Figures 6-6 to 6-13. The number for each line refers to the hydraulic 

flow condition identified in Table 6-2. Similar to the conclusions of 

Ippen and Drinker (14) the boundary &hear stress spatial patterns cannot 

be predicted quantitatively from mean flow characteristics; however, 

qualitative statements can be made. 

The general trend of relative shear stress on the channel bottom 

is greater than 1.0 and on the channel side it is less than 1.0. The 

range of relative shear stress tends to decrease as the side slope 

increases. Increasing aspect ratio and increasing side slope imply 

smaller depth of flow and a closer approximation to a hydraulically wide 

channel. In a wide channel the effects of free surface and secondary 

current on boundary shear stress distribution are less pronounced rela-

tive to the mean flow (13) and the shear stress tends to be more uniform 

under these conditions (18). 

The relative shear stress on the channel side tends to diverge 

more widely as the water surface is approached. The irregularity of 
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shear stress near the water surface is probably the result of surface 

tension and water surface instabilities. Similar to the results of 

Replogle and Chow (13) the absolute shear stress generally decreased 

near the water surface but did not go to zero. 

6.5 Root-Mean-Square Results 

The root-mean-square (RMS) of the shear stress fluctuations were 

evaluated at each measuring location. For a given flow condition the 

RMS was relatively constant regardless of location; however, the value 

of RMS on the bottom was generally higher than the RMS on the side. 

The ratio of the average RMS value on the side to the average RMS value 

on the bottom is given in Table 6-5 for each side slope. 

Table 6-5. Ratio of average RMS on side to average RMS on bottom. 

Aspect Ratio 
Side Slope Range RMS Ratio 

0:1 2.1 - 9.4 0.87 

0.5:1 2.3 - 9.4 0.81 

1:1 2.5 - 9.9 0.93 

2:1 2.8 - 10.7 1.10 

For higher side slope ratio, which implies generally higher aspect 

ratios, the RMS ratio increases. For an RMS ratio of 1.0 the turbulent 

fluctuations on the bottom and side are approximately equal. This is 

not unlikely in a hydraulically wide channel since the influence of 

channel sides diminishes with increasing aspect ratio. 

The RMS values generally increased with increasing Reynolds number. 

Figure 6-14 shows the RMS trends and indicates a relationship of 

increasing RMS with increasing Reynolds number. The power curve fit is 

also indicated on Figure 6-14. 
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6.6 Statistical Results 

For each measuring location the first four moments and the 

probability density function (PDF) were computed for the fluctuating 

component of shear stress. The experimental PDF distributions were 

tested for goodness of fit to the normal and lognormal theoretical 

distributions. To evaluate the hypothesis that the experimental dis­

tributions were statistically equal to the theoretical distributions, 

the chi-square and Smirnov-Kolmogorov (S-K) statistics were used. 

Visual inspection of the plotted PDF functions and review of the 

estimates of skewness indicated that all of the distributions were 

slightly positively skewed. This trend suggests a lognormal type of 

distribution rather than a gaussian. According to the S-K statistic 

the experimental distributions were fit to both the normal and lognormal 

distributions at the 0.05 level of significance with SO degrees of 

freedom. Inspection of the chi-square statistic shows that neither 

theoretical distribution fit (at the 0.05 level of significance) the 

experimental distributions, although the lognormal chi-square statistic 

was consistently less than the normal chi-square value. The goodness of 

fit increased with increasing Reynolds numbers. Figures 6-15 to 6-18 

illustrate four typical examples. Figures 6-15 and 6-16 are for the 

channel bottom at the centerline position in the 1:1 side slope channel 

for the hydraulic flow conditions identified by numbers 3 and 14, 

respectively. Figures 6-17 and 6-18 are for the same channel side slope 

and hydraulic flow condition, but at the 0.6 relative depth on the side. 
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Figure 6-15. PDF estimate at channel centerline for 2832 cm3/s and 
0.006 bed slope. 
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Figure 6-16. PDF estimate at channel centerline for 14158 cm3/s and 
0.003 bed slope. 
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Figure 6-17. PDF estimate at 0.6 (y/h) on channel side for 2832 cm3/s 
and 0.006 bed slope. 
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Figure 6-18. PDF estimate at 0.6 (y/h) on channel side for 14158 cm
3
/s 

and 0.003 bed slope. 
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Similar to the results of Wylie et al. (19) the skewness and 

kurtosis (third and fourth moments) showed quasi-periodic variations 

across the channel. The kurtosis defines the "peakedness" of a distri-

bution and is equal to 3 for a normal distribution. The experimental 

kurtosis data was consistently greater than 3 and the kurtosis on the 

side was consistently greater than the kurtosis on the bottom. 

6.7 Friction Factor Results 

The variation of the Darcy friction coefficient f with Reynolds 

number was investigated based on the experimental data. The shear 

velocity, u., is defined as 

(6-3) 

where T
0 

is the bed shear stress and p is the fluid density. From 

the assumption that T
0 

= yRSf, where R is the hydraulic radius and 

Sf is the energy slope, then 

u* = /gRSf • 

Combining Equation (6-4) with the Chezy equation 

u=ciRS 

where C is a dimensionless number yields 

Solving Equation (6-6) for the friction factor f 

8T 
f = 2 0 • 

u p 

(6-4) 

(6-5) 

(6-6) 

(6-7) 



The theoretical relation for f is 

f - 0.316 
- 1/4 

R 
e 

for Reynolds numbers less than 105• 
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(6-8) 

Using the value of shear stress 

from yRS
0 

and the mean velocity as determined by the continuity law, 

the experimental friction factors were compared to the theoretical 

values. Figure 6-19 illustrates the results and indicates that the 

general trend of the experimental data follows the theoretical curve. 
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Figure 6-19. Experimental and theoretical friction factor variation with Reynolds number. 



VII. BOUNDARY SHEAR STRESS RESULTS FOR NONUNIFORM FLOW 

7.1 General 

Nonuniform flow is a hydraulic condition where the flow depth, 

cross-sectional area and mean velocity vary from point to point. The 

tractive force equation derived in Chapter II (Equation (2-20)) gives 

the theoretical boundary shear stress when the slope is defined properly. 

In nonuniform flow the energy slope must be utilized to obtain the true 

boundary shear stress. To verify this experimentally measurements were 

taken in the backwater region created by a sharp crested weir. Using 

standard backwater calculations the shear stress distribution in the 

streamwise direction was determined. The values measured by hot-film 

anemometry techniques were found to agree with the calculated values. 

7.2 Experimental Conditions 

A sharp crested weir made of plexiglas with a height of 2.5 inches 

was mounted in the 1:1 side slope trapezoidal channel. The weir was 

located S feet from the downstream end of the flume. Boundary shear 

stress measuring locations were fixed on the centerline of the flume at 

3-foot intervals upstream of the weir. In addition, a single measuring 

location was positioned 0.5 feet upstream of the weir as an initial 

point for the analytical calculations. A definition sketch of the weir 

and measuring locations is shown in Figure 7-1. 

To avoid projecting the backwater surface into the headbox of the 

flume the bed slope was maintained supercritical. In this manner the 

flow was forced through a hydraulic jump several feet downstream of the 

headbox. Because the Froude number difference upstream and downstream 

of the jump was not large, the jump appeared only as a wavy unstable 
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water surface. The transition region occurred approximately 15 feet 

upstream of the weir. Table 7-1 summarizes the flow conditions. 

Table 7-1. Hydraulic conditions for nonuniform flow experiments. 

Q Critical Critical Slope 
(cm3/s) Bed Slope Depth (em) Slope Classification 

3228 0.010 2.81 0.002 Steep 

3710 0.010 3.07 0.002 Steep 

4163 0.010 3.30 0.002 Steep 

4559 0.010 3.50 0.002 Steep 

4927 0.010 3.67 0.002 Steep 

5267 0.010 3.83 0.002 Steep 

5578 0.010 3.97 0.002 Steep 

5890 0.010 4.11 0.002 Steep 

6173 0.010 4.23 0.002 Steep 

7.3 Analytical Computations 

The standard step method was used for the backwater calculations. 

This method was chosen because it allows the use of fixed distances 

along the channel at which the depth is computed. Integration of the 

equation of motion (Equation (2-32)) is based on a discrete numerical 

approximation. Water surface profile determination is a trial and error 

procedure that involves matching the total heads calculated by 1) con-

sideration of water surface elevation and velocity head at a given 

station~ and 2) consideration of total head at the last station and 

intervening head loss between stations. 

By equating the total energy at the stations on a channel, 

conservation of energy implies 
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(7 -1) 

where z is the elevation of the water surface, a is the kinetic energy 

correction factor, V is the average velocity of flow, g is the gravi-

tational acceleration, hf is the friction loss and he is the eddy 

loss. The subscripts refer to successive stations along the channel 

where i is downstream of i-1. The friction loss, hf, is 

(7-2) 

where Sf is the average of the slopes of the energy grade line at the 

two sections and f1L is the length of channel between the two sections. 

The friction slope in gradually varied flow is 

For a smooth plexiglas channel the Manning n is 0.008 (24). The value 

of head loss due to eddy formation is considered negligible in prismatic 

channels. Since the total energy head H is 

2 H = z + aV /(2g) (7-4) 

Equation (7-1) can be expressed as 

(7-5) 

The iterative solution involved matching the total energy head from 

Equation (7-4) and the value from Equation (7-5). A Hewlett-Packard 

Model 97 desk top calculator was used to perform the calculations with 

a prewritten program (25). For each location the shear stress was com-

puted using Equation (2-20) with the values of depth and energy slope 

from the backwater calculation. The depth was used instead of hydraulic 

radius because point rather than mean values were desired. 
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7.4 Results 

For all flow conditions tested the measured and calculated values 

of boundary shear stress near the weir showed excellent agreement. 

However, the measured values further upstream of the weir showed consid­

erable deviation from the calculated values. In general, the deviation 

became greater with higher discharge. Graphs of Figure 7-2 illustrate 

the measured and calculated boundary shear stress for each flow condi­

tion at four locations. The gradual increasing trend of the measured 

value over the calculated value is apparent. 

One explanation for the higher measured shear stress could be the 

influence of the hydraulic jump. Near the jump the pressure distribu­

tion is not hydrostatic, as assumed by the theory used in calculating 

backwater profiles. The hydrostatic assumption results from taking the 

derivative of the Bernoulli equation (Equation 2-30)) in the development 

of the governing equations for nonuniform flow. This would also explain 

the greater deviation with increasing discharge since at higher dis­

charge the influence of the hydraulic jump propagated further downstream. 

Typically, the jump occurred in the range of 450 to 600 em upstream of 

the weir. The surface instability associated with the hydraulic jump 

was still quite apparent at the location 274 em upstream of the weir. 

This location was the measuring position farthest from the weir and 

consistently showed the greatest deviation from the calculated value. 

Based on these measurements the use of backwater calculations to 

evaluate the longitudinal shear stress is acceptable, providing hydro­

static pressure distribution is maintained. The small trapezoidal 

channel used in this investigation only allowed consideration of rela­

tively short backwater profiles, and the influence of the hydraulic 
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stress (dotted line) as a function of location. 
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jump was significant. For larger channels or natural rivers it is 

anticipated that hydrostatic pressure would be maintained over a greater 

percentage of the backwater profile length. 



VIII. TURBULENT VELOCITY FLUCTUATION CHARACTERISTICS 

8.1 General 

Knowledge of the characteristics of turbulence is an important 

factor in many design and research projects in the fields of hydraulic, 

sanitary and chemical engineering. Turbulence affects the processes of 

sediment transport, incipient motion and solid particle settlement and 

is important in the design of hydraulically stable channels. Accurate 

prediction of diffusion and dispersion of pollutants in sanitary and 

chemical engineering requires knowledge of the turbulence intensities. 

It is generally accepted that almost all flows that are of interest to 

the engineer are turbulent. Previously, turbulence characteristics 

were obtained postori from empirical regression equation analysis of 

experimental data. Equations derived in this manner are generally 

applicable only under a given set of conditions. Clearly, an analytical 

approach that is not limited in application would be valuable. 

Due to the random nature of turbulence, a probabilistic approach to 

the problem is required. A gaussian distribution is assumed to describe 

the turbulent fluctuating velocities, and from this basic condition a 

three parameter model is derived predicting the root-mean-square (RMS) 

values of turbulence for the vertical and longitudinal directions. 

Coefficients in the model were calibrated using a wide range of 

data from smooth and rough boundary channels. Model prediction of the 

longitudinal and vertical RMS values were compared to limited experi­

mental data and good agreement existed. 
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8.2 Formulation of the RMS MOdel 

In addition to the assumption of a gaussian distribution to 

represent the turbulent fluctuating velocities, further assumptions on 

the characteristics of flow are necessary to simplify the model: 

1. The flow is steady and uniform in the ordinary sense, i.e., 

over a time period, 

2. The fluctuating velocity in the streamwise direction is the 

result of momentum transfer only in the cross-streamwise (y) 

direction. The influence in the transverse (z) direction is 

neglected, 

3. The mean flow velocity in the y direction is zero across 

the entire flow depth, and 

4. The expected magnitude of the cross-stream fluctuating 

velocity is proportional to that of the streamwise fluctuating 

velocity (26), 

i.e., (8-1) 

in which E[•] is the expected magnitude of the absolute values of 

cross-stream and streamwise fluctuating flow velocities, respectively, 

and c is a constant. This assumption is essentially that used by 

Prandtl in his well-known mixing length theory. The streamwise and 

cross-streamwise velocities are defined as u. = U. + u. and 
1 1 1 

v. = V. + v. in which u. and v. are point mean flow velocities in 
1 1 1 1 1 

the streamwise and cross-streamwise direction. 

From the basic assumption of a normal distribution for the 

fluctuating velocities, the probability density function (PDF) of the 

two random variables, cross-streamwise fluctuating velocity and stream-

wise fluctuating velocity, are (27) 
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f 1 [ - .!. ( ..!_) 2 ] I ( -oo, a:) (v) = exp 
vi(v) lfi v! 2 v! 

1 
1 

(8-2) 

and 

f = exp [- .!. ( ..!!_) 2 1 I ( -m, a:) (u) 
ui(u) l2i u! 2 u! 

1 
1 

(8-3) 

in which exp [·] = e[·]; f(•) is the probability density function; 

u! and v! is the root-mean-squares of the streamwise and cross-stream 
1 1 

fluctuating velocities, respectively, and I(•) is the indicator 

function. 

From Equations (8-2) and (8-3) the PDF of 1u.1 
1 

and lv.J 
1 

can be 

obtained and the expected values of the fluctuating components shown to 

be: 

and 

E £1V.I1 = /2 v! 
1 V;; 1 

E £1u.f] = g u! 
1 v; 1 

Comparing Equations (8-1), (8-4) and (8-5), the equation 

(8-4) 

(8-5) 

v! = c u! (8-6) 
1 1 

can be derived. The constant c is the first parameter of the model 

that will allow prediction of v! knowing u!. 
1 1 

McQuivey and Richardson 

(28) reported that c is approximately 0.5 for a rough boundary and 

0.7 for a smooth boundary, based on experimental data. 

Determination of u! must then be made. By considering the special 
1 

case of turbulent open channel flow, for which the viscous and dynamic 

forces have reached a statistically stable state, simplifications are 
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possible. The time average Navier-Stokes equation of motion for the 

x-direction gives the covariance of u. and v. as 
1 1 

du. 2 
y. 

E[U. V.] v-1--u (1 1 (8-7) = - -~ 
1 1 dy. * h 

1 

in which h is flow depth, y. is the coordinate of vertical position, 
1 

'V is kinematic viscosity, u1 is point mean flow velocity, and u. is 

the shear velocity referring to the shear stress at the channel bottom. 

To correlate the point mean velocity u. with the distance above the 
1 

channel bed y. requires a velocity distribution equation. The loga-
1 

rithm velocity profile is frequently used to describe the velocity dis-

tribution in turbulent open-channel flows and is adopted in this study. 

The relation is assumed as follows: 

(8-8) 

in which u
0 

is the average velocity of flow (the ratio of the unit­

width discharge to the total flow depth) and K is the von Karman 

universal constant. The value of K is assumed to be 0.4 for all 

computations in this paper. From Equations (8-7) and (8-8) the covari-

anoe of U. and V. can be expressed as 
1 1 

u. 2 y. 
E [V. U. ] = v - - u* ( 1 - h1~ 

1 1 KYi 
(8-9) 

By definition, the correlation coefficient p of U. and V. 
1 1 

is 

E[U.V.] E[U.V.1 E[U.V.1 
1 1 1 1 1 1 p = ----=-...;::;;... ___ = -~-=-- = -~-

/Var.[Ui1 Var[V i 1 ui_ vi cul2 (8-10) 

in which Var[ 1 is the variance of the random variable. 
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Rearranging Equation (8-10) gives 

in which E[U.V.] is defined in Equation (8-7). 
1 1 

(8-11) 

The value of p as reported by McQuivey and Richardson (28). 

Laufer (29) and Rechardt (30) indicate that up to some distance above 

the bed y*. p is constant. Beyond y* the correlation value decreases 

and drops to zero at the free surface. Therefore, 

and 

Y. 
p = r for 0 < __!_ < y 

h - * 

y. y. 
1 1 

p = Kr [1 - 11] for y* < 11 ~ 1.0 (8-12) 

in which K = ----
1 

1 and y* is the reference depth above the bed. 
-y* 

McQuivey and Richardson (28) reported values of r equal to -0.7 and 

-0.4 for flow over rough and smooth boundaries, respectively. 

8.3 Verification of the Normal Distribution Assumption for Fluctuating 
Velocities 

Verification of the RMS model required measured data of the 

longitudinal and vertical components of velocity. Hot-film anemometry 

techniques are commonly used to obtain turbulence characteristics; 

however, most of the data currently available is of the longitudinal 

component only. 

To measure the two velocity components a Thermo-Systems, Inc. (TSI) 

Model 1287W two-dimensional split-film probe was used with a TSI Model 

10538 four-channel anemometer. Measurements were taken in the 1:1 side 
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slope trapezoidal channel. Subcritical and supercritical flow conditions 

with width-depth ratios less than 10 were measured. 

Data collection and probability density analysis was done 

interactively with the HP-1000 computer. For one flow condition the 

PDF was computed at 0.1 to 0.9 relative depths. Typical results (rela­

tive depth 0.4) are summarized graphically in Figures 8-1 and 8-2. 

Table 8-1 shows the first four moments and the goodness of fit test 

results. The longitudinal velocity, longitudinal component and vertical 

component are indicated by CN, CU and CV, respectively. The first digit 

of the experiment number indicates the relative depth location. It is 

apparent that the fluctuating components of velocity follow a normal 

distribution, although the longitudinal component was consistently 

skewed slightly to the left. 

8.4 Calibration of the RNS MOdel 

A direct search method was used to obtain the best values for the 

parameters. The Cyber 172 computer at Colorado State University was 

used for all computations. In order to determine the best combination, 

an error calculation was necessary. 

As an estimate of the error, the absolute value of the difference 

between the calculated and measured values for each y./h was computed, 
1 . 

i.e., 

D. = lu! - u! I 
1 1C 1m 

in which u! 
1C 

is the calculated turbulent intensity (RMS) and 

measured turbulent intensity for the y ith locat·ion. 

(8-13) 

u! 
1m 

is 

For each flume experiment, the average error over the entire flow 

depth h was computed as 
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Table 8-1. PDF results for split-film data. 

PDF ANALYSIS 
Q = 0.2 cfs Slope = 0.003 

Experiment Normal Log 
Number MnAN RMS SKEW KUR CHI S-K CHI S-K 

CN1005 36.77 4.390 -O.OO.l7 2.6311 106 0.0243 157 0.0353 
CU1005 36.72 4.402 -.0053 2.6356 106 0.0245 161 0.0358 
CV1005 .11 1.800 0.4350 3.9288 159 0.0347 

CN2005 41.70 3.918 -.3830 2.8666 240 0.0459 439 0.0613 
CU2005 41.62 3.949 -.3798 2.8335 236 0.0435 448 0.0611 
CV2005 1.65 1.840 0.2984 3.3504 95 0.0280 

CN3005 44.45 3.509 -.2180 2.8539 108 0.0322 208 0.0493 
CU3005 44.30 3.544 -.2468 2.8825 123 0.0368 209 0.0498 
CV3005 3.24 1. 761 0.3406 3.9407 91 0.0265 

CN4005 46.96 3.461 -.2012 2. 7746 97 0.0273 186 0.0371 
CU4005 46.73 3.505 -.2147 2.7516 95 0.0302 176 0.0403 
CV4005 4.33 1.697 0.2682 3.3725 84 0.0216 

CN5005 47.60 3.134 -.3296 2.894 187 0.0357 324 0.0428 
CU5005 47.35 3.178 -.3512 2.9138 213 0.0364 365 0.0428 
CV5005 4.46 1.650 0.3209 3.544 99 0.0238 

CN6005 49.64 2.617 -.1917 2.6828 125 0.0268 162 0.0327 
CU6005 49.51 2.642 -.1983 2. 7119 113 0.0280 143 0.0283 
CV6005 3.25 1.579 0.4122 3.8406 138 0.0375 

CN7005 51.74 2.150 -.4239 3.1427 195 0.0259 293 0.0353 
CU7005 51.46 2.173 -.4665 3.2018 245 0.0316 346 0.0392 
CV7005 5.19 1.344 0.2385 3.2066 111 0.0171 411 0.0430 

CN8005 51.71 2.207 -.1498 3.0005 84 0.0159 106 0.0179 
CU8005 51.27 2.202 -.1167 3.0237 70 0.0138 92 0.0211 
CV8005 6.60 1.308 0.1770 3.398 74 0.0194 230 0.0460 

CN9005 52.82 2.159 -.1810 3.8327 176 0.0251 122 0.0168 
CU9005 52.24 2.162 -.1330 2.8148 88 0.0157 108 0.0191 
CV9005 7.66 1.308 0.2784 3.2041 80 0.0181 89 0.0219 



e: = I:D./N 
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(8-14) 

in which N is the total number of the measurement depths, y.. This 
1 

error value was normalized with respect to the average measured RMS for 

each flume experiment as 

(8-15) 

Data selected for testing resulted from experiments using hot-film 

anemometry techniques at Colorado State University. The data, published 

in a United States Geological Survey open file report (31), consisted 

of 40 sets representing several flumes under many different flow condi-

tions. The data were divided into smooth and rough boundary groups. 

The hydrodynamically smooth boundaries were constructed of Lucite, 

stainless steel or fiberglass. The rough boundary in the 20 em wide 

flume was constructed entirely of Lucite with a fixed bed of 3/4-inch 

rocks. The 2-foot wide flume used 1/2-inch high wooden blocks fixed 

to a floor of 0.25-inch stainless steel. A riverbed was simulated in 

the 4~foot wide flume with 1 1/2-inch roughness and 4- to 6-inch rocks 

placed at 6-to 8-inch intervals. There were 27 sets of rough boundary 

data and 13 sets of smooth boundary data. The two groups were analyzed 

independently and the total average error for each group was calculated 

as 

(8-16) 

in which NR is the number of records and i = 1, 2, representing 

smooth and rough data groups, respectively. The combination of c, r 
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and y. producing the minimum TE were considered the best or most 

representative values. 

For smooth boundary data, the initial calculations revealing 

y* = 0.8 produced the smallest error for combinations of c and r. 

This value was then maintained in all further calculations and many more 

combinations of c and r were assumed. Over the range of 

0.5 < c < 0.8 and -0.8 ~ r ~ -0.5, six combinations were found to 

produce a minimum average total error (TE) of 21.5 percent. These 

values are presented in Table 8-2. 

Table 8-2. Combinations of c and r producing minimum total error. 

SMOOTH c 0.50 0.55 0.60 0.65 0.75 0.80 
----~~~--~==-----~~--~~~----~----~~ TE-21.5% r -0.80 -0.75 -0.65 -0.60 -0.55 -0.50 

ROUGH c 0.55 0.70 
TE-15.4% -r----~o-.~10~---~0~.5=5~-------------------------

For rough boundary data the optimum value of y* for rough boundary 

conditions was found to be 0.6. Again by maintaining this value and 

considering many more combinations of c and r, only two combinations 

of c and r were found to produce a minimum average total error (TE) 

of 15.4 percent. These values are also presented in Table 8-2. The 

values compare favorably with the conclusion of McQuivey and 

Richardson (28). 

The difference in the y* value for the smooth and rough 

boundaries is logical considering what y* actually represents. A 

higher magnitude of y* indicates the turbulence is correlated for a 

longer distance away from the boundary. Correlation itself refers to 

the interdependence between two random variables. If the velocity 

fluctuations were completely random the correlation would be zero. The 
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importance of the near wall region, particularly the viscous sublayer, 

for defining the turbulent structure of the entire flow is revealed in 

the bursting theories that have been developed (32). Considering the 

effects of roughness in disrupting the viscous sublayer (and thus the 

entire flow pattern), it is logical to expect smooth boundary turbulence 

to remain correlated and less random for a longer distance from the 

wall. 

The greater total error for smooth boundaries is explainable if 

one considers the implications of Assumption 4. This is the same 

assumption made in the mixing length theory. The mixing length concept 

was introduced by Prandtl in order to describe velocities in turbulent 

flows, assuming the fluctuations are confined to a certain limit defined 

by a mixing length t (24). 

Since the mixing length and the concept of proportional fluctuating 

velocities apply to turbulent flow, it is logical to expect the theory 

to be more realistic for highly turbulent flows. The flow over a rough 

boundary is generally more turbulent than flow over a smooth boundary 

and as Assumption 4 is more rigorously maintained for the rough bound­

aries, produces better results. 

The most surprising result is the possibility of converging c and 

r into one constant set of parameters for both smooth and rough bound­

aries with a very negligible effect on total error. By assuming 

c = 0.55 and r = -0.1, the value of the total error for smooth bound­

aries increased only 1.0 percent from 21.5 percent error using optimum 

parameters. For rough boundaries no change was observed using the 

appropriate values of y.. Making this change, the model has essentially 

become a one parameter (y*) description of turbulent intensities, with 
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the single parameter assuming only one of two values, depending on the 

boundary condition. 

8.5 Calculation Procedure 

The calculations involved in analytically determining the turbulent 

intensities by this model are simple and direct. Only three computa-

tions are required to predict the streamwise and cross-streamwise RMS 

values once the boundary condition has been determined. The procedure 

is as follows: 

1. 

2. 

u. 2 y. 
Calculate E [U. V.] = v - - u (1 - hl.~ (Equation (8-9)) for l. l. Ky. * 

]. 

a given y./h. 
]. 

Calculate u! = ~ (Equation (8-11)) with c = 0.55 and 
]. "~ 

p as defined by Equation (8-12) with y* set according to 

the boundary condition. 

3. Calculate v! = cu! (Equation (8-6)). 
]. ]. 

8.6 Results 

The model prediction of RMS was compared with two sources of 

experimental data to evaluate its performance. The experimental data of 

McQuivey (31) in smooth and boundary rectangular channels was used to 

evaluate the longitudinal RMS prediction. The split-film data taken by 

the author was used to evaluate both the longitudinal and vertical RMS 

prediction in a smooth boundary trapezoidal channel. The graphs in 

Figure 8-3 show the overall results for McQuivey's data (31) and for 

the split-film data, respectively. Ten percent error bands are drawn 

to show the accuracy of prediction. It should be stressed that the 

results shown in Figure 8-3(b) are predicted values that directly 

utilize the parameters calibrated from McQuivey's data (31). 
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Figure 8-3. Comparison of calculated to measured root-mean-square 
(a) McQuivey's data, and (b) author's data. 
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Figure 8-4 shows the relation of measured and calculated turbulent 

intensity to relative depth. This representative sampling over a range 

of flumes indicates that the model makes best predictions by y./h 
1 

greater than 0.15. Figure 8-5 shows both the calculated and measured 

values for both components of RMS against flow depth. Excellent model 

prediction was obtained over a wide range of flow conditions for smooth 

or rough boundaries. 
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Figure 8-4. Relation of measured and calculated turbulent 
intensity (RMS) to relative depth. 
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9.1 General 

IX. CORRELATION ANALYSIS BETWEEN VELOCITY AND 
BOUNDARY SHEAR STRESS 

Knowledge of the characteristics of velocity in open channel flow 

is essential for a complete understanding of turbulent boundary shear 

stress processes. The influence of turbulent velocity fluctuations on 

the shear flow structure, and thus on the turbulent wall shear stress, 

was qualitatively stated by Blinco (3). Additionally, the effect of 

secondary current circulation has been suggested to be significant in 

determining the spatial distribution of the boundary shear stress (18). 

To examine these possible relationships, simultaneous measurement of 

turbulent velocities and boundary shear stresses were conducted. The 

correlation of the near wall velocity to the boundary shear stress was 

evaluated and the influence of secondary current circulation on the 

boundary shear stress spatial distribution was investigated. 

9.2 Experimental Conditions 

Detailed measurement of the turbulent velocities near the wall 

boundaries was conducted using TSI Model 1218-20W boundary layer velocity 

probes. The small size of this sensor minimizes the effects of probe 

interference, and the unique design for boundary layer applications 

allows measurements very near the wall. The probe was calibrated in the 

facility described in Section 4.3. 

Two basic experiments were conducted. The first series involved 

simultaneous measurement of velocity and boundary shear stress, and the 

evaluation of correlation coefficients. The capability of real time 

data acquisition and analysis with the Hewlett-Packard minicomputer 

(Appendix C) was a definite asset to these measurements. Additionally, 
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oscilloscope traces of the simultaneous velocity and boundary shear 

stress were photographed to qualitatively examine similarities in flue-

tuations. The second series involved evaluation of secondary currents 

through detailed velocity profile measurements. Compression or expansion 

of the isovels (lines of constant velocity) were qualitatively related 

to the existing boundary shear stress distribution. 

9.3 Correlation Coefficient Results 

Correlation coefficients between point velocity and boundary shear 

stress were evaluated as a function of relative depth. The correlation 

coefficient is defined as 

covar 
p = --------------~~ 

(var U • var T)
1/ 2 

where p is the correlation coefficient, var u is the variance of the 

velocity fluctuations and var T is the variance of the boundary shear 

stress fluctuations. Nine flow conditions were evaluated for relative 

depths ranging from 0.01 to 0.8. The hydraulic flow conditions were 

numbers 1 to 9 identified by Table 6-2. Initial experimental work for 

nine flow conditions evaluated the correlation coefficient for relative 

depths 0.1 to 0.8. Based on these results, it was determined that 

investigation of the correlation of velocity fluctuation and boundary 

shear stress fluctuation nearer to the wall was necessary. A second set 

of data for three flow conditions considered the correlation coefficient 

relationship to relative depths ranging from 0.01 to 0.09. Table 9-1 

summarizes the results. 

Plates 9-1 and 9-2 illustrate typical oscilloscope traces and 

indicate a similarity in the occurrence of a fluctuation of boundary 

shear stress with a fluctuation in velocity. Figures 9-1 and 9-2 show 
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Table 9-1. Correlation coefficient results of velocity and boundary 
shear stress for different relative depth. 

Run TRMS u 
TJ 

Correlation T 2 2 RMS 
No. (dynes/em ) (dynes/em ) (cm/s) (cm/s) Coefficient 

1101 6.718 1.503 25.83 2.790 0.325 
2101 6.310 1.349 27.87 2.507 0.237 
3101 6.497 1.572 27.68 2.226 0.292 
4101 6.256 1.340 31.69 2.218 0.134 
5101 6.220 1.319 32.42 2.052 0.201 
6101 6.185 1.488 31.28 1.851 0.103 
7101 6.329 1.467 34.24 1.439 0.029 
8101 6.153 1.462 34.38 1.588 0.045 

1102 8.500 2.079 33.38 4.124 0.301 
2102 8.664 2.261 36.12 3.939 0.180 
3102 8.701 1.925 38.56 3.735 0.289 
4102 8.820 2.351 40.09 3.345 0.094 
5102 8.655 2.275 42.98 3.395 0.210 
6102 8.850 2.069 43.89 3.215 -.008 
7102 9.004 2.205 46.75 2.299 0.010 
8102 8.951 2.231 48.00 2.292 0.080 

1103 12.82 2.596 44.93 4.966 0.298 
2103 13.55 2.885 50.22 4.945 0.260 
3103 13.25 2.862 52.87 4.586 0.226 
4103 13.63 2.780 55.52 4.096 0.046 
5103 13.87 2.980 56.90 3.637 0.002 
6103 13.13 2.717 58.63 3.503 0.153 
7103 13.23 2.720 60.24 3.027 0.038 
8103 13.81 2.638 57.32 3.346 0.024 

1104 7.399 1.673 30.75 3.728 0.259 
2104 7.918 1.577 33.37 3.037 0.102 
3104 7.167 1.523 34.15 3.195 0.288 
4104 8.267 1.997 38.14 3.059 0.422 
5104 7.580 1.704 36.65 2.415 0.241 
6104 7.504 1.706 37.78 2.652 0.259 
7104 7.011 1.567 38.53 2.386 0.073 
8104 8.090 1.851 40.26 2.641 0.189 

1105 11.53 2.574 39.04 4.822 0.287 
2105 11.27 2.683 45.37 5.252 0.240 
3105 11.82 2.632 47.47 4.768 0.216 
4105 11.43 2.501 51.68 3.924 0.123 
5105 11.94 2.820 52.53 4.109 0.070 
6105 11.28 2.669 53.75 3.747 0.031 
7105 11.60 2.774 52.85 4.105 0.074 
8105 11.94 2.687 55.95 3.269 0.020 
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Table 9-1 (continued) 

Run T 2 TRMS 'if URMS Correlation 2 No. (dynes/em ) (dynes/em ) (cm/s) (cm/s) Coefficient 

1106 17.38 3.276 53.53 5.415 0.325 
2106 17.00 3.103 55.12 4.752 0.216 
3106 17.05 3.414 55.35 3.590 0.171 
4106 16.71 3.357 58.99 4.040 0.189 
5106 16.76 3.472 61.80 3.499 0.107 
6106 17.09 3.497 65.97 4.138 0.158 
7106 17.31 3.303 67.98 3.360 0.101 
8106 17.45 3.446 74.91 2.736 0.062 

1107 7.584 1.669 32.00 3.276 0.305 
2107 8.200 1.845 37.15 4.011 0.253 
3107 8.714 2.044 36.91 3.477 0.215 
4107 8.285 2.009 37.96 3.315 0.227 
5107 8.780 1.979 41.80 3.377 0.177 
6107 8.273 1.906 41.21 2.897 0.274 
7107 7.709 1.847 41.32 2.634 0.180 
8107 7.666 2.185 42.41 3.001 0.155 

1108 15.23 3.049 54.29 5.639 0.331 
2108 15.93 3.161 60.24 5.264 0.232 
3108 15.81 3.051 63.03 5.240 0.235 
4108 15.66 3.139 62.53 4.710 0.128 
5108 15.48 3.056 66.26 4.838 -0.040 
6108 15.33 3.158 67.23 4.193 0.198 
7108 15.40 3.103 68.14 3.801 -0.003 
8108 15.75 3.001 69.59 3.304 -0.090 

1109 19.48 3.543 66.58 6.763 0.313 
2109 20.00 3.770 74.72 5.845 0.286 
3109 19.75 3.569 76.28 5.146 0.240 
4109 20.26 3.743 78.45 4.967 0.159 
5109 19.53 3.701 76.96 4.045 0.060 
6109 19.73 4.014 78.27 4.142 0.054 
7109 20.37 3.648 84.09 3.087 0.063 
8109 20.12 3.650 81.92 3.357 0.037 

1104 11.19 2.013 25.64 4.851 0.532 
2104 10.55 1.765 28.55 4.401 0.444 
3104 11.04 1.801 30.62 4.404 0.294 
4104 10.88 1.950 31.50 4.009 0.321 
5104 10.36 1.771 31.62 3.998 0.264 
6104 10.26 1.955 32.03 4.259 0.377 
7104 10.49 2.037 33.90 4.150 0.374 
8104 10.25 1.793 33.98 4.031 0.206 
9104 10.06 1.763 35.02 3.900 0.225 
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Table 9-1 (continued) 

Run 1" 2 -rRMS 1J URMS Correlation 2 No. (dynes/em ) (dynes/em ) (cm/s) (em/s) Coefficient 

1104* 12.15 2.096 25.09 4.792 0.542 
2104* 11.74 1.894 28.32 4.599 0.378 
3104* 10.64 1.811 29.63 4.267 0.388 
4104* 10.12 1.681 30.44 3.999 0.240 
5104* 10.50 1.784 32.08 3.949 0.251 
6104* 10.43 1.912 33.08 4.482 0.244 
7104* 10.53 1.802 33.58 4.233 0.274 
8104* 10.65 1.783 34.03 4.123 0.187 
9104* 10.57 1.832 35.71 4.037 0.150 

1107 11.21 2.134 29.78 4~355 0.362 
2107 11.74 2.268 32.40 5.452 0.530 
3107 11.43 2.123 35.96 4.568 0.484 
4107 11.95 2.132 37.36 4.801 0.327 
5107 10.75 1.768 35.17 4.231 0.206 
6107 11.22 1.858 38.45 4.389 0.309 
7107 11.10 2.013 38.47 5.180 0.349 
8107 11.68 1.988 38.56 3.883 0.141 
9107 10.79 2.022 37.80 4.892 0.280 

1107* 13.71 2.154 26.44 4.875 0.509 
2107* 13.26 2.076 31.75 4.625 0.426 
3107* 12.42 2.055 32.86 4.611 0.298 
4107* 12.26 2.027 34.38 4.483 0.277 
5107* 12.11 1.971 34.63 4.193 0.355 
6107* 12.44 1.987 35.69 4.029 0.1&1 
7107* 11.47 1.956 35.82 4.150 0.289 
8107* 11.72 2.292 35.95 4.023 0.233 
9107* 11.75 2.140 36.88 4.923 0.339 

1111 7.799 1.443 15.55 4.045 0.655 
2111 7.777 1.300 17.03 3.274 0.505 
3111 7.596 1.385 19.82 3.812 0.434 
4111 7.646 1.322 21.23 3.583 0.478 
5111 7.497 1.249 22.64 3.798 0.467 
6111 7.183 1.261 25.44 3.542 0.347 
7111 6.969 1.436 25.59 3.930 0.404 
8111 6.880 1.127 26.68 3.403 0.246 
9111 7.011 1.307 26.83 3.569 0.297 

1111* 9.650 1.828 13.39 4.244 0.722 
2111* 9.484 1.563 18.67 3.830 0.549 
3111* 8.464 1.574 19.26 3.812 0.581 
4111* 8.569 1.329 21.25 3.366 0.381 
5111* 8.392 1.379 22.59 3.853 0.338 
6111* 7.945 1.414 23.04 2.923 0.311 
7111* 7.864 1.488 23.20 3.157 0.283 
8111* 8.132 1.552 24.43 3.280 0.390 
9.111* 7.744 1.611 24.50 3.503 0.319 
*off centerline 
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Oscilloscope traces of boundary shear stress 
(upper) and velocity (lower) for 0.01 relative 
depth. 



Plate 9-2. 
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Oscilloscope traces of boundary shear stress 
(upper) and velocity (lower) for 0.1 relative 
depth. 
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Figure 9-1. Correlation coefficient as a function of relative depth 
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the correlation coefficient relationship to relative depths. Figure 9-1 

is for relative depths of 0.1 to 0.8. Figure 9-2 shows the correlation 

coefficient relationship to relative depths less than 0.1. The maximum 

correlation coefficient observed was 0.6 (y/h equal to 0.01) decreasing 

to approximately zero for y/h of 0.8. The results indicate the correla­

tion between fluctuating velocity and fluctuating boundary shear stress 

decreases with increasing distance from the wall. 

9.4 Secondary Current Results 

Examination of velocity isovels can identify regions of strong 

secondary current through compression or expansion of isovels. Measure­

ment of velocity isovels and boundary shear stress distribution~ under 

the same hydraulic flow conditions, can be used to qualitatively evaluate 

secondary current effects on the boundary shear stress. Two flow con­

ditions were examined, identified by flow condition numbers 4 and 10 

(Table 6-2). Velocity profiles were measured using a TSI Model 1218-20W 

hot-film velocity probe. 

The measured isovels for one-half of the channel are shown in 

Figures 9-3 and 9-4 for discharges of 5663 cm3/s and 11327 cm3/s, 

respectively. Boundary shear stress values are identified at measuring 

locations around the perimeter. The most apparent relationship of 

isovel compression to maximum boundary shear stress occurs in Figure 9-4. 

Along the channel side the maximum boundary shear stress occurs simul­

taneously with compression of the isovel lines. 
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X. CONCLUSIONS AND RECOMMENDATIONS 

10.1 Conclusions 

The nonuniform spatial distribution of the mean boundary shear 

stress and the stochastic nature of the instantaneous values creates a 

complex turbulent structure near the wall boundary. Direct mathematical 

formulation predicting this turbulent structure is extremely difficult~ 

and only limited experimental data exists. Despite immense interest in 

boundary shear stress processes~ no systematic information was previously 

available that described the boundary shear stress in terms of its 

spatial and time distributions. The results of this investigation have 

provided basic information towards the objective of understanding 

turbulent boundary shear stress processes. 

The research effort in this investigation was oriented to exploring 

many different aspects relating to boundary shear stress. The design of 

experimental facilities and proper instrumentation for use in boundary 

shear stress research was a necessary prerequisite. The development of 

an efficient data acquisition scheme provided for consistent and accu­

rate data. The large amount of data that resulted could have been 

analyzed in many different ways; however~ only the basic trends for each 

experiment were sought out. The most important results from this 

research are summarized in the following paragraph. 

Cross-streamwise distribution of boundary shear stress was not 

predictable using mean flow parameters; however, the maximum shear stress 

was predictable. In the design of stable channels the maximum shear 

stress is an important variable. Experimental data agreed closely with 

the analytical results of Lane (1) for prediction of maximum average 

shear stress on the sides and bottom of a channel. 
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Instantaneous boundary shear stress measured in the cross-streamwise 

direction indicated a similarity to the theoretical lognormal distribu­

tion. The measured variation of mean boundary shear stress in the 

streamwise direction for nonuniform flow compared well with analytical 

computations. Discrepancies between measured and calculated values 

occurred when the pressure distribution was not hydrostatic. An analyt­

ical model for predicting turbulent velocity fluctuations compared 

excellently to measured data. The PDF of the measured velocity fluctu­

ations near the wall were approximately normally distributed as compared 

to the lognormally distributed shear stress fluctuations. A strong 

correlation exists between the velocity fluctuations in the near wall 

region and the fluctuations of boundary shear stress. The correlation 

decreases steadily with increasing distance from the wall. Compression 

of mean velocity isovels, indicating strong secondary current effects, 

corresponded to increasing boundary shear stress. 

The potential application of the knowledge gained from this research 

covers a broad range of subjects~ An understanding of turbulence is an 

important factor to many design and research projects in the fields of 

hydraulics. sanitary and chemical engineering. Specific topics that may 

benefit from this investigation include: 

1) sediment transport processes. 

2) stable channel design, 

3) incipient motion, 

4) riprap design. 

5) solid particle settlement, and 

6) diffusion and dispersion of pollutants. 
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A number of research topics can be suggested that concentrate on 

specific areas investigated during this research effort. The potential 

for hot-film anemometry as a measurement technique for complete investi­

gation of turbulent boundary shear stress in rigid channel systems is 

apparent. 

10.2 Specific Recommendations 

The use of hot-film anemometry in this project to investigate 

turbulent boundary shear stress has indicated specific areas where 

knowledge is lacking. Investigation of these topics involving an 

alluvial boundary would require a different measurement technique. The 

recommendations for research on these topics are: 

1. Two-dimensional investigation of turbulent boundary shear 

stress so that the direction of the boundary shear stress 

could be identified, 

2. Measurement of boundary shear stress processes and related 

phenomena in fixed roughness channels, 

3. Measurement of boundary shear stress processes and related 

phenomena in movable bed channels using an alternate technique, 

such as laser doppler anemometry, 

4. Investigation of the two-dimensional turbulent boundary shear 

stress distributions in channel bends, and 

5. Research on the boundary shear stress distribution in the 

nonuniform flow conditions of a hydraulic jump, or for flow 

under a sluice gate. 

Research in these areas should be accompanied by mathematical 

modeling based on physical concepts. Empirical curve fitting provides 
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the solutions to problems only under the specific conditions that the 

data was taken. MOdel development using basic physical principles to 

formulate the model equations and experimental data to calibrate the 

model constants is a more practical approach. MOdels derived in this 

manner are more general and apply to a wider range of conditions. 
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APPENDIX A - CALIBRATION OF BOUNDARY SHEAR STRESS 

PROBES IN TURBULENT PIPE FLOW 

The commonly accepted calibration facility for one-dimensional 

flush surface hot-film (FSHF) probes is fully developed pipe flow. Due 

to the circular geometric shape, the shear stress distribution can be 

assumed uniform around the perimeter. Applying the momentum equation to 

a control section yields the theoretical mean boundary shear stress, 

-_}!!&1 
t- 4l!J.. (A-1) 

where D is the pipe diameter, y is the specific weight of fluid, and 

flh/ l!J. is the piezometric gradient. Therefore, after measuring the 

piezometric gradient, or pressure drop in the pipe, with a pressure 

transducer (Appendix B) the shear stress in the pipe can be calculated. 

A significant drawback to this approach is the inability to match the 

probe flush to the pipe wall, due to the pipe curvature. As the pipe 

diameter increases, the significance of this problem diminishes. 

Following this procedure, calibration of FSHF probes were attempted 

in the four-inch return pipe of the flume. There were both advantages 

and disadvantages to using this pipe. The advantages included 

calibration of the FSHF probes in the same environment in which they 

would be used and ease in checking the calibration since the pipe is 

part of the test facility. The disadvantages were more transparent and 

not fully realized until the actual testing began. 

The length of pipe available was 23 feet with a diameter of 4 

inches. Assuming the 40 pipe diameters are required to achieve fully 

developed turbulent flow, the calibration location needed to be 13.3 
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feet downstream. This allowed 9.7 feet to the outlet, which is more than 

adequate to establish the pressure gradient. Assuming 40 diameters to 

be a sufficient length to establish fully developed turbulent flow is 

somewhat arbitrary since the actual length depends on many factors, 

including the flow condition and the type of entrance the flow follows 

to the pipe. Most estimates of the entrance length assume that the flow 

enters the pipe through a relatively smooth transition from a large 

container. This was not the case in the recirculating pipe because the 

pump for the flume was at the beginning of the 23-foot length. 

Initially, it was thought that the disturbance from the pump would be 

dampened out quickly and would not significantly affect the calibration 

of the FSHF probes. To check this assumption a moody-type diagram was 

developed using a dimensionless coefficient of resistance and Reynolds 

number. The dimensionless coefficient resistance is defined as 

(A-2) 

where t
0 

is the shearing stress at the wall, p is the fluid density 

and U is the mean flow velocity. Figure (A-1) shows the graph along 

with the Blasuis solution for laminar flow in a smooth circular pipe. 

The data points fit the accepted curve for relative roughness, e/d, of 

0.002 quite well above a Reynolds number of 4 x 104 . Below this 

Reynolds number the data scattered quite a bit and were not very 

repeatable. This indicated that above a Reynolds number of 4 x 104 a 

satisfactory flow condition existed for calibration, and below this 

Reynolds number the influence of the pump and the inlet conditions 

inhabited fully developed turbulent flow. Using this Reynolds number to 

define the lowest flow condition several calibrations were performed; 
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however, it was quickly realized that repeatability was not possible due 

to probe positioning problems in the 4-inch pipe. Also, the shear 

stress occurring in the pipe at a Reynolds number of 4 x 104 was 

considerably greater than the low values occurring in the open channel 

situation, requiring excessive extrapolation of the calibration curve. 

Considering these factors the laminar calibrating facility was designed 

and utilized for boundary shear stress calibration. 
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APPENDIX B - PRESSURE TRANSDUCER CALIBRATION 

Measurement of differential pressure associated with pressure 

losses in a moving fluid can be accurately determined using pressure 

transducers. For the range of pressure of interest in one-dimensional 

boundary shear stress calibrations, Pace model DP-7 differential 

pressure transducers with 0. 5 and 0. 1 psi diagrams were used. These 

units were found to be extremely stable and reliable over long periods 

of time. A Pace model CD-25 signal conditioner and an Hewlett-Packard 

voltmeter comprised the readout device. 

Calibration of the transducer was accomplished with a differential 

micromanometer. The design of the system allowed a quick check of the 

calibration, or adjustment of zero drift of the transducer, with a 

minimum amount of difficulty. The entire calibration procedure took 

only 15 minutes and consisted of applying varying amounts of 

differential head, ~, to the transducer and then recording the voltage 

produced by the deflected diaphragm. A curve fit using the least 

squares technique on a programmable calculator provided a linear 

equation relating ~ to voltage in the form: 

V = A(~) (B-1) 

where V is the voltage produced by the deflected diaphragm, ~ is the 

differential head causing the deflection, and A is the calibration 

constant. 

The micromanometer was built in the Engineering Research Center 

shop. It consisted of two movable platforms for leveling purposes, 

positioned on a framework. The upper platform held two micrometers with 

a range of 0 to 25 millimeters. The lower platform held two Pyrex 
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funnels which formed the upper ends of a V-type manometer. The bottom 

of each funnel was attached to either side of the transducer so that a 

known ah could be applied to the diaphragm. The enlarged size of the 

funnels minimized the effects of capillary action in the measuring 

region. The change of water surface elevation in the funnels, 

representing ah, was measured with the micrometers similar to the way a 

depth-point gage would be used. To minimize surface tension effects 

between the water and the point of the micrometer, the point was cleaned 

and lightly coated with a silicon spray before each calibration. This 

procedure allowed precise measurement of the small differential pressure 

heads required in calibration. A diagram of the calibration stand, 

including the transducer and manifold network for connecting the 

transducer is shown in Figure B-1. Figure B-2 gives a typical 

calibration curve for the 0.5 psi diaphragm. 
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APPENDIX C - REAL TIME DATA ACQUISITION AND ANALYSIS 

Complete statistical analysis of turbulence data requires advanced 

data acquisition techniques. Before the widespread use of high-speed 

digital computers, extensive use of analog devices allowed limited 

statistical analysis in the laboratory. Generally, the analog devices 

were capable of analyzing the voltage time series only. When dealing 

with a non-linear transfer function, such as the voltage-velocity 

relation or voltage-shear stress relation in hot-film anemometry, this 

was a serious limitation. The analog devices were also highly 

specialized and expensive, requiring an elaborate instrument for each 

statistical property considered in the data analysis. A typical 

statistical analysis required four separate instruments: 1) mean value 

circuitry, 2) mean square circuitry, 3) probability density circuitry, 

and 4) frequency analysis circuitry. 

When the use of large digital computers became feasible, a common 

technique used to record the analog voltage was on an FM recorder. 

Using the analog-to-digital converter that was part of the main computer 

system, the analog tape could be digitized and stored on digital tape. 

The digital tape was then read into the computer and the statistical 

analysis done numerically. The advantages to this procedure included 

the capability to transform the digitized voltage to physical units 

before the analysis, and also the fact that no specialized equipment for 

analysis needed to be purchased. The general disadvantages included the 

time lag involved from data acquisition to data analysis and results, 

and that a knowledge of the computer system and computer language was 

necessary. The time lag problem still exists, while computer knowledge 

is now taken for granted in any advanced research efforts. This type of 

data acquisition and analysis is still in widespread use. 
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At the Engineering Research Center, Colorado State University, a 

new system of data acquisition and analysis is in use. It is an 

advanced real time system utilizing the sophisticated technology of 

micro- and mini-computers. Real time analysis incorporates the 

advantage of analog devices that produce results in the laboratory, 

without the time lag disadvantage involved in an analysis using large 

digital computers. Real time systems are also referred to as 

interactive systems because the user "interactsu or communicates 

directly with the computer through teletypes. With this type of system 

a researcher uses the teletype at the laboratory location to direct the 

computer through the entire data acquisition, data analysis process. 

The mini-computer receives the analog voltage signal, digitizes it at 

the requested sampling rate, completes the user-specified analysis and 

outputs the results directly back to the teletype in the laboratory. 

There are neither specialized analog devices involved, nor the time lag 

associated with large digital computer systems. The system is fast, 

efficient and can be programmed to do a wide variety of data analysis. 

The central element of the system at the Engineering Research 

Center is a Hewlett-Packard model 1000 mini-computer. The analog-to­

digital device is a IS-channel Preston GMAD-4 and the teletype 

components are Texas Instrument Silent 700 computer terminals. Other 

peripherals include a 130 character Hewlett-Packard line printer and a 

Digi-Data Corporation nine track tape drive. The system has 

simultaneous input capabilities of four Silent 700 terminals and the 

console terminal located at the computer. Therefore, four researchers 

may operate independently at four remote locations using a total of 15 

data lines to the A/D converter, collecting their data, performing the 
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analysis and receiving the results at their own Silent 700. Results may 

be directed to the line printer when the amount of output involved is 

large and data files can be stored for further analysis on the nine 

track tape drive. Data can be transferred to the large Cyber computer 

using the tape drive. This would be advantageous when a large amount of 

data is involved in the data reduction and analysis process, since large 

digital computers can operate at higher speed than mini-computers. 

A real time data acquisition and analysis system is a powerful tool 

for investigations in turbulence. It maximizes the efficiency of 

experimental work, increases the reliability of the data and allows for 

thorough data analysis. These benefits give the researcher ideal 

conditions to pursue complex and intriguing topics. 
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APPENDIX D - NON-LINEAR AVERAGING 

D.l Definition of the Problem 

Transformation of the voltage time series resulting from a 

one-dimensional flush surface hot film (FSHF) sensor into the turbulent 

shear stress time series is affected by non-linear averaging. The 

highly non-linear transfer function relating shear stress to voltage 

causes small voltage fluctuations to generate large shear stress 

fluctuations. The transfer function for boundary shear stress probes is 

tl/3 = AE2 + B 

where t is the shear stress, E 

representing heat loss from the 

(D-1) 

is the anemometer voltage output 

sensor and A and B are the 

calibration constants. In digital data analysis of boundary shear 

stress the analog voltage signal is completely transformed into a 

discrete shear stress time series by digitizing the voltage signal as 

some sampling rate and then applying the transfer function. In the 

transformation a non-linear averaging effect can occur causing a biasing 

of the entire turbulent shear stress time series. For a simple mean-to­

mean transformation of data, no problem occurs. However, when the mean 

transfer function is used to transform the entire turbulent voltage time 

series to the turbulent shear stress time series, the mean value of 

shear stress calculated from the transformed time series differs from 

the mean value of shear transformed directly from the mean value of 

voltage. This is the non-linear averaging problem. 

D.2 Current Methods to Compensate for Non-Linear Averaging 

Several attempts have been made to eliminate this biasing of the 

turbulent shear stress time series. For turbulent velocity time series, 
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indirect methods such as local linearization methods~ can give the 

correct values of the root-mean-square of a turbulent velocity signal 

represented by the transfer function 

Vl/2 = AE2 + B (D-2) 

where V is the velocity, E is the anemometer output voltage repre-

senting heat loss from the sensor~ and A and B are calibration 

constants. Local linearization methods are based on the assumption that 

(D-3) 

are the root-mean-square values of voltage E 

and velocity V, respectively~ and the derivative, ~ , represents the 

slope of the voltage-velocity relation. It is apparent from Equa-

tion (D-3) that only the root-mean-square value of the turbulent signal 

can be corrected. Other statistical properties such as the skewness, 

kurtosis and frequency spectrum cannot be corrected by local lineariza-

tion. Also, local linearization is applicable only to a voltage-velocity 

transfer function. The voltage-shear stress transfer function (Equa-

tion D-1) is too highly nonlinear and the probability distribution is 

too highly skewed for this procedure to work. 

Electronic linearizers have also been developed for use with the 

voltage-velocity transfer function which transforms the nonlinear trans-

fer function to a linear form. The linear relationship between linear-

ized output and the velocity sensor input removes the nonlinear averaging 

problem. Again, this technique is applicable only to velocity sensors 
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and not to shear stress sensors because of the highly nonlinear, highly 

skewed relationships. 

The first direct attempt to correct the calibration curve to 

eliminate the biasing of the entire turbulent shear time series was made 

by Sandborn and Pyle (33). An iterative procedure was used to correct 

the calibration curve so that the first moment of the fluctuations would 

be zero, as required by turbulence theory. The procedure involved 

determining the probability density (PDF) of the voltage time series 

and then using the mean-to-mean calibration relationship to compute the 

shear stress PDF. From the basic concept of the PDF the moments were 

calculated as 

(D-4) 

-~ 

According to the amount different from 0 this integral was for 

n = 1, the shift in the calibration curve could be calculated. The 

shift in the calibration curve then produced a different shear stress 

PDF and therefore a new calculation on the first moment. The process 

was found to converge normally after two iterations. While the pro-

cedure produced the correct calibration relationship, the iterative 

approach is time consuming and laborious. 

In a different approach, Li (34) developed a computer-calculated 

calibration curve based on minimizing the sum of squares of the differ-

ences between the observed mean shear stresses and the mean shear stress 

calculated from the time series. The minimization was based on the 

least squares method. The primary difficulty with the procedure is that 



162 

it requires the entire digitized voltage series to be input to the 

computer program, which is elaborate for a calibration procedure. 

0.3 Proposed Approach 

To avoid the iterative procedures based on probability density 

analysis and the complexity of analyzing the entire turbulent voltage 

time series, a different calibration scheme is proposed. It is based 

on a perturbation analysis of the voltage-shear stress transfer function 

(Equation {D-1)). 

The perturbation analysis involves the basic definitions of 

instantaneous voltage and shear stress, 

't' = 't' + T' 

(D-5) 

{D-6) 

where E is the instantaneous voltage, E is the mean voltage, e is 

the voltage fluctuation, T is the instantaneous shear stress, T is 

the mean shear stress, and T' is the shear stress fluctuation. Apply-

ing Equations (D-5) and (D-6) to the transfer function gives 

(Equation (D-1)) 

(D-7) 

Expanding Equation (D-7) gives 

- 3 =6 ;::5 ;:::4 2 -3 3 -2 4 - 5 6 
T + T' = A [E + 6E e + lSE e + 20E e + 15E e + 6Ee + e 1 

+ 3A2sre4 + 4E3e + 6E2e2 
+ 4Ee3 

+ e4] + 3AB2[E2 + 2Ee + e2) + s3 

(D-8) 
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Taking the expected value of Equation (D-8) yields 

'T + TT = A3 [~ + 6~e + 1Ss4e2 
+ 20E3e

3 
+ 1SE2e4 

+ 6Ee5 
+ e6] 

2 ;::-4 -3- -f2 -3 4 
+ 3A B[E + 4E e + 6E e + 4Ee + e ] 

2-2 - 2 3 
+ 3AB [E + 2Ee + e ] + B (D-9) 

According to definitions given by Equations (D-5) and (D-6) the average 

of the fluctuation, e and TT , must be zero. Therefore, Equation (D-9) 

simplifies to 

(D-10) 

where 

-A -i2 -3 4 C2 = ~ + 6E e + 4Ee + e 

In order to obtain correct parameters for the calibration that 

yields the correct mean boundary shear stress resulting from the trans-

formed time series, the relation shown in Equation (D-10) has to be 

satisfied for all of the calibration data. A least-square procedure is 

often employed to accomplish this. 

The definition of an objective function, F(A,B), for the 

least-squares solution involving Equation (D-10) is 

n 
F(A,B) = L 

i=l 
c:r .... c4.)

2 
l. l. 

(D-11) 

in which n is the number of data set for pair measur~ment of voltage 

and boundary shear stress, and i is the subscript indicating the ith 

data set. The least-square principle requires that the partial deriva-

tives with respect to the parameters are equal to zero. Taking partial 
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derivatives with respect to A and B in Equation (D-11) and setting 

equal to zero yields 

n 
ap- I 3A2(cl.) + 6AB(C2.) + 3AB2(c3.)2(F.-C4.)- o 
aA - i=l 1 1 1 1 1 

(D-12) 

and 

ap n 2 2 -as= I 3A (c2.) + 6As(c3.) + 3B 2(T. c4.). o 
i=l 1 1 1 1 

(D-13) 

Solving Equations (D-12) and (D-13) for A and B yields the true 

calibration constants. The values of the higher moments of the fluctua-

tions are not usually known in an experimental calibration process; how­

ever, the value of e2 is often available by using a true root-mean-square 

(RMS) voltmeter. Therefore, it is desirable to estimate the significance 

2 and the sensitivity of the moments of the fluctuations greater than e • 

If the calibration relationship can be shown sensitive only to E and 

e2 , without the higher moments, then the procedure becomes a practical 

technique for estimating the true calibration constants. Only the mean 

voltage, E, and the root-mean-square (RMS) voltage, 5 , and the mean 

boundary shear stress would need to be measured to solve the calibration 

equations. 

To determine the significance of the higher order moments of the 

fluctuations, a computer program was written to do a sensitivity anal-

ysis. A boundary shear stress time series was constructed by assuming a 

mean boundary shear stress and superimposing a sine wave. The sine wave 

had an amplitude based on a percentage of the mean value. Using assumed 

values for the calibration constants A and B, the voltage time series 

was generated from the assumed boundary shear stress time series. The 

mean voltage and higher moments could then be calculated from the gener-

a ted voltage time series. This procedure was repeated fo.r a sequence of · 

assumed mean boundary shear stres-ses separated by a known increment. 
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This generation of data provided a known environment to determine the 

sensitivity of the computed calibration constants to the higher order 

moments of the voltage fluctuation. The data was input to a computer 

routine that solved the calibration Equations (D-12) and (D-13) for A 

and B. The first solution included all the terms, and each proceeding 

solution eliminated the highest order term until the final solution was 

based only on the mean voltage, E. 

The results indicate that the calibration constants A and B are 

nearly constant as higher order terms are eliminated until only the mean 

value is left. In all cases there was a sudden change in A and B as 

the root-mean-square term was eliminated, leaving only the mean value. 

This is illustrated in Figure D-1 for coefficient A. The error in A 

and B increased as the percent amplification increased, indicating 

that the greater the turbulence or fluctuation, the more severe the 

error in using only the mean voltage values to determine the calibration 

constants. The order of magnitude of the error decreases by one with 

the addition of the RMS to the calibration processes. 

Using this calibration scheme, the shear stress from a mean-to-mean 

transformation was compared to the time series estimated shear stress. 

With the corrected coefficients A and B the error due to nonlinear 

averaging was relatively stable at 3 percent. However, using the uncor­

rected coefficients from the mean-to-mean calibration to transform the 

entire time series resulted in a higher error. Figure D-2 illustrates 

this and indicates the greatest error occurred at the low shear stress 

values. The improvement in accuracy by using the corrected coefficients 

is apparent. 
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APPENDIX E - SPLIT-FILM HOT-FILM CALIBRATION 

E.l General 

The split-film hot-film (SFHF) sensor is a modification of a 

conventional cylindrical sensor. Two electrically independent films on 

a single quartz fiber provide two-dimensional velocity measurement 

capabilities. The principal of operation of the SFHF sensor is based on 

nonuniform heat transfer distribution around a constant temperature 

cylinder in a cross flow as shown in Figure E-1. It is assumed that the 

heat transfer distribution changes instantaneously with a change in 

velocity field and that heat transfer along the cylinder's axis is 

negligible compared to radial heat transfer. For modest length to diam-

eter ratios the latter assumption is maintained. In addition, it is 

assumed that the turbulence scale has a negligible effect on the heat 

transfer characteristics. This is valid for moderate ratios of turbu-

lent microscale to sensor diameter (2). Under these assumptions, cali-

bration and operation of the SFHF sensor has been shown to be a valuable 

tool for turbulence measurements (2). The small size and unique design 

of SFHF sensors provides improved spatial resolution over other two-

dimensional velocity probes. Measurements very close to a wall boundary 

are possible with digital time series analysis of both vertical and 

longitudinal components of velocity. 

E.2 Development of Calibration Equations 

Two calibration relationships are required for SFHF sensors. 

Considering the velocity field shown in Figure E-1, the effective 

instantaneous cooling velocity vector, q, is given by 

- 2 2 2 l/2 
q = {(U + u) + v + w } (E-1) 
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where IT is the temporal mean value of longitudinal velocity and u, 

v and w are the fluctuating velocity components in the longitudinal, 

vertical and traverse directions, respectively. The mean velocity is 

assumed to be a function of the vertical coordinate, y alone. 

The sum of the heat transfer from the coaxially split sensors, E , s 

is related to the magnitude of the effective cooling velocity q, in 

the form 

E = (A + B qn) F(e) s s s (E-2) 

where 

E 2 2 
= slEl + s2E2 s (E-2) 

and 

R a. c. 1 
1 i 1.2 s. = 

~-c~. - R ) = 
1 c. 

(E-4) 

1 1 1 

E. (i = 1,2) is the individual split-film voltage output, a. is the 
1 1 

coefficient of thermal resistance, ~- and Rc. are the electrical 
1 1 

resistances at operating and ambient temperature, respectively, and 

F(e) is some function of the azimuthal angle e. The coefficients 

A , B and n are determined by calibration. For the SFHF sensors s s 

used in this study, E was a function of q alone, independent of s 

F(6) as Figure E-2 indicates. The final form of the first calibration 

relation is 

E 2 A 
n 

(E-5) = + B q s s s 

Two relations are possible for the second calibration equation. 

Previous studies have used some form of a difference equation 
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E 2 
d = (Ad + Bde) F(q) (E-6) 

where 

E 2 2 2 
= slEl - s E d z z (E-7) 

A ratio equation of the form 

E 2 
R = (~ + BRan) F(q) (E-8) 

where 

2 
E 2 slEl 

= 
s E 2 R 

(E-9) 

z z 

has also been employed (2). 

After evaluating the difference relation in a number of calibration 

attempts it was concluded that the ratio relation would be more feas-

ible. The primary difficulty with the difference relation was a sensi-

tivity problem in subtracting two very small numbers to get a very 

2 small number. The Ed values were found to be erratic and difficult 

to repeat. Based on the graphs of Figure E-3 it was concluded that the 

ratio, ER2' was primarily a linear function of theta, independent of 

the velocity q. This assumption is not entirely correct, but was con-

sidered realistic in terms of the other errors and problems when using 

hot films in water. The final form of the second calibration relation 

is 

E 2 = 
d 

(E-10) 
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E.3 Operation of SFHF Sensor 

Using Equations (E-5) and (E-10) calibration of the SFHF sensor was 

performed in the velocity calibration system previously discussed. The 

procedure consisted of maintaining a constant velocity and recording 

the mean voltage outputs for various rotation angles, a. Velocity was 

then changed and the procedure repeated. An iterative least squares 

fit was performed to determine the coefficients A , B and n and a s s 

simple least squares fit was used to evaluate ~ and BR. 

The time series of the instantaneous velocity components was 

constructed from the inverse relationships 

and 

(

E (t)2 ... A )1/n 
q(t) = s B s 

s 

6(t) = 

(E-ll) 

Once q(t) and 6(t) are calculated the time series components are 

constructed from 

v(t) = q(t) sine (t) (E-12) 

and 

(E-13) 

With this calibration scheme the statistical characteristics of 

the fluctuating velocity components could be investigated. The advan­

tages of a real-time data acquisition system (Appendix C) made the 

split-film sensor a powerful and efficient means to study turbulent 

velocity fluctuations. 
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APPENDIX F - BOUNDARY SHEAR STRESS DATA 

The variation of boundary shear stress in the cross-streamwise 

direction was investigated in four trapezoidal channel cross sections. 

Side slope ratios of 2:1, 1:1, 0.5:1 and 0:1 (where x:y refers to 

horizontal:vertical) were used in the variable geometry flume previously 

discussed. Fifteen hydraulic flow conditions consisting of five dis-

charges and three slopes were studied for each trapezoidal cross 

section, resulting in a total of 60 experimental conditions. For each 

experiment eight locations of boundary shear stress were measured using 

TSI Model 1237W FSHF sensors. Measurements were taken on one-half of 

the channel bottom at four evenly spaced locations and also on the 

channel side at the 0.2, 0.4, 0.6 and 0.8 relative depths (yi/h). 

Different hydraulic and geometric flow conditions are identified 

by a four digit experiment number. The first digit identifies the 

measuring location. Locations 1, 3, 5, and 7 were on the channel bot-

tom with location 1 on the centerline. Locations 2, 4, 6, and 8 refer 

to relative depths, y/h, of 0.2, 0.4, 0.6, and 0.8. A definition 

sketch of measuring locations was given in Figure 6-1. The second digit 

identifies the geometric side slope of the trapezoidal channels. The 

values 0, 5, 1 and 2 refer to side slope ratios of 0:1, 0.5:1, 1:1 and 

2:1. The final two digits of the experiment number identify the hydraulic 

flow condition according to Table 6-2. 

Measurements taken of the first four moments of boundary shear stress 

(mean, r.m.s., skewness and kurtosis) are reported in the following pages. 

In addition, the results of the goodness-of-fit testing to the normal and 

2 lognormal distributions by the Chi-square (X ) and Smirnov-Kolmogorov 

(S-K) statistics are provided. 
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depth T 2 r.m.s. 2 2 normal 21og nor~~~al 
Run No. (em) (dynes/em ) (dynes/em ) skewness kurtosis X S-K X S-K 

1001 3. 72 5.687 1.904 0.8839 4.1130 4629 0.0626 277 0.0135 
3001 3. 72 5.996 2.011 0.9280 4.4058 5325 0.0635 235 0.0113 
5001 3. 72 5.483 1.873 o. 7768 3.6082 2912 o. 0631 341 0.0165 
7001 3. 72 5. 743 1.946 0.8762 3.8313 4023 0.0638 384 0.0192 

2001 3. 72 3.660 1. 371 1. 0254 4.9215 13939 0.0613 293 0.0128 
4001 3. 72 3.119 1.430 1.1463 4. 8394 11503 0.0833 262 0.0175 
6001 3.72 3.272 1.318 1.1103 4.8541 14078 0.0725 252 0.0145 
8001 3. 72 2.539 1.202 1.3000 5.1299 12745 0.0988 496 0.0347 

1002 2.80 8.487 2.782 0.8610 3.9709 3683 0.0641 157 0.0120 
3002 2.80 9.233 2.678 0.8148 3.8683 5797 0.0527 230 0.0164 
5002 2.80 9.285 2.878 0.7821 3.5989 3041 0.0561 256 0.0149 
7002 2.80 9.035 2.810 0.8368 3.7699 4060 0.0657 261 0.0155 

2002 2.80 3.960 1.656 1. 2303 5.4595 22395 0.0820 133 0.0091 
4002 2.80 4.168 1.939 1. 0145 4.4410 6146 0.0694 388 0.0250 
6002 2.80 3.952 1.914 1.0866 4.6244 9190 0.0720 471 0.0252 
8002 2.80 3.584 1.820 1.2428 5.4185 20982 0.0707 382 0.0289 

1003 2.19 17.766 4.803 0.7185 3.5745 2532 0.0514 169 0.0107 
3003 2.19 17.550 4.744 0.8465 4.1013 3748 0.0596 104 0.0075 
5003 2.19 17.400 4.640 0.6949 3.5663 2240 0.0494 138 0.0111 
7003 2.19 17.081 4.424 0.6365 3. 3996 1708 0. 0427 158 0.0126 
2003 2.19 7.640 2.805 0.9318 4.4214 6227 0.0587 209 0.0162 
4003 2.19 6.505 2.745 1.0276 4.5503 7787 0.0712 189 0.0125 
6003 2.19 6.234 2. 723 1.0832 4. 8345 6104 0.0749 206 0.0115 
8003 2.19 4.590 1.921 1.3307 6.1599 45299 0.0823 174 0.0091 
1004 5.64 10.330 3.225 0.7573 3.9821 2571 0.0479 367 0.0204 
3004 5.64 11.061 3.224 0. 7262 3.8807 2217 0.0470 162 0.0125 
5004 5.64 10.996 3.270 0.8605 4.2376 2872 0.0542 208 0.0090 
7004 5.64 9.656 3.007 0.8914 3.9949 4818 0.0728 286 0.0113 
2004 5.64 5.137 2.029 1.1005 4.8731 9079 0.0725 171 0.0106 
4004 5.64 5.241 2.006 1.1831 5.7248 8881 0.0700 149 0.0135 
6004 5.64 4.332 1.621 1. 2344 5.7171 73280 0.0693 247 0.0097 
8004 5.64 4.102 1.513 0.9960 4.6647 11447 0.0635 229 0.0145 
1005 4.45 13.447 3.883 0.8253 4.0599 3501 0.0487 176 0.0093 
3005 4.45 13.511 3.877 0.6409 3.4267 1919 0.0498 185 0.0158 
5005 4.45 14.254 3.983 0.5919 3.3443 1573 0.0412 379 0.0188 
7005 4.45 12.664 3.530 0. 7209 3.4108 2254 0.0627 234 0.0141 
2005 4.45 6.905 2.819 1. 0821 5.1091 14401 0.0596 207 0.0198 
4005 4.45 7.582 2.854 1.1565 5.3969 22019 0.0739 120 0.0082 
6005 4.45 8.052 2.814 1.0380 4.5759 5560 0.0661 194 0.0175 
8005 4.45 7. 716 2.625 1.1334 5.2281 15004 0.0719 126 0.0111 
1006 3.47 22.577 5.904 0.6620 3.5748 2187 0.0461 124 0.0104 
3006 3.47 23.969 6.110 0.6846 3.5918 2297 0.0489 95 0.0089 
5006 3.47 24.447 6.016 0.5953 3.5047 1610 0.0399 160 0.0096 
7006 3.47 15.243 4.590 0.6908 3.4600 2163 0.0479 159 0.0151 

2006 3.47 10.720 4.163 1.0991 5.0680 13017 0.0685 145 0.0074 
4006 3.47 10.978 4.331 1.2026 5.1819 17123 0.0796 113 0.0129 
6006 3.47 10.780 3.779 0.9404 4.3242 5545 0.0650 91 0.0058 
8006 3.47 11.003 4.077 1.9890 4.8770 11236 0. 0735 150 0.0129 

1007 7.25 10.379 3.482 0.9102 4.3323 9407 0.0614 121 0.0095 
3007 7;25 12.608 3.682 0.6581 3.5686 1886 0.0477 210 0.0126 
5007 7.25 13.370 3.845 0.8369 3.9683 3436 0.0564 91 0.0060 
7007 7.25 14.614 4.352 0.7576 3.8362 3078 0.0544 165 0.0106 

2007 7.25 7.498 3.044 1.1423 5.0066 7234 0.0775 108 0.0102 
4007 7:25 8.104 2.876 0.9786 4.6054 5099 0.0616 121 0.0080 
6007 7.25 6.972 3.100 1. 3211 5.4188 44211 0.0906 178 0.0136 
8007 7.25 8.481 3.447 0.9318 4.0806 5576 0.0701 236 0.0149 

1008 6.49 15.790 4. 724 0.7084 3.7484 2120 0.0484 169 0.0136 
3008 6.49 15.863 4.567 0.7216 3.7455 2399 0.0491 135 0.0124 
5008 6.49 14.159 4.160 0.7074 3.6669 2117 0.0524 220 0.0139 
7008 6.49 12.555 3.750 0.7617 3.7309 2712 0.0541 165 0.0117 

2008 6.49 10.029 4.027 1. 2543 5.3623 15732 0.0803 124 0.0066 
4008 6.49 12.983 5.294 0.9984 4.1253 4920 0.0774 239 0.0112 
6008 6.49 11.510 4.661 1.1912 5.3313 20832 0.0757 238 0.0139 
8008 6.49 6.570 2. 341 1.2648 5.4633 24092 0.0792 220 0.0137 

1009 4. 39 19.015 5.674 0.6028 3.3383 1526 0.0449 255 0.0222 
3009 4. 39 23.726 6.182 0.6518 3.6257 1859 0.0412 69 0.0110 
5009 4. 39 23.940 6. 347 0.7360 3.8386 2187 0.0496 78 0.0061 
7009 4.39 20.354 5.613 0.6735 3.5265 1966 0.0496 134 0.0113 
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depth T 2 r.m.s. 2 2 
normal iog normal 

Run No. (em) (dynes/em ) (dynes/em ) skewness kurtosis X 5-K X S-K 

2009 4.39 13.295 5.138 1.1302 5.0770 13143 0.0740 77 0.0073 
4009 4.39 14.143 5.016 0.9999 4.5808 9094 0.0636 69 0.0064 
6009 4.39 15.014 5.282 1.0866 4.8587 7436 0.0709 95 0.0103 
8009 4.39 15.878 5.388 1.0295 4.8071 9323 0.0643 78 0.0050 

1010 8.44 8.926 3.031 0.8294 4.0073 3875 0.0574 205 0.0154 
3010 8.44 9.114 3.112 0.8361 3.8747 3796 0.0564 170 0.0134 
5010 8.44 10.837 3.393 0.8897 4.2349 3510 0.0635 120 0.0074 
7010 8.44 10.943 3.465 0.9448 4.4182 9759 0.0595 118 0.0144 

2010 8.44 4. 715 2.541 1.3697 5.0216 20257 0.0994 183 0.0114 
4010 8.44 6.135 2.548 1.1531 5.0923 9417 0.0778 124 0.0085 
6010 8.44 5.020 2.976 1.1448 4.8305 17956 0.0720 1099 0.0505 
8010 8.44 3.617 1.546 1.2462 5.2896 15050 o. 0911 145 0.0116 
1011 6.89 21.451 4.712 0.7415 3.9248 2408 0.0478 131 0.0103 
3011 6.89 20.202 4.439 0.7244 3.6870 2524 0.0559 146 0.0135 
5011 6.89 18.825 4.266 0.8155 3.8477 3679 0.0545 119 0.0071 
7011 6.89 19.053 4.151 o. 7109 3.7025 2622 0.0567 190 0.0091 

2011 6.89 12.132 5.742 0.6523 3.1436 2444 0.0533 1183 0.0479 
4011 6.89 10.545 4.898 1. 2875 5.2724 19647 0.0913 207 0.0124 
6011 6.89 11.721 6.276 1.2864 4.8617 12594 0.1099 256 0.0159 
8011 6.89 9.423 3.998 1.2369 5.3603 22406 0.0843 143 0.0072 

1012 5.39 28.625 6.924 0.6078 3.5862 1780 0.0377 110 0.0116 
3012 5.39 24.672 7.401 0.6207 3.4662 1663 0.0455 270 0.0207 
5012 5.39 24.357 6.262 0.7014 3.7103 2239 0.0519 93 0.0072 
7012 5.39 23.066 6.138 0.7017 3.5356 2402 0.0467 130 0.012i 

2012 5.39 16.367 6.254 0.8693 4.1496 4682 0.0561 302 0.0206 
4012 5.39 17.104 5.447 0.9918 4.9423 7356 0.0557 76 0.0064 
6012 5.39 16.767 5.374 0.9921 5.3740 7695 0.0645 68 0.0036 
8012 5.39 18.865 6.884 0.9189 4.0724 6731 0.0638 143 0.0119 

1013 9.60 11.683 3.883 0.8913 4.1281 5587 0.0592 166 0.0113 
3013 9.60 14.101 5.212 o. 7760 3.6472 2943 0.0544 262 0.0180 
5013 9.60 13.902 4.241 0.8153 4.1080 3150 0.0544 115 0.0075 
7013 9.60 14.093 4.202 0.6975 3.5679 2915 0.0546 188 0.0121 

2013 9.60 11.672 4. 720 0.9527 4.2678 4258 0.0665 246 0.0142 
4013 9.60 12.610 4.239 0. 7127 3.5152 2127 0.0520 214 0.0161 
6013 9.60 12.981 2. 771 1.1200 5.0326 15000 0.0713 106 0.0100 
8013 9.60 12.862 5.866 1.1681 4.7164 7246 0.0964 334 0.0220 
1014 8.35 17.970 4.872 0. 7672 3.8984 4453 0.0515 92 0.0077 
3014 8.35 17.285 4.530 0.6373 3.5616 2108 0.0438 140 0.0107 
5014 8.35 13.654 4.109 0.8266 3.8866 2919 0.0614 192 0.0117 
7014 8.35 17.181 4.777 0.8786 4.2403 3771 0.0581 176 0.0117 

2014 8.35 10.331 5.299 1.1716 4.6319 12447 0.0880 228 0.0136 
4014 8.35 13.393 6.165 1.5170 5.0589 26976 0.1144 483 0.0342 
6014 8.35 15.358 6.587 1.0660 4.1790 6171 0.0893 231 0.0120 
8014 8.35 18.613 7.418 0.7647 3.3335 2963 0.0746 388 0.0210 
1015 6.34 33.653 7.913 0.5437 3.2463 1271 0.0405 122 0.0078 
3015 6.34 32.415 7.658 0.5913 3.3679 1548 0.0421 117 0.0133 
5015 6.34 28.326 7.246 0.6258 3.4445 1886 0.0480 114 0.0091 
7015 6.34 25.822 6.519 0.6636 3.7402 1747 0.0450 127 0.0061 

2015 6.34 23.917 8.570 0.8159 3.5288 4307 0.0644 63 0.0094 
4015 6,34 28.314 10.301 0.5947 2.6202 3626 0.0683 175 0.0210 
6015 6.34 25.607 8.535 0. 8245 3.5181 4514 0.0677 63 0.0062 
8015 6.34 29.718 10.147 0.4406 2.4130 2487 0.0578 300 0.0340 

1501 3.63 5.735 2.055 0.8213 4.1797 3616 0.0524 518 0.0273 
3501 3.63 5.303 1.785 0.8156 3.9506 3346 0.0557 281 0.0199 
5501 3.63 5.295 1.700 0.8200 3.9446 4505 0.0553 243 0.0147 
7501 3.63 5.909 1.828 0.8090 3.5201 3727 0.0732 488 0.0216 

2501 3.63 4.095 1.481 1.1048 5.4393 15428 0.0574 152 0.0137 
4501 3.63 3.512 1.429 1.2194 5.5421 27731 0.0723 522 0.0081 
6501 3.63 3.231 1.390 1. 0123 4.0295 5533 0.0813 285 0.0164 
8501 3.63 2.775 1.067 1.3556 5.6377 18236 0.0832 625 0.0324 

1502 2.93 9.312 2.898 0. 8342 3.8400 3771 0.0553 155 0.0126 
3502 2.93 9.657 3.042 0.8801 4.1870 HOO 0.0631 185 0.0089 
5502 2.93 8.543 2.753 0.8858 3.9929 4500 0.0630 193 0.0119 
7502 2.93 9.683 2.871 0.9087 4.3252 7092 0.0524 179 0.0084 

2502 2.93 5.692 2.046 1. 0335 4.8914 13453 0.0707 202 0.0065 
4502 2.93 4.997 2.165 1.2149 4.9147 9265 0.0903 221 0.0124 
6502 2.93 4.151 1. 775 1.1828 5.4032 38695 0.0739 196 0.0149 
8502 2.93 2.657 1.412 1.1613 4. 7226 8554 0.0947 426 0.0203 
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depth 
Run No. (em) 

T 2 
(dynes/em ) 

r.m.s. 2 (dynes/em ) skewness kurtosis 2 normal 
X S-K 21og normal 

X S-IC 

1503 2.19 19.047 4.391 0.0903 2.1188 1910 0.0536 514 0.0406 
3503 2.19 18.240 4.447 0.1407 2.1158 1518 o:o412 325 0.0319 
5503 2.19 15.817 4.216 0.5106 2.7514 1918 0.0528 112 0.0142 
7503 2.19 16.308 4.119 0.4155 2.6200 1471 0.0439 123 0.0143 

2503 2.19 8.738 2.828 0.9405 4.4455 7052 0.0610 97 0.0048 
4503 2.19 7.165 2.960 1.1954 5.2540 30708 0.0793 156 0.0078 
6503 2.19 5.423 2.581 1. 3088 5.5739 16055 0.0856 203 0.0142 
8503 2.19 3.512 1.627 1.5072 6.6674 121872 0.0897 153 0.0110 

1504 5.24 7.972 2.614 o. 7911 3.7804 2991 0.0573 268 0.0102 
3504 5.24 7 .. 259 2.261 0.7096 3.4662 2411 0.0578 288 0.0176 
5504 5.24 7.954 2.556 0.8988 4.2686 5089 0.0618 295 0.0095 
7504 5.24 8.805 2.653 0.7022 3.4701 2196 0.0538 224 0.0117 

2504 5.24 5.618 2.200 1.2889 5.6868 39627 0.0851 187 0.0150 
4504 5.24 5.703 2.199 1.2136 5.1727 12450 0.0868 185 0.0152 
6504 5.24 4.631 1.792 1. 3157 5.8554 24213 0.0830 220 0.0170 
8504 5.24 3.911 1.696 1.1549 5.3037 24106 0.0710 263 0.0145 

1505 4.27 11.307 3.401 0.8334 3.9708 5171 0.0595 81 0.0060 
3505 4.27 11.432 3.415 0.7939 3.8023 3337 0.0613 126 0.0081 
5505 4.27 11.220 3.263 0.7069 3.3732 2462 0.0620 225 0.0132 
7505 4.27 13.602 3.944 0.6823 3.3203 2974 0.0525 150 0.0118 

2505 4.27 8;211 3.076 1.1671 4.9953 19796 0.0755 155 0.0144 
4505 4.27 8.379 2.925 1.0694 4.5609 7706 0.0728 181 0.0121 
6505 4.27 7,952 2.936 1.1049 4.7510 21249 0.0771 188 0.0170 
8505 4.27 7.552 2.930 1.1084 4.6510 9606 0.0731 159 0.0144 

1506 3.29 22.482 3.794 -.7628 2.4769 4733 0.1637 4500 0.1491 
3506 3.29 20.851 4.172 -.3113 2.0409 2322 0.0928 1502 0.0779 
5506 3.29 22.461 3.770 -.7623 2.5813 4591 0.1629 1278 0.0981 
7506 3.29 20.878 4.222 -.2880 2.0298 2800 0.1020 1722 0.0860 

2506 3.29 15.202 4.408 0.2585 2.2026 2069 0.0477 243 0.0247 
4506 3.29 14.591 4.442 0.4339 2.4751 2801 0.0539 178 0.0207 
6506 3.29 11.935 4.218 0.8406 3.3490 5366 0.0724 175 0.0109 
8506 3.29 9.653 3.582 1.0434 4.2384 7443 0.0772 156 0.0084 

1507 6.80 7.339 2.553 0.7897 3.8803 3727 0.0598 292 0.0169 
3507 6.80 8.958 2.900 0.8178 3.9189 4530 0.0571 150 0.0119 
5507 6.80 10.576 3.223 0.8557 4.0306 5764 0.0585 239 0.0131 
7507 6.80 11.078 3.338 o. 7764 3.5041 2848 0.0633 254 0.0146 

2507 6.80 5.358 2.270 1.2472 5.6365 22526 0.0764 180 0.0071 
4507 6.80 7.595 2. 773 1.0183 4.5030 5729 0.0684 185 0.0116 
6507 6.80 7.304 2. 742 1.1661 5.3643 17029 0.0629 777 0.0207 
8507 6.80 7.566 2.892 1.2900 5.7816 29666 0.0821 121 0.0094 

1508 5.24 14.342 4-.352 0.5616 3.0341 2077 0.0439 189 0.0181 
3508 5.24 15.124 4.377 0.5236 2.7964 1994 0.0515 164 0.0161 
5508 5.24 16.091 4.559 0.8446 2.4791 1603 0.0430 218 0.0204 
7508 5.24 15.457 4.689 0.4470 3.5710 2034 0.0481 186 0.0183 

2508 5.24 10.577 4.059 0.9067 3.7096 6181 0.0729 73 0.0058 
4508 5.24 8.836 3.252 1. 0863 4.5939 8846 0.0781 79 0.0073 
6508 5.24 7.024 3.316 1.1786 5.0810 22246 0.0797 340 0.0231 
8508 5.24 8.008 3.383 0.9924 4.3444 12025 0.0639 193 0.0171 

1509 4.18 25.048 6.375 0.5842 3.3483 1420 0.0463 132 0.0083 
3509 4.18 25.873 6.918 0.5918 3.3167 1443 0.0471 154 0.0131 
5509 4.18 26.891 6.701 0.5949 3.5398 1405 0.0396 129 0.0129 
7509 4.18 25.245 6.595 0.6657 3.4909 2120 0.0463 lOS 0.0112 

2509 4.18 15.142 5.082 1.0323 4.8129 6455 0.0614 83 0.0058 
4509 4.18 16.799 6.683 0.9756 4.0479 5103 0.0772 222 0.0142 
6509 4.18 11.352 4.599 1.4738 6.4054 87898 0.0968 274 0.0197 
8509 4.18 12.312 4.583 0.9917 4.4123 6381 0.0715 143 0.0110 

1510 7.80 10.996 3.585 0.9929 4.6876 6547 0.0651 115 0.0059 
3510 7.80 11.009 3.555 0.8318 3.9177 4929 0.0587 191 0.0129 
5510 7.80 12.341 3.745 0. 7724 3.9938 3556 0.0503 275 0.0136 
7510 7.80 12.986 3.979 0.6694 3.6093 2890 0.0450 243 0.0193 

2510 7.80 6.499 2.546 1. 2305 5.7653 29355 0.0703 124 0.0065 
4510 7.80 7.136 2.724 1.0750 4.6006 7511 0.0751 95 0.0097 
6510 7.80 6.846 2.684 1.2411 5.6828 31206 0.0743 70 0.0030 
8510 7.80 5.946 2.485 1.1411 5.0010 8300 0.0779 83 0.0095 

1511 5.70 17.965 5.359 o. 7514 3.8616 2790 0.0541 139 0.0126 
3511 5.70 18.400 5.263 0.6743 3.6190 2188 0.0482 156 0.0104 
5511 5.70 17.697 5.389 0. 7188 3.5784 2396 0.0566 111 0.0082 
7511 5.70 18.476 5.560 0.6032 3.0858 1794 0.0518 282 0.0193 
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depth T 2 r.m.s. 2 2 normal 2 log normal 
Run No. (em) (dynes/em ) (dynes/em ) skewness kurtosis X S-K X S-K 

2511 5.70 12.839 4.902 1.1255 4.9556 9339 0.0783 89 0.0074 
4511 5.70 12.925 4.801 1.1099 5.0389 13650 0.0688 102 0.0067 
6511 5.70 11.131 3.900 1.1533 5.4202 11043 0.0701 114 0.0047 
8511 5.70 10.508 3.842 1.0606 4.6964 7477 0.0755 168 0.0135 

1512 4.75 28.243 6.859 0.4501 3.2512 788 0.0294 397 0.0199 
3512 4.75 28.663 6.835 0.5512 3.4065 1441 0.0378 181 0.0120 
5512 4.75 27.628 6.771 0.4912 3.2040 983 0.0352 207 0.0166 
7512 4.75 26.250 6.882 0.6049 3.5197 1641 0.0432 185 0.0126 
2512 4.75 16.267 5.604 1.0275 4. 7274 6518 0.0675 75 0.0040 
4512 4.75 18.171 6.396 1.1037 4.8853 14176 0.0693 89 0.0068 
6512 4.75 17.278 - 5. 495 0.9190 4.5959 4061 0.0554 87 0.0098 
8512 4.75 16.145 5.537 1.1150 4.9622 10487 0.0740 129 0.0127 

1513 8.96 11.541 3.874 0.8218 3.9410 3152 0.0591 173 0.0116 
3513 8.96 12.608 3.694 0.8319 4.1660 2856 0.0522 211 0.0118 
5513 8.96 13.683 4.057 0.6501 3.4373 1744 0.0446 254 0.0179 
7513 8.96 13.103 3.709 0. 7043 3.6327 2444 0.0462 175 0.0138 

2513 8.96 7. 718 3.054 1.0844 4.6986 10380 0.0696 184 0.0156 
4513 8.96 10.031 3.583 1.2709 5.6130 24939 0.0842 192 0.0166 
6513 8.96 10.531 3. 716 1.0146 4.7847 14882 0.0596 153 0.0114 
8513 8.96 8.246 3.070 1.1483 5.0338 14335 0.0730 200 0.0126 

1514 7.35 21.365 6.686 0.4751 3.2281 1053 0.0260 690 0.0382 
3514 7. 35 22.317 5.566 0.5382 3.4667 1486 0.0357 208 0.0155 
5514 7.35 20.051 6.357 0.6079 3.3286 1534 0.0438 415 0.0209 
7514 7.35 22.837 6.052 0.6756 3.6959 1921 0.0449 126 0.0093 

2514 7.35 14.168 4.875 1.0922 4.8677 13846 0.0721 130 0.0064 
4514 7. 35 16.505 6.544 o. 7720 3.8965 3884 0.0508 636 0.0283 
6514 7.35 14.928 6.106 1.1097 4.2728 7324 0.0948 478 0.0316 
8514 7.35 15.431 4.899 1.1019 5.0949 21339 0.0693 138 0.0120 

1515 5.85 30.126 7.158 0.4636 3.1155 871 0.0375 220 0.0113 
3515 5.85 30.739 7.002 0.5817 3.4225 1342 0.0397 74 0.0068 
5515 5.85 26.640 7.740 0.5489 3.3098 1204 0.0413 313 0.0200 
7515 5.85 28.863 7.028 0.4886 3.2222 937 0.0363 215 0.0146 

2515 5.85 17.683 6.750 1.0362 4.5990 12364 0.0708 77 0.0072 
4515 5.85 19.158 6.811 1. 0238 4.5000 7295 0.0726 91 0.0050 
6515 5.85 18.848 7.496 1.1379 4.7822 15099 0.0741 68 0.0032 
8515 5.85 17.486 6.310 1.0437 4.9278 11069 0.0655 90 0.0091 

1101 3.38 4.291 1.485 0.8524 3.9855 3419 0.0543 313 0.0203 
3101 3.38 3.774 1.275 0.9206 4.4125 6875 0.0677 397 0.0107 
5101 3.38 4.621 1.522 0.6795 3.4070 2169 0.0476 420 0.0256 
7101 3.38 4.540 1.500 0.8345 4.0595 4838 0.0532 320 0.0190 

2101 3.38 3.776 1.486 1.0696 4.5435 6934 0.0694 257 0.0112 
4101 3.38 2.884 1.165 1.0415 4.8024 9503 0.0757 261 0.0175 
6101 3.38 2.525 1.056 0.9296 3.9267 5086 0.0724 436 0.0211 
8101 3.38 2.020 1.040 1.0081 4.6774 5396 0.0697 660 0.0255 

1102 2.59 8.207 2. 347 0.5824 3.1901 1584 0.0522 297 0.0220 
3102 2.59 7.201 2.032 0.6663 3.5396 2021 0.0499 200 0.0145 
5102 2.59 6.756 2.018 0.6753 3.7022 2757 0.0407 413 0.0193 
7102 2.59 6.514 2.105 0.8164 3.7920 3356 0.0542 248 0.0164 

2102 2.59 6.552 2.430 1. 0876 4.8088 5977 0.0825 319 0.0188 
4102 2.59 6.073 2.392 0.9685 4.5403 8473 0.0609 255 0.0178 
6102 2.59 5.333 2.271 1.1801 5.1352 24134 0.0807 221 0.0066 
8102 2.59 4.578 1.964 1.1458 5.1270 16652 0.0738 531 0.0228 

1103 2.07 12.954 3.141 0.4481 3.1592 916 0.0339 345 0.0200 
3103 2.07 12.536 3.163 0.5152 3.1703 1187 0.0370 212 0.0206 
5103 2.07 11.705 3.101 0.5979 3.1946 1535 0.0487 201 0. 0118 
7103 2.07 10.007 2. 714 0.6681 3.5116 2074 0.0503 149 0.0150 

2103 2.07 12.840 3.793 0. 7030 3.1782 3404 0.0624 140 0.0124 
4103 2.07 11.428 3.885 0.8978 3.5983 4753 0.0786 219 0.0135 
6103 2.07 8.917 3.124 1.0182 4.2969 9252 0.0726 319 0.0237 
8103 2.07 8.338 2.513 0.8131 4.0178 3639 0.0560 165 0.0128 

1104 4.91 8.283 2.697 0.9335 4.3198 6250 0.0651 170 0.0129 
3104 4.91 7.608 2.542 0.9066 4.2611 5379 0.0592 176 0.0130 
5104 4.91 7.948 2.447 0.9607 4. 8011 6506 0.0563 161 0.0094 
7104 4.91 9.844 2.940 0.6674 3.4594 19-t3 0.0485 333 0.0197 

2104 4.91 6.064 2.207 1.1353 5.4017 116280 0.0694 191 0.0068 
4104 4.91 5.764 2.175 0.9780 4.7565 7392 0.0563 349 0.0196 
6104 4.91 5. 238 1.885 0.9927 4.4178 9498 0.0720 185 0.0110 
8104 4.91 5. 364 1.850 0.9645 4.4021 6098 0.0641 189 0.0102 
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depth 
Run No. (em) 

,. 2 
(dynes/em ) 

r.m.s. 2 (dynes/em ) skewness kurtosis 2 nol'lll8.1 
X S-K 

z1og normal 
X S-K 

1105 3.93 12.783 3.608 0.5533 3.2188 1481 0.0367 336 0.0235 
3105 3.93 12.467 3.675 0.5595 3.1927 1777 0,0343 476 0.0297 
5105 3.93 10.987 3.365 0.5719 2.9956 1730 0.0489 433 0.0215 
7105 3.93 12.163 3.535 0.6055 3.2259 1733 0.0473 271 0.0171 

2105 3.93 9.818 3.436 0.9057 4.0841 6085 0.0669 104 0.0090 
4105 3.93 8.796 3.317 1.0903 4. 7163 21199 0.0747 97 0.0080 
6105 3.93 7.815 2.950 0.9179 4.0622 5448 0.0633 232 0.0143 
8105 3.93 8.313 2.842 0.9028 4.1705 5891 0.0630 134 0.0104 

1106 3.14 22.053 3.777 -.5824 2.2020 3302 0.1280 2839 0.1152 
3106 3.14 22.435 3.689 -.7438 2.3932 3834 0.1473 4099 0.1359 
5106 3.14 21.081 4,089 -.3014 2.0354 2676 0.0985 1659 0.0847 
7106 3.14 21.030 4.108 -.3780 2.1954 2059 0.0880 1614 0.0749 

2106 3.14 14.056 4.513 0.4147 2.3874 2455 0.0566 144 0.0198 
4106 3.14 13.685 4.259 0.5935 2.7516 3027 0.0624 129 0.0168 
6106 3.14 10.294 3.859 0.6893 3.2055 2602 0.0616 393 0.0252 
8106 3.14 6.489 2.482 1.1466 5.4190 7024 0.0654 254 0.0089 

1107 6.25 10.417 3.170 0.7003 3.7689 2265 0.0438 312 0.0200 
3107 6.25 9.333 2.918 o. 7511 3.6887 3255 0.0542 266 0.0153 
5107 6.25 9.053 2.905 0.8662 3.9201 3988 0.0582 164 0.0126 
7107 6.25 9.996 2.975 0.6179 3.2692 1782 0.0486 384 0.0178 

2107 6.25 7.992 2.826 1.1899 4. 7962 6883 0.0768 364 0.0296 
4107 6.25 8.113 2.874 1.2467 5.4288 24652 0.0768 305 0.0372 
6107 6.25 8.174 2.840 1.2208 5.2432 32837 0.0701 230 0.0227 
8107 6.25 7.683 2.718 1.1181 4.5617 3271 0.0711 739 0.0473 

1108 4.97 13.188 4.077 0.6893 3.5910 1984 0.0474 244 0.0144 
3108 4.97 12.255 3.920 0.7684 3.9616 3659 0.0432 262 0.0215 
5108 4.97 11.9l2 3.828 0.6962 3.7214 2044 0.0418 300 0.0233 
7108 4.97 15.369 4.324 0.6702 3.4826 2093 0.0468 148 0.0120 

2108 4.97 10.866 3.373 0.6024 3.3853 1352 0.0459 384 0.0247 
4108 4.97 9.132 2.647 0.6365 3.3204 1669 0.0477 310 0.0180 
6108 4.97 11.744 3.968 1.0380 4.9748 8791 0.0719 190 0.0148 
8108 4.97 12.460 4.112 0.9045 4.0752 7082 0.0664 191 0.0134 

1109 3.87 26.713 6.177 0.4877 3.4414 1656 0.0371 810 0.0391 
3109 3.87 23.944 5,362 0. 3716 3.0210 593 0.0319 333 0.0185 
5109 .5.87 24.454 6.409 0.6349 3.5543 1618 0.0433 116 0.0108 
7109 3.87 21.224 5.203 0.6470 3.5093 1796 0.0498 137 0.0100 

2109 3.87 17.855 5.869 1.0313 4.7506 10084 0.0645 76 0.0049 
4109 3.87 17.037 4.926 0.9319 4.3172 4729 0.0643 95 0.0082 
6109 3.87 13.669 3.825 0.8657 4.2755 6261 0.0537 106 0.0075 
8109 3.87 8.951 2.965 1.1766 5. 1677 13963 0.0779 197 0.0168 

1110 7.34 10.043 3. 258 0.8862 4.1244 4377 0.0584 155 0.0118 
3110 7.34 9.605 3.0.39 0.8221 4.0198 3137 0.0531 239 0.0156 
5110 7. 34 9.111 3.138 0.6746 3.3914 2161 0.0530 358 0.0220 
7110 7.34 10.654 3.287 0.7723 3.6036 2594 0.0606 201 0.0065 

2110 7.34 6.946 2.617 1.4962 5.8315 13466 0.1105 1747 0.0866 
4110 7.34 7.529 2.773 1.4005 5.6686 12479 0.0887 690 0.0463 
6110 7.34 7.476 2.694 1.3596 5.4531 21124 0.0894 567 0.0426 
8110 7.34 6,679 2.331 1.3335 4.8609 11264 0.0107 2246 0.1073 

1111 5.76 16.034 5.040 0.6294 3.2924 1673 0.0502 274 0.0143 
3111 5.76 15.484 5.326 0.5851 3.0845 1693 0.0576 508 0.0275 
5111 5.76 15.294 4.293 0.6646 3.5122 2032 0.0457 134 0.0109 
7111 5.76 18.610 5.198 0.7839 3.8442 2547 0.0583 150 0.0111 

2111 5.76 11.969 4.383 1.3415 6.1710 46877 0.0811 179 0.0109 
4111 5.76 13.200 4.370 1.0608 4.8398 7095 0.0710 146 0.0130 
6111 5.76 14.185 4.987 1.1870 5.1024 9937 0.0809 238 0.0183 
8111 5.76 13.964 4.468 1.1105 4.8497 13319 0.0744 138 0.0100 

1112 4.42 25.500 5.894 0.5555 3.3906 1332 0.0355 133 0.0101 
3112 4.42 23.783 5.442 0.6040 3.5532 1433 0.0410 92 0.0073 
5112 4.42 24.082 5.776 0.4932 3.2484 1004 0.0357 200 0.0138 
7112 4.42 24.380 5.796 0.5980 3.5104 1397 0.0416 94 0.0110 

2112 4.42 22.231 9.048 1.0297 4.0124 5657 0.0834 356 0.0220 
4112 4.42 19.691 6.589 1.0755 4.6839 9481 0.0794 166 0.0155 
6112 4.42 19.564 6.455 1.0788 4.8436 10106 0.0725 109 0.0146 
8ll2 4.42 20.193 6.459 1.0638 4.7662 101:!9 0.0699 144 0.0155 

1113 R.ll 11.015 3.568 0.8646 4.1497 4460 0.0567 181 0.0116 
3113 8.11 12.614 3.705 0.6762 3.6505 1827 0.0456 169 0.0160 
5113 8.11 14.878 5.219 0.6951 3.444 7 2316 0.0580 408 0.0277 
7113 8.11 14.573 4.143 0.6846 3.7000 1945 0.0427 208 0.0167 
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depth 't 2 r.II.S. 2 2 nol'llla1 
2 Jog nor~~~&1 

Run No. (ell) {dynes/ell ) (dynes/ell ) skewness kurtosis :x S-K x S·K 

2113 8.11 8.113 2.889 1.3271 5. 7711 81534 o. 7920 251 0.0223 
4113 8.11 10.181 3.688 1.1960 5.1241 12817 0.0743 278 0.0194 
6113 8.11 9.595 3.614 0.6999 3.2409 2219 0.0621 788 0.0331 
8113 8.11 8.880 3.812 1.2523 5.2555 21093 0.0734 802 0.0501 
1114 6. 71 22.251 5.643 0.6139 3.5544 1745 0.0441 127 0.0127 
3114 6. 71 20.631 5.581 0.6888 3.7638 2841 0.0433 124 0.0125 
5114 6. 71 21.517 5.861 0.5332 3.1820 1126 0.0400 265 0.0167 
7114 6. 71 25.808 6.168 0.5925 3.5808 1560 0.0382 97 0.(}108 

2114 6. 71 15.410 5.944 1.0186 4.5947 9463 0.0680 83 0.0097 
4114 6.71 16.906 6.271 1.0385 4.6330 7746 0.0666 86 0.0065 
6ll4 6.71 16.765 - 5.557 1. 0501 4.7380 7531 0.0113 90 0.0105 
8114 6. 71 16.339 5.498 1.1237 4.9031 14489 0.0674 267 0.0202 
1115 5.36 33.555 7.732 0.5895 3.4786 1525 0.0427 110 0.0066 
3115 5.36 30.415 7.231 0.6676 3.6083 1889 0.0494 113 0.0123 
5115 5.36 31.082 7.357 0.6294 3.5992 2013 0.0450 83 0.0042 
7115 5.36 34.762 7.708 0.5930 3.3888 1424 0.0419 113 0.0083 

2115 5.36 21.668 7.710 1.0747 4.5791 6742 0.0798 127 0.0132 
4115 5.36 21.891 7.198 1.0138 4.6385 8654 0.0633 116 0.0116 
6115 5.36 23.054 7.559 0.9736 4.6816 9205 0.0639 84 0.0074 
8115 5.36 22.714 7.960 1.1679 5.1499 16498 0.0115 162 0.0096 

1201 3.20 4.113 1.110 0.9394 4.3052 4155 0.0685 539 0.0295 
3201 3.20 3.986 1.133 0.9525 4.5040 7473 0.0509 293 0.0179 
5201 3.20 3.797 1.036 0.6509 3.4817 2221 0.0561 471 0.0264 
7201 3.20 3.939 1.120 0.8844 3.8439 3983 0.0688 278 0.0199 
2201 3.20 3.341 1.167 1.1658 5.4207 9149 0.0703 258 0.0132 
4201 3.20 2.593 0.963 1.2194 5.7858 68461 0.0720 291 0.0125 
6201 3.20 1.149 0.462 1. 3181 6.3464 99462 0.0707 319 0.0120 
8201 3.20 1.955 0.795 1.2353 5.3178 21043 0.0815 334 0.0108 
1202 2.41 7.012 1.920 0.8234 3.6836 3695 0.0600 382 0.0241 
3202 2.41 6.078 1.507 0.6555 3.2957 1953 0.0555 220 0.0121 
5202 2.41 7.325 1.821 0.8506 3.7360 3864 0.0770 535 0.0358 
7202 2.41 6.416 1.626 0.9146 4.3577 6457 0.0632 220 0.0161 
2202 2.41 5.360 2.052 1.0755 4.7457 13410 0.0730 218 0.0070 
4202 2.41 3.882 1.613 1.0134 4.5315 8663 0.0742 355 0.0173 
6202 2.41 4.204 1.696 0.9496 4.3063 5338 0.0696 575 0.0167 
8202 2.41 3.801 1.657 1.0168 4.7012 6819 0.0581 615 0.0347 
1203 1.92 11.511 2.916 0.6477 3.2511 1873 0.0575 186 0.0101 
3203 1.92 10.291 2.637 0.6463 3.3150 1795 0.0515 130 0.0082 
5203 1.92 11.272 2.888 0.5890 3.3234 1546 0.0424 264 0.0191 
7203 1.92 9.656 2.608 0.7076 3.6397 2154 0.0565 170 0.0100 

2203 1.92 8.400 2.597 1.0331 4.6622 6719 0.0669 225 0.0160 
4203 1.92 7.626 2.331 1.0133 4.5434 7670 0.0671 362 0.0218 
6203 1.92 7.269 2.105 0.9513 4.6874 18914 0.0493 163 0.0_136 
8203 1.92 6.897 1.815 1.0049 4.6442 10864 0.0633 413 0.0255 

1204 4.69 6.648 1.817 0.7398 3.9797 5600 0.0439 321 0.0155 
3204 4.69 5.965 1.670 1.0435 4.8288 17492 0.0637 312 0.0183 
5204 4.69 6.231 1.804 o. 7771 3.8764 3323 0.0523 304 0.0171 
7204 4.69 6.299 1. 773 0.8657 4.0412 9819 0.0652 373 0.0225 
2204 4.69 5.534 1.984 1.0194 4.6983 8448 0.0736 168 0.0116 
4204 4.69 5.372 1.807 0.9225 3.9346 5369 0.0658 266 0.0161 
6204 4.69 6.732 2.166 0.8073 4.1551 3999 0.0486 401 0.0195 
8204 4.69 6.106 2.002 0.1835 3.8080 3538 0.0514 260 0.0150 

1205 3.35 11.265 2.799 0.7473 3.6548 2682 0.0582 127 0.0113 
3205 3.35 10.340 2.547 0.7918 3.9065 3270 0.0521 234 0.0120 
5205 3.35 10.480 2.597 0.8.380 4.1375 4336 0.0542 124 0.0061 
7205 3.35 9.556 2.462 0.8140 3.9954 3679 0.0535 237 0.0132 

2205 3.35 9.395 3.172 1.0527 4.6234 10585 0.0752 124 0.0120 
4205 3.35 7.060 2.407 0.8492 3.9915 4165 0.0558 236 0.0132 
6205 3.35 6.135 2.179 1.0616 4.9884 10548 0.0110 135 0.0081 
8205 3.35 5.179 1.967 0.9987 4.6683 10032 0.0589 230 0.0182 
1206 2.80 16.871 3.725 0.4528 2. 7,995 1366 0.0411 104 0.0112 
3206 2.80 18.099 3.992 0.2559 2.4221 1096 0.0539 145 0.0171 
5206 2.80 19.577 3.856 0.3734 2.6058 1487 0.0394 109 0.0127 
7206 2.80 18 .ll6 3.971 0.3111 2.3955 1510 0.0476 189 0.0207 

2206 2.80 13.292 3.943 0.9713 4.5607 7540 0.0639 134 0. 0074 
4206 2.80 11.118 3.508 1.0551 4.5653 5499 0.0767 218 0.0181 
6206 2.80 10.575 3.317 1.0766 4.7918 10050 0.0715 253 0. 0118 
8206 2.80 11.351 3.280 1.1240 4.8669 9925 0.0818 451 0.0295 
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depth T 2 r.a.s. 2 2 nonu1 2
1og nonu1 

Run No. (Cil) (dynes/ca ) (dynes/em ) skewness kurtosis X S-1 X S-1 

1207 5.49 9.095 2.389 0.6539 3.4936 1846 0.0491 161 0.0094 
3207 5.49 9.168 2.420 0.6773 3.6744 2737 0.0503 173 0.0089 
5207 5.49 8.637 2.260 0.6658 3.7470 1597 0.0442 169 0.0098 
7207 5.49 8.036 2.299 0.9046 4.0272 4367 0.0638 280 0.0196 

2207 5.49 7.153 2.412 1.0581 5.0036 14133 0.0669 164 0.0077 
4207 5.49 6.224 2.132 1.2316 6.0916 13133 0.0649 251 0.009! 
6207 5.49 5.580 2.070 1.1622 5.5993 34364 0.0730 221 0.0080 
8207 5.49 4.288 1.673 0.9770 4.7594 8873 0.0658 1681 0.0221 

1208 4.15 15.053 3.811 0.4647 2.9902 1069 0.0381 162 0.0147 
3208 4.15 14.952 3.794 0.5458 2.9854 1598 0.0488 135 0.0120 
5208 4.15 14.414 3.817 0.4978 2.8120 1295 0.0387 208 0.0177 
7208 4.15 16.919 4.039 0.3667 2.6445 ll60 0.0434 179 0.0152 

2208 4.15 ll.889 3.721 1.0789 5.0033 12408 0.0683 122 0.0092 
4208 4.15 8.886 2.963 1.1690 5.4957 18216 0.0686 124 0.0079 
6208 4.15 9.386 3.012 0.9734 4.4752 9978 0.0643 231 0.0144 
8208 4.15 9.685 3.087 1.1003 4.8669 9003 0.075.2 354 0.0228 

1209 3.54 22.233 3.617 -.5112 2.4UO 3281 0.1239 2894 0.1075 
3209 3.54 19.332 3.912 0.0744 2.2002 1043 0.0359 256 0.0290 
5209 3.54 22.030 3.496 -.4355 2.0407 2475 0.1036 1878 0.0904 
7209 3.54 22.893 3.397 -.7587 2.4573 4165 0.1530 4290 0.1417 

2209 3.54 14.187 4.403 1.0494 4.6672 ll849 0.0729 194 0.0182 
4209 3.54 12.662 4.058 1.0005 4.2553 5678 0.0747 268 0.0213 
6209 3.54 13.425 4.250 1.0068 4.5609 10247 0.0685 106 0.0103 
8209 3.54 12.607 3.808 1.1090 4.8932 9233 0.0727 272 0.0162 

1210 6.43 8.509 2.252 0.8575 4.0932 5188 0.0547 138 0.0069 
3210 6.43 7.851 2.233 0.8515 4.2471 3977 0.0530 182 0.0099 
5210 6.43 10.542 2.668 0.5984 3.5179 1449 0.0394 236 0.0184 
7210 6.43 10.475 2.732 0.7553 3.6543 2576 0.0558 202 0.0176 

2210 6.43 5.277 1.951 1.0801 4.9018 10665 0.0705 408 0.0218 
4210 6.43 6.673 2.172 1.0896 4.8360 12045 0.0759 306 0.0225 
6210 6.43 5.353 1.800 0.8777 3.9899 3856 0.0629 126 0.0088 
8210 6.43 5.028 1.500 0.9777 3.0100 4086 0.0701 135 0.0100 

1211 5.12 15.097 3.607 0.5304 2.9455 1490 0.0420 194 0.0139 
3211 5.12 14.154 3.416 0.5970 3.2774 1911 0.0451 116 0.0092 
5211 5.12 15.674 3.897 0.5300 2.9776 1728 0.0444 83 0.0101 
7211 5.12 16.505 3.835 0.4159 2.7856 1223 0.0398 ll6 0.0143 

2211 5.12 10.622 3.397 0.9008 4.1586 7136 0.0593 123 0.0112 
4211 5.12 9.821 3.232 1.0449 4.6199 5163 0.0723 168 0.0118 
6211 5.12 10.642 3.232 0.9959 4.3250 5624 0.0737 259 0.0212 
8211 5.12 9.297 2.746 1.1157 5.1996 14474 0.0654 189 0.0112 

1212 4.30 18.279 3.864 0.1916 2.4374 831 0.0241 178 0.0224 
3212 4.30 18.750 3.951 0.1319 2.2481 961 0.0318 191 0.0231 
5212 4.30 21.649 3.960 -0.4480 2.1448 2930 0.1146 2193 0.0985 
7212 4.30 21.601 3.728 -.3439 2.1053 2203 0.0903 1544 0.0789 

2212 4.30 12.247 3.923 0.9369 4.3336 4035 0.0642 107 0,0100 
4212 4.30 12.319 4.030 0.9354 4.1873 4470 0.0603 219 0.0131 
6212 4.30 14.396 4.3.66 0.9531 4.3121 5927 0.0640 130 0.0079 
8212 4.30 14.057 4.126 1.0227 4.5209 6860 0.0719 205 0.0167 

1213 7.39 8.022 2.212 0.7016 3.5493 2258 0.0500 217 0.0098 
3213 7.39 7.979 2.204 o. 7058 3.8700 suo 0.0398 335 0.0167 
5213 7.39 10.916 2.887 0.7519 3.9594 3944 0.0463 124 0.0086 
7213 7.39 7.504 2.021 0.7519 3.8500 2931 0.0563 138 0.0101 

2213 7.39 7.549 2.540 1.0303 4.9684 127772 0.0664 232 0.0117 
4213 7.39 10.385 3.323 0.9429 4.3436 649 0.0666 ll7 0.0086 
6213 7.39 8.183 2.849 1.1927 5.4554 18000 0.0744 169 0.0105 
8213 7.39 7.195 2.758 1.9431 4.9350 1079 0.0814 155 0.0108 

1214 5.49 14.380 3.662 0.4488 3.1326 994 0.0273 309 0.0243 
3214 5.49 13.521 3,393 0.4968 3.1267 1140 0.0332 263 0.0169 
5214 5.49 15.600 3.896 0.4428 2.8424 1242 0.0372 195 0.0217 
7214 5.49 16.141 3. 756 0.4431 2.8761 1296 0.0416 88 0.0099 

2214 5.49 13.061 4.069 1.0218 4. 7845 12285 0.0572 98 0.0072 
4214 5.49 17.007 5.243 1.0136 4.3178 6576 0.0721 240 0.0162 
6214 5.49 10.326 3.614 1.2963 5.5881 17941 0.0810 349 0.0173 
8214 5.49 7.805 2.653 1.2406 5.4697 25372 0.0770 202 0.0119 

1215 4. 72 25.533 1.696 -2.9360 12.0142 150000 o. 0435 212000 0.4061 
3215 4. 72 24.367 2.663 -1.4685 4.2144 11584 0.2632 20024 0.2591 
5215 4.72 26.016 0.871 -3.7062 19.2450 175000 0.3019 187000 0.4963 
7215 ~.71 26.192 0.253 -1.4601 8.3287 62969 0.3321 24764 0.4471 
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deptb ,. r ••• s. 2 2nonul 2101 ft01Ul 
Run No. (ell) (d)'pes/c•2l (dynes/ca ) skewness kurtosis X S-K X 

2215 4.72 12.753 3.914 0.9144 4.5640 5385 0.0534 65 0.0067 
4215 4.72 13.472 4.273 0.9951 4.4634 8088 0.0701 109 0.0121 
6215 4.72 14.068 4.398 1.0552 4.6927 12802 9.0689 258 0.0208 
8215 4.72 13:.725 4.946 1.0906 4.5060 8231 0.0820 218 0.0126 
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