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ABSTRACT

WIND TUNNEL MODELING AND ANALYSIS OF WIND EFFECTS

ON LOW-RISE BUILDINGS

Wind tunnel modeling is a robust technique whidbves determination of wind
effects on buildings and other structures. Dueamplexity of flows and induced wind
loads, other techniques can not be reliably usegractical analyses of such effects.
Information deduced from wind tunnel testing hasrbesuccessfully employed in
development of design guidelines and in direct igppbns in wind-resistant design of
variety of structures, including low-rise building®Although wind tunnel modeling of
wind loading has been generally accepted as aevial, over the years a number of
guestions regarding accuracy and limitations «f tchnique have been raised. Some of
the questions related to modeling of wind loadimglaw-rise buildings were addressed
in the research described in this dissertation.

Investigation of reported discrepancies in the tatwy-field and inter-laboratory
comparisons was one of main focuses of this studyp identify the origins of the
discrepancies, careful studies of reported winchélirset-ups, modeling of field/target
approach wind conditions, measurement techniquesjaality of obtained data and data
analyses were carried out. Series of experimeats werformed in boundary-layer wind

tunnels at the Wind Engineering and Fluids Labayatat Colorado State University, to



aid these analyses. It was found that preciselmmagi®of characteristics of approach field
wind and flows modeled in wind tunnels was essémticensure compatibility of the
simulated building wind loads.

The issue of the accuracy of predictions of theesmé wind-induced loading
based on the results of wind tunnel modeling walres$ed. In this investigation, the
peak wind-induced pressures on low-rise buildingsenanalyzed using two advanced
techniques: the extreme value distribution (EVD2aty and the peak-over-threshold
(POT) approach. The extreme roof suction pressymeslicted from these two
approaches were compared with field observatiohse degree of convergence of the
EVD fits was discussed for Type | and Type Ill EVDs

The advanced experimental tool, electronically-sean1024-channel pressure
measurement system (ES1024-PS), was developed mpibyed in wind tunnel
modeling of wind loads on low-rise building. The ngtinduced pressures were
simultaneously acquired at 990 locations uniformistributed over the surfaces (walls
and roof) of a model of a generic low-rise buildingThe Proper Orthogonal
Decomposition (POD) analysis was performed to aaptihe spatio-temporal
characteristics of the acquired pressure fieldwds found from POD analysis that the
pressure data sets can be substantially reducel@, pveserving the main spatio-temporal

features of the building wind loading.
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CHAPTER 1

INTRODUCTION

1.1 INTRODUCTION

Extreme winds originate mostly from down-slope veingenerated in mountain
ranges, thunderstorms, tornados, and tropical ogsl&nown as hurricanes and typhoons.
Holms (2001) wrote, “Damage to buildings and ottetractures by windstorms has been
a fact of life for human beings from the time thepved out of cave dwellings to the
present day.” All structures standing on the ésrsarface are exposed to one or more
types of extreme winds, and they are subjectedotenpially catastrophic wind forces
during periods of severe wind hazards.

The largest cause of economic and insured lossemtural disasters is wind
storms, well ahead of earthquake and floods (Smmd Scanlan, 1996). According to
Simiu and Scanlan (1996), hurricanes and tornadaesed approximately $41 billion in
insured catastrophic losses, compared with $6.li®rbifor all other natural hazards in
the U.S., between 1986 and 1993. According to #akua and Bienkiewicz (2005),
wind-induced losses averaged over 5 years (200@)280d 50 years (1955-2004) are
89% and 69%, respectively, of the overall hazardalge participation in the U.S.

Two of the most destructive hurricanes in the W&re Andrew in August 1992
and Katrina in August 2005. According to the NasibHurricane Center (NHC) of the

National Oceanic and Atmospheric Administration (NY), Andrew caused $26.5



billion in damage and 23 fatalities and Katrina sedi $75 billion in damage and 1200
fatalities. For comparison, Table 1.1 lists prépelamage and fatalities caused by some

of the largest hurricanes in the U.S., over thgdd#r span of 2000-2010.

Table 1.1 Property damage and fatalities causduibycanes in the U.S.

Property damage

Year Hurricane (8 billion) Fatalities
2008 ke 19.3 20
2005 Wilma 16.8 5
2005 Rita 10 7
2005 Katrina 75 1200
2005 Dennis 2.23 3
2004 Jeanne 6.9 6
2004 Ivan 14.2 25
2004 Frances 8.9 8
2004  Charley 15 10
2003 Isabel 3 17

Tornadoes, which are fiercely swirling columns ofextending between clouds
and the earth’s surface, also create catastrophibades along their paths. A
comprehensive damage investigation conducted byAtherican Association for Wind
Engineering (AAWE) reported that devastating damsadge residential houses,
commercial and industrial buildings and public fiéieis in Missouri and Kansas, were
caused by tornadoes traveling across these stakéayi 2003 (Bienkiewicz, 2003).

Most major windstorms have caused a wide rangeaofagje to non-engineered
low-rise buildings such as residential houses, cemoial and industrial structures. Such

buildings and structures are frequently vulnerableevere windstorms. Most dominant



failures have occurred in roofs and roof coveringsere extremely high suction
pressures form; especially near roof corners, tepdioof edges and roof ridges
(Tieleman, 2003). Understanding how wind-inducsatls act on low-rise buildings is an
important step in being able to reduce such damagesin providing reliable wind

resistant design guidelines in building standards@des.

According to Holmes (2001), difficulties to assegsd-induced loads for low-
rise buildings arise because,

“They are usually immersed within the layer of agmamic roughness on

the earth’s surface, where the turbulence intessitare high, and

interference and shelter effects are important, difficult to quantify.

Roof loadings, with all the variations due to ches\gn geometry, are of

critical importance for low-rise buildings. Theghest wind loading on

the surface of a low-rise structure are generdiéy guctions on the roof,

and many structural failures are initiated there.”

The key to enhance the understanding of wind-indleads and to improve wind
resistant design of low-rise buildings is relialdescription of such loads which is
typically accomplished via wind tunnel. Since 141@50s, the improvements in wind
tunnel modeling techniques to better duplicate mayphenomena such as wind loading
on structures have been achieved. Jensen (195#j)aied the necessity of the
appropriate simulation of the turbulent boundamefaflow and the adherence to model
law requirements for the wind tunnel measuremertswind-induced pressures.
Richardsoret al (1997) pointed out that more reliable wind tunteehniques have been
developed as a result of improvements in boundaygrisimulations and incorporation of
findings based on full-scale measurements andipesct

Since the 1970s, a number of field (full-scale)exkpents dealing with building

pressures on generic low-rise building geometregetbeen conducted. The Aylesbury



(full-scale) experiment was carried out from 19821874 on a specially designed low-
rise experimental building in Aylesbury, Englanthe building had planar dimensions of
7 m x 13.3 m and an eave height of 5 m. The mfdhe roof was adjustable fromi &
45°. Surface pressures on walls and roof were medsule subsequent studies using
scaled laboratory tests designed to model conditmfinthe Aylesbury tests, significant
efforts on the improvement of wind tunnel modelitechniques were reported by
Apperleyet al (1979), Vickery and Surry (1983), Hansen and &see (1986), Vickery
et al (1986) and Silet al. (1989).

During the period from 1986 to 1987, a buildinghnét planar dimension of 24 m
x 12.9 m and an eave height of 4 m was built isd®&) England. The pitch of the roof
was 10. Seventy pressure taps on the roof and wallgjedisas twelve strain gauges on
the central portal frame, were installed in ordemteasure wind-induced pressures on
and responses of the building. Comparison of igld find wind tunnel results allowed
for improvements in wind tunnel measurement tealesg A good agreement was noted
for the compared field and wind tunnel buildinggmeres (Dalley and Richardson (1992),
Hoxey and Richards (1992), Richardson and Surr@i18nd 1992), Richardson and
Blackmore (1995) and others).

In the early 1990s, a Texas Tech University (TTig)df experiment was carried
out in Lubbock, Texas. The TTU test building hdahar dimensions of 9.1 m x 13.7 m,
an eave height of 4 m and a nearly flat roof. &uog pressures were measured on the
building roof and walls (Levitaet al.(1991), Mehteet al. (1992) and Levitan and Mehta
(1992)). Many wind tunnel laboratories have adskdsissues of wind tunnel testing

using existing experimental techniques and havesldped new strategies for physical



modeling of the approach wind and wind-induced ilogan the TTU test building (Ham
and Bienkiewicz (1998), Tielemaat al. (1996), Surry (1991) and others).

The field and laboratory experiments involving th@&U test building have
contributed significantly to the understanding loé flow past and wind-induced loading
on low-rise buildings. This resulted in improvertgernn wind tunnel modeling
techniques for low-rise buildings. However, thaseomplishments should be viewed in
context of the observation by Surry and JohnsoB8g)L@ho pointed out that,

“there is also the danger that model- and fullscata may be misused

in code application, i.e. there is a tendency ke tdne worst of the worst

cases for application to design without fully expig the meaningfulness

of the underlying data”.

Holscher and Niemann (1998) reported findings frommparative wind tunnel
tests initiated by the Windtechnologische GeseHf#cWTG). Twelve institutes were
participated in this program and performed surfamessure measurements on a cubic
model. They pointed out issues associated witldwiimnel modeling such as statistical
variability of data introduced by measurement umsents, physical variability of
simulated flows, imperfections of models and presstubing systems, different
judgment on the time and geometrical scale impdsgda given wind tunnel flow.
Furthermore, another issue associated with windgumodeling is how to represent data
acquired from wind tunnel experiments. Kasper@0@) stated questions about the
following issues associated with determination xtfeme wind loading: (1) what is the
appropriate length of a single run, (2) what isnfiaimum number of independent runs,
and (3) what fractile of the extremes is requiredthe specification of the design wind

load using what target confidence interval.



1.2 PURPOSE OF RESEARCH

The purpose of the research was to address anty alarious issues related to
wind tunnel modeling for wind effects on low-risaildings. Investigation of variability
in results drawn from comparisons between fieldl-§aale) vs. wind tunnel (mode-
scale) measurements or between wind tunnel lalrgeatavas one of objectives in this
study. Additional objectives were to refine thdreme wind loading predictions using
extreme value theory and other methods (peak-dwestold approach and peak non-
Gaussian estimate method), and to apply the prageogonal decomposition technique
to characterize large data sets acquired from #wently-developed 1024-channel

pressure measurement system.

1.3 OUTLINE OF DISSERTATION

The four main topics addressed in this dissertaticer (1) Comparisons and
investigation of variability in field (full-scaleand wind tunnel measurements, (2)
Predictions of extreme wind-induced loadings andalwation of the statistical
convergence issue related to extreme value analf/sisch loads, (3) Investigation of the
inter-laboratory discrepancy in wind-induced loaginon low-rise buildings, and (4)
Development and application of the advanced expmrail tool, an electronically
scanned 1024-channel pressure acquisition system.

Chapter 2 presents wind tunnel experiments empypyln50 and 1:12.5
geometrical scale models of the TTU test buildinghe results of measured wind
pressures acquired from the 1:50 scale model wengpared with field results, other

laboratory results, and numerical data. The rooher pressures acquired from both the



1:50 and 1:12.5 scale models were employed to iigege the model scale (Reynolds
number) effects. The agreement/discrepancy bettyeese results is discussed in detail.

In Chapter 3, extreme value analysis using the rgéimed extreme value
distributions (GEVs) and peak-over-threshold meti@B@T) was conducted to predict
extreme peak roof pressures. Hundreds of peakcavokr pressures acquired from wind
tunnel measurements on the 1:12.5 and 1:50 ge@alestcale models of the TTU test
building were utilized in this analysis. The extee peaks pressures predicted from
GEVs and POT were compared with field observatimmg the issue of convergence on
GEVs was discussed.

In Chapter 4, an investigation of the comparatiméertlaboratory study is
presented. A broad range of analyses were cortluti@rder to compare the laboratory
approach flows and wind-induced building loadingsquared at six participating
laboratories. The variability in the compared datd its origins were addressed.

Chapter 5 describes the comparative inter-windebimvestigation involving two
boundary-layer wind tunnels at the Wind Engineeramgl Fluids Laboratory (WEFL),
Colorado State University (CSU). Based on findinggined from Chapter 4, matching
approach flows were modeled in two wind tunnelsubsgquently, wind-induced roof
pressures on building models were acquired and acedp The limited wind tunnel
testing of Reynolds number effects was carried out.

Chapter 6 describes the development of the 102drghigressure measurement
system. The preliminary wind tunnel experiments floee modeling of wind loads
employing this system are also presented. Negtbthilding pressure data acquired at

990 locations over a generic low-rise building modere used in the Proper Orthogonal



Decomposition (POD) analysis to determine the syate characteristics hidden in the
random nature of fluctuating building pressures.
Chapter 7 provides a summary of the conclusionthisfstudy and offers future

research recommendations.
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CHAPTER 2

INVESTIGATION OF LABORATORY-FIELD DISCREPANCY

IN WIND-INDUCED PRESSURE ON LOW-RISE BUILDING

The material in Chapter 2 has been published infdlewing reference:

Endo, M., Bienkiewicz, B., and Ham, H.J. (2006)rfeMtunnel investigation of point pressure on TEStt
building”, Journal of Wind Engineering and IndustltiAerodynamics, Vol. 94, pp. 553-578, and also in
Proceedings of the 11th International ConferencéAind Engineering, June 2-5, pp. 949-956, 2003.

2.1 INTRODUCTION

Comparison of field data with simulated physicaépbmena - such as wind flow
and wind-induced loading on and response of buglslisnd other structures — constitutes
an important element in the validation of testeddelimg techniques. Appropriately
screened field results are desired to carry ouh sucheck of the laboratory (physical
modeling) approach. Laboratory results, in turan de used to validate numerical,
analytical and hybrid modeling techniques.

The wind engineering research at the Texas Thuhersity (TTU) field site

(Levitan et al. (1991), Mehtaet al. (1992) and Levitan and Mehta (19%Ra
has stimulated many investigations focused on tbdatng of wind conditions at this
site and wind-induced loading on the TTU test bogdand low-rise buildings in general.
Most of the related efforts were of experimentalura and they were carried out in

various laboratories. They addressed issues ofl wumnel testing using existing
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experimental techniques and development of newesgfies for physical modeling of
approach wind and wind-induced effects at geonadtscales appropriate for testing of
low-rise buildings, Bienkiewicz and Ham (2003), Haamd Bienkiewicz (1998),
Tielemanet al. (1996), Surry (1991) and others. The TTU fieidadwere also employed
in validation of numerical simulations resultingifin application of in-house developed
and commercial software packages configured to imedel-induced loading on low-
rise buildings (Bekele and Hangan (2002) and Sel{@&387)).

Overall, researchers reported a good agreemenebatihe laboratory and field
wind pressures induced on the envelope of the Tdsd building. For the cornering
approach wind, however, it was found that labogagxternal point peak suctions in roof
corner/edge areas were lower than those measuregddield observations. Most of the
comparisons of numerical results with laboratorg/an field data were focused on the
mean external pressures. Overall, good agreemasntneted in these comparisons. In
the limited number of numerical studies includingnsient simulations of the pressures,
a varying degree of agreement between these reantisfield/laboratory data was
reported.

There have been limited investigations reportedhencomparisons of full-scale
data with laboratory testing at larger geometrszales. Cheunet al. (1997) considered
a 1:10 scale model and Jamieson and Carpenter )(1888 a 1:25 scale model of the
TTU test building. They investigated the modellsddgeynolds number) effects, in
order to resolve the laboratory-field mismatchhef toof corner pressures.

Meaningful comparisons of laboratory/field/numelicasults require careful

screening of the compared data. Issues of inhewambility of field wind need to be
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appropriately addressed in selection of field daf@esentative of wind flow conditions
modeled during laboratory and/or numerical testifg.addition, analysis of time-
dependent data requires careful assessment oLinmsttation capabilities (dynamic
range, frequency response), data acquisition (Sagphte, signal filtering), signal-to-
noise ratio and other pertinent conditions.

Some of the above issues are addressed in thistechap the context of
comparisons of laboratory, field and numerical wprdssures on the TTU test building.
Wind tunnel investigations were carried out using 1:50 and 1:12.5 geometrical scale
models of the TTU test building. External poinegsures induced at wall and roof
locations in the building mid-plane and in the roofner region were measured and these
data are discussed in this chapter. First, theptaide laboratory pressures are compared
with field and numerical results. Next, the roadrreer pressures are addressed.
Representative results of recent measurementeqirdssures, acquired for a wider than
previously reported range of the wind directionse(®iewicz and Ham, 2003), are
presented and compared with the available fieldiltes The laboratory roof corner
pressures are subsequently employed to investiatenodel scale (Reynolds number)

effects.

2.2 EXPERIMENTAL CONFIGURATION

The laboratory data were acquired during an experiad study performed at the
wind Engineering and Fluids Laboratory (WEFL) atl@@ado State University (CSU).
Testing was carried out in two boundary-layer witwhnels: Meteorological Wind

Tunnel (MWT) and Environmental Wind Tunnel (EWT)The details of WEFL and
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boundary-layer wind tunnel facilities are descriliedppendix A. As mentioned above,
two geometrical scales (1:50 and 1:12.5) were eyalan this testing.

The overall view of a 1:50 geometrical scale maafelhe TTU test building is
shown in Figure 2.1. The building geometry andphessure measurement locations are
depicted in Figure 2.2. These locations were datexd from the field building
information provided by Levitan and Mehta (1992&he modeled pressure taps had a
0.8-mm diameter. Figure 2.3 shows the labelinthefpressure taps and defines the wind
directions considered in the testing.

A 1:12.5 geometrical scale model of the TTU testding was furnished with
pressure taps of 0.8 mm in diameter. A schemativ of the model and the locations of
pressure taps considered in this testing emplayiisgmodel are shown in Figure 2.4.

The mean velocity and turbulence intensity profiddsthe approach flow were
measured using hot-film probes in conjunction widbnstant temperature hot-wire
anemometers. The reference velocity and the spaéissure were monitored using a
pitot-static tube mounted at the roof height, wgestn of the model. Hot-film data were
sampled at a rate of 1,000 samples/second. Tyjavaldata records were 30 second in
length. The analog signals were low-pass filtev@t a cut-off frequency of 500 Hz.

The pressure was measured using Honeywell MicracBwiressure transducers
connected to pressure taps via short tubing walrictors for the 1:50 scale model, and
with very short-length tubing for the 1:12.5 modeThe frequency response of the
pressure measurement system had a constant magnatiibin +3% error for the 1:50
scale model and within 5% error for the 1:12.5 scale model. It had adimphase in the

frequency range spanning from DC through approxiga220 Hz for the 1:50 scale
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model and 340 Hz for the 1:12.5 scale model. Thgnitude of the frequency response
of the pressure measurement systems used for thembalels is shown in Figure 2.5.

In the wind tunnel testing of the 1:50 scale modw®st of the pressure time series
were low-pass filtered with a frequency cut-off 250 Hz and they were acquired at a
sampling rate of 1000 samples/second. For eacdsymre tap, ten records of pressure
data, each consisting of 18,000 data points, weqeiieed. Additional data sets were
acquired at a sampling rate of 250 samples/secoddheey were low-pass filtered with a
cut-off frequency of 50 Hz. The length of the ledtory data records employed in the
present study corresponded to field record of 15-giration.

In the wind tunnel testing of the 1:12.5 scale nhade pressure time series were
acquired with various sampling conditions. Theadatitained using a sample rate of 200
samples/second were low-pass filtered with theueagy cut-off of 40 Hz. For this case,
the corresponding prototype values of the samptioigditions were: sampling rate 20
samples/sec, cut-off frequency 4 Hz, and 15- mineterd length. A total of 10 records
of the time series were acquired for wind directioanging from 180through 276, with

an increment of

2.3 RESULTSAND DISCUSSION
2.3.1 Resultsfrom Testing 1:50 Scale M oddl

Approach Flow

The modeled nominal flow conditions - flow prevagi at the TTU field — are
presented in Figures 2.6 through 2.8. The flow wiasulated using the experimental

technique described by Bienkiewicz and Ham (2003)e laboratory profile of the mean
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velocity (denoted CSU) in Figure 2.6 is comparethwhe field data reported by Chock
(1988). The mean wind velocity is expressed bamseof the power-law representation,
which is commonly used in wind engineering appiaa, and specified in reference
documents, such as ASCE 7 (2005) and AlJ (198%)e gower law of the mean wind
velocity can be written as
U(z,) = U(zgz){i} [2.1]
Zy

wherea is an exponent dependent on roughness of termaiiz;aandz;, denote heights
above ground. A very good agreement between tierd#ory mean velocity profile and
the TTU nominal (prevailing) field data implied bye average power law exponent=
0.14 (for the approach wind zone A, in Chock (198&n be seen in Figure 2.6. The
mean velocity profile implied by the maximum deioat from the average value of the
power-law exponent (in zone A discussed by Cho@B8)) is also marked in the figure,
using a dash-dot line. The along-wind turbulenceensity of the modeled flow is
compared in Figure 2.7 with the field turbulenceensity (denoted TTU) reported by
Chok (1988) and Tielemaat al (1996).

The measured power spectra of the along-wind ugidtuctuations (denoted
CSU) are depicted in Figure 2.8, for two referealsvations. These are compared with
the empirical turbulence spectrum model proposed&diynal (1972) and with the TTU
field data reported by Tielemagt al (1996). The Kaimal spectrum for along-wind
(longitudinal) velocity component can be written as

nS(z,n) _ 33.3f
GZ (1+50f)5/3

[2.2]
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. =2 . . . . .
where n is frequency,u is the variance of the longitudinal velocity compah

f= nz/U(z) is the reduced frequency, aEdz) is the mean longitudinal velocity. Itis

apparent that the field spectrum is attenuatedhferreduced frequenayz/U>0.3, due
to the drop-off in the frequency response of te&lfinstrumentation used to acquire time

series of the wind velocity.

Roof mid-plane pressure

The obtained pressupeon the surface of the building model is expreggeithe

form of a non-dimensional pressure coeffici€pt

C, = _Fl’ ‘_pg [2.3]
Pl

wherep is the pressurgy, is the reference static pressypés air mass density ard, is
the reference mean velocity.

The wall and roof pressures in the mid-plane of & test building are shown
in Figures 2.9 through 2.11, for two wind direc8dh= 270 and 240. The depicted
laboratory results include two data sets, corredpmnto two data sampling rates: high
sampling rate of 1000 Hz (denoted CSU) and low sagpate of 250 Hz (denoted
CSU-LSR). These data are compared with laboratsylts obtained at the University
of Western Ontario (denoted UWO) reported by Suit991) and with field data
(denoted TTU) reported by Levitaat al (1991). A good agreement between compared
mean pressures can be observed in Figure 2.9hdfiekamination of these data reveals

a better agreement for the wind direction of 270
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As depicted in Figure 2.10, the standard deviatibthe field pressure is in better
agreement with the laboratory data for the windection of 276, see Figure 2.10a.
However, as shown in Figure 2.10b the field valaes significantly higher than the
laboratory data for the wind direction of 240A comparison of the corresponding peak
pressures in Figure 2.11 shows a similar trend.

Three sets of peak pressures obtained during tesept study are included in
Figure 2.11: high-sampling-frequency maxima (dedd@SU), low-sampling-frequency
maxima (denoted CSU-LSR) and the average peak®ot@iCSU-ave), obtained using
ten peaks extracted from ten data records. Figurga shows a very good agreement
between the average laboratory (CSU-ave) and (EIdU) peaks. Except for one roof
tap, the maximum peaks obtained at CSU are witienstatter of the field data. Figure
2.11b shows that for the wind direction of 24€he average peaks obtained at CSU
(CSU-ave) are lower than their field counterpartd that the CSU maximum peaks are
close in magnitude to the average field peaks.

Bekele and Hangan (2002) compared a number of em@etal and numerical
data with the results of their numerical simulasiornThese results are included in Figure
2.11 (denoted UWO-CWE). They noted that for winiceetion of 270, most of the
compared (experimental and numerical) peak pressampeared to be in a good
agreement with the field data, while the laboratpepaks obtained at CSU significantly
exceeded the field peaks. For the wind directib24ff, their comparison indicated a
very good agreement between the CSU and field pressnd an under-prediction of the

field peaks by the remaining data used in theirganison.
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The above variability in the agreement between l@i®ratory and field peak
pressures was discussed by Bienkiewicz and Ham3§2@there the laboratory roof
peaks obtained by Ham (1998) were compared witliulhecale data. It was concluded
that the field-laboratory agreement/disagreememntidcde attributed to differences in
wind conditions associated with the field pressws=d in the comparison.

The laboratory data obtained during the preserdysat CSU and presented
herein allow for a better quantification of the ab@ffects. A comparison of the average
field (TTU) and laboratory (CSU) peak pressured-igure 2.11 can be related to the
approach wind conditions presented in Table 2ttanh be seen (in the table) that for the
wind direction® = 270, the overall field turbulence intensity was lowtian that
modeled at CSU. Fob = 240, the field turbulence intensity was higher thae th
laboratory turbulence intensity. Figures 2.10 arid show that foé = 270 the standard
deviation and the peak laboratory pressures weeeatiiarger than the field pressure,
while the reverse was true for= 240. These discrepancies in the laboratory-field
comparison of pressure are attributed to the depeaxf the field turbulence from the
turbulence level modeled at CSU. It is also peséd that the high scatter in the field
pressure fluctuations is the result of the varigbih the approach field flow manifested
by the range of the flow turbulence intensity iradesd in the table.

The two laboratory sets of the maximum pressurainbtl at CSU and included
in Figures 2.10 and 2.11 illustrate the effectthef sampling rate (and low-pass filtering)
on the standard deviation and peaks of the acquywedsures. These effects are
significant and they should be taken into accoantdmparisons of field and laboratory

pressure data.

20



Table 2.1 Laboratory and field flow at roof heigh

TTU (Levitanet al, 1991)

csu
9 =270 0 = 240
Uz=am 10.2 6.6 — 10 5.8-8.2
(m/s)
Iu z=4m
' - 19 — 27
%) 21 16 — 22

Flow variability (Table 2.1) and scatter in flucting pressures (Figures 2.10 and
2.11) bring into attention the importance of carehatching of the laboratory and field
flows, data sampling conditions, and frequency eesp of instrumentation employed in

comparative studies.

Roof Corner Pressure

The roof corner pressures acquired during the ptestidy are presented in
Figure 2.12, for taps 50101, 50205, 50209, 505@K05, 50509, 50901, 50905 and
50909 (see Figures 2.3 and 2.4), and the wind tibrecanging from 0 through 360,
with an increment of 5 The laboratory results are compared with thiel fiata for the
wind directions of 90 through 270, The format of this comparison is similar to that
presented by Bienkiewicz and Ham (2003), whereldberatory roof corner pressures
acquired by Ham (1998) were compared with theidfeunterparts. As discussed by
Bienkiewicz and Ham (2003), the field data origethfrom two sources. The pressures
at taps 50101 and 50501 were taken from Tieleetas (1996) and were restricted to
roof pressure records associated with the apprid@etof the lateral turbulence intensity
not exceeding 20%. The field data for the remgnaps were taken from Meh& al

(1992), where no restriction was placed on thellef/¢urbulence in the approach flow.
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Figure 2.12 depicts the highest and lowest peakgdoh wind direction out of the ten
largest suctions and the average peaks determioedtén segments of the pressure time
series.

The laboratory-field comparison of the roof corpeessures (wind direction of
9@ through 270) was discussed by Bienkiewicz and Ham (2003). oxerall very good
agreement was found for most of the compared roohtions and wind directions.
However, a measurable discrepancy between thedtdsgrand field peak pressures was
noted at taps near the roof edges for the corneving direction range. The results

presented in Figure 2.12 exhibit similar trends.

2.3.2 Resultsfrom Testing 1:12.5 Scale Mode

Comparison of approach flow characteristics

Profiles of the modeled approach flow are showfigures 2.13 and 2.14. The
laboratory mean velocity and the along-wind turbakeintensity modeled for the 1:12.5
scale model are compared with the 1:50, 1:25 (Jsoni@nd Carpenter, 1993) and 1:10
(Cheunget al, 1997) geometrical scale wind data.

As depicted in Figure 2.13, except for the 1:10lesamodel, overall good
agreement among the compared mean velocity praféesbe observed. The profile
reported for the 1:10 scale model exhibits localizégnificant departure from the
boundary-layer flow. Such perturbations indicateep changes in wind velocity and
generation of severe wind shear. The effects ci low features on the measured wind
loading are uncertain. The power law exponentefrnean velocity generated for the

(CSU) 1:12.5 scale model was 0.148.
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The vertical profiles of the along-wind turbulence#ensity modeled for four
geometrical scales are compared in Figure 2.14cafdsbe seen, the turbulence intensity
at the building height modeled for the 1:12.5 gewita scale is slightly lower than that
obtained for the remaining scales. Namely, atbin&ling height of 4 m, the turbulence
intensity was 19.5% for the 1:12.5 scale, whilevats 21% for the 1:50 and 1:25 scale,
and 22% for the 1:10 scale model.

Figure 2.15 compares the along-wind velocity sped¢tr the 1:50, 1:25 and
1:12.5 geometrical scale flows. The spectra datd f10 scale model was not included
because no spectral information for this scale reasrted by Cheung et al. (1997). In
the figure, the empirical spectral model proposgd&haimal (1972) (see Equation [2.2])
is included. The integral length scales of thegladinal (along-wind) flow turbulence,
for the 1:50, 1:25 and 1:12.5 scale flow modelg lsted in Table 2.2. The value

obtained from the TTU field site (Levitan and Meht892b) is also included in the table.

The integral length scale denotéf] is defined (Simiu and Scanlan, 1996) as follows:

LX =

u

R, (r)dr [2.4]

CNHC
oO—3

where R, (7 )= autocovariance function of fluctuatiofxy, t),
U = mean wind speed and

u? = mean square value ofxi, 1).

Table 2.2 Longitudinal (along-wind) length scale

Prototype Height 1:12.5 model 1:25 model 1:50 model TTU field site
4 m 9.4m 28 m 43.2m 107 m
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As can be seen in Figure 2.15, the overall agretwietine spectra obtained for
flows modeled at the 1:25 and 1:12.5 scales wighKhimal empirical spectrum is not
satisfactory. However, at the 1:50 scale, the exptal and Kaimal spectra are in a
very good agreement. At large scales (1:12.5 aP¥) the spectra exhibit a significant
shift towards the high frequencies, by approximyatefactor of two for the 1:12.5 scale
model and a factor of four for the 1:25 scale mod&s a result the flows generated at
these scales do not ensure sufficient low-frequemclyulence content. This fact is
reflected in the relatively short integral lengitales listed in Table 2.2. In the high-
frequency range (small-scale turbulence), the spleletvels for these two scale models
distinctively exceed the spectral Kaimal model. el@iman (1992) postulates that the
small-scale turbulence plays an important roldenreproduction of physical phenomena
such as wind-induced surface pressures on a bbdgfy Buch as low-rise buildings, and it
is critical that the small scale turbulence be isightly simulated during wind tunnel

testing.

Effects of model scale on roof corner pressure

The roof pressures for pressure taps 50101, 5EIPN5 and 50505 (see Figure
2.4) on the 1:12.5 scale model of the TTU testdag are shown in Figures 2.16 and
2.17. These are compared with data obtained freasorements carried out for the 1:50
scale model. The prototype sampling conditionstifier 1:12.5 and 1:50 models were
identical, as described in Section 2.2. The datddps 50101 and 50501 for 1:10 scale
model reported by Cheurg al (1997) and the 1:25 scale model reported by Jaonie

and Carpenter (1993) are also included in the éigur
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Figure 2.16 compares the mean and peak negatissyres (suctions). The
average peak suction (denoted Peak-ave) and thenonaxpeak suction (denoted Peak-
max) were determined using ten peaks extracted feondata records for the 1:12.5 and
1:50 scale models, while the maximum peak suctiortife 1:10 and 1:25 scale models
was determined from one record. A very good agese¢ns observed between the mean
pressures for the four considered taps. The agepagk suctions for the 1:50 scale
model are higher than those for the 1:12.5 scaldemexcept for tap 50101 for the wind
direction ranging from 225through 268 In the comparison of the maximum peak
suctions for tap 50501, the magnitude of those pesalery similar among the 1:10, 1:25
and 1:50 scale models. These peaks are predoityiarmger than those obtained from
the 1:12.5 scale model, for the compared wind toes. For tap 50101, the maximum
peak suctions are highly variable among the foatesmodels. However, a comparison
of the maximum and average peak suctions for th8 &cale model indicates that they
are consistently larger than those of the 1:12a@esmodel, for taps 50501, 50205, and
50505. Larger peak suctions on the 1:50 scale hadeattributed to a higher level of
turbulence intensity of the modeled flow employed this scale. Thus the effects of
turbulence are more pronounced.

A comparison of the standard deviations of rookpuees among these four scale
models is depicted in Figure 2.17. It can be gbahthe 1:12.5 and 1:50 models the
compared data are in a good agreement, for allhef ¢compared pressure taps.
Furthermore, standard deviations for the 1:10 ar®b kcale models are in a better
agreement at tap 50501. In contrast, the agreefoetihese two scales models is less

satisfactory at tap 50101.
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Overall, geometrical scale effects on roof presswauld not be identified from
the limited comparisons obtained during the presaudy and extracted from references
published by other researchers. Differences imatheristics of the approach flows, such
as the level of turbulence and characteristics iofdwelocity spectra, employed in the
measurement of the compared data, difficulties ad@fing of large-scale turbulent flows
in small and medium size wind tunnels are consttléoebe contributing factors to the
observed scatter in the obtained results on madd¢ £ffects. Further investigations are
needed to clarify the issue of the geometricalesedlects on wind-induced loading on

buildings and structures.

2.4 CONCLUSIONS

The findings of this chapter can be summarizesksws:

1. The degree of the disagreement between the fieldadoratory mid-plane pressures
was attributed to the variability in the approackl anodeled winds. A comparison of
the average peaks and standard deviations of the da& with the field pressures
showed that a closer laboratory-field matchinghef &pproach wind led to a better
laboratory-field agreement between the comparesspres.

2. The roof corner pressures were presented for albraange of wind directions than
those discussed in past studies. The laborately-tiomparison of the roof corner

pressures indicated trends similar to those obdarnvprevious investigations.
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3. Meaningful comparisons of laboratory/field/numericevind-induced pressures
require careful selection of field data recordsregpntative of wind flow conditions
modeled during laboratory and/or numerical testing.

4. The maximum and average peaks of roof pressureossain the 1:12.5 scale model
did not exceed those acquired for the small (1c#0e3 model. The maximum peak
suctions compared for the 1:10, 1:12.5, 1:25 al@ scale models did not show a
consistent dependence on the model scale, tapd S0tD50501.

5. Differences in characteristics of the modeled apgho flows employed in
measurements of roof pressures on small and laogkelsidid not allow for definite

guantification of the geometrical scale effectdlantuating pressures.
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Figure 2.1

1:50 geometrical scale model of TTUW beslding inside MWT
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Figure 2.2 Geometry of 1:50 scale model of TTU beslding and pressure tap locations



U(z

N 223127, 529

0., 5232 |
22306 .
~ 22308 5142%- 50909 498> S\s0o01
N R 5082 5665~ 00800 o\s0501
N 50128, sp0m . 2%8%% o\50101
o R . 2.3 I S o — 180
Wind direction 42206 N
(degree) 42\2Q4

¢
Figure 2.3 Wind directions on the gnvelope of Ttésk building

U,
T off
72.8 cm
— 5050
50505 @ 50101
50205 e
o’ 18¢
Wind Azimuth 32.0cm
(degree)
\ b\
109.6 cm
AN
270

(a) Dimensions of model

Ao
| 9.8cm |
!‘ ol
50505@ 50509
£
S 5
N 10
~ ©
50205@
£ 50101® ¥
© (&)
N~
o 3

(b) Pressure tap locations

Figure 2.4 Geometry of 1:12.5 scale model of T&&t building and pressure tap
locations

31



Magnitude of frequency response

Magnitude of frequency response

220 _\

06 I I I
0 50 100 150 200 250 300
Frequency (Hz)
(a) 1:50 scale model of the TTU test building
1.2
1.1 -
. +5%
1.0
+ -5%
0.9 -
0.8 -
0.7 + /7 338 Hz
0.6 :
0 100 200 300 400 500

Frequency (Hz)

(b) 1:12.5 scale model of the TTU test building

Figure 2.5 Frequency response of pressure measaoteuiing system

32



z (m)

z (m)

50  J
® Csu ! /
e a = 0.14 (Chok, 1988) :
= 0.17 (Chok, 1988) : /
40 L
, Iy
30 . /
f i/
20 -
10r TTU Buiding
. Y Height =4 m
)
0
0.4 0.6 0.8 1.0 1.2 14
Uy Uiaom)
Figure 2.6 Mean velocity profiles
50 *
¢ CSU
¢ TTU (Chok, 1988
40 O TTU (Tielmanet
a.,1996
.
30 + .
.
20 - ; *
.
.
.
10 + o —>—e—
TTU Building ? 3
Height = 4 m % ’%i
I \6 ‘
0 | @)
0 5 10 15 20 25 30

Turbulence intensity (%)

Figure 2.7 Along-wind turbulence intensity prosile

33



0.1+
S
S
4]
c
0.01 -
X CSU z=8m © 50
O TTU (Tielmanet al.,1996)
— Kaimal (1972)
0.001 1 ‘ ‘
0.00! 0.01 0.1 1 1C
nzlU

Figure 2.8 Along-wind velocity spectra

34



¢ CSU
= CSU-LSR
“ A UWO
—=—TTU
0 .
j =
@
(]
E
o
O
-1+
Be * C
N Lo
R
A B C
-2 1 1 1 1 1 1 ' 1 1
-4 -2 0 2 4 6 8 10 12
Full scale location (m)
(a) Wind directiord = 270
1
o CSU
= CSU-LSR
A A UWO
—&—TTU
O .
=
@
(]
E
o
O
-1+
» C
A Lo
[ ]
A B C
_2 I | I I I I 1 I I
-4 -2 0 2 4 6 8 10 12

Full scale location (m)

(b) Wind directior® = 240

Figure 2.9 Mean pressure at mid-plane locations

35

14

14



Full scale location (m)

(b) Wind directior® = 240

Figure 2.10 Standard deviation of pressure atprade locations

36

¢ CSU
0.6 + = CSU-LSR
A& UWO
05+ —=—TTU
N
804+
B
a 0.3+
O
A
0.2+
Be » C
1 o,
01 T H!!Hﬁ T n!:s?nn:
A B C
0.0 1 1 1 1 1 1 ' 1 1
-4 -2 0 2 4 6 8 10 12 14
Full scale location (m)
(a) Wind directiord = 270
0.7 -
¢ CSU
0.6 + ® CSU-LSR
A& UWO
0.5+ —a—TTU
5 0.4+ -
S :
o
o 03 T AA
O
0.2+
B :
0 l T §E§§§§Eﬁ‘il§§HE§EE§E§HEEEE§HEHHHHHHJM%HH
A B C
0.0 1 1 1 1 1 1 ' 1 1
-4 -2 0 2 4 6 8 10 12 14



Cp (peak)

Cp (peak)

CSsu
CSU-LSR
uwo
UWO-CWE
—a—TTU

fffff CSU-ave

> > B O

B1 * C
A D
L

A B C
| | | | | | | | |
-4 -2 0 2 4 6 8 10 12
Full scale location (m)
(a) Wind directior® = 270

¢ CSU

1 = CSU-LSR
a2  UWO
A UWO-CWE

T —8—TTU

fffff CSU-ave

-2 0 2 4 6 8 10 12
Full scale location (m)

(b) Wind directior® = 240

Figure 2.11 Peak pressure at mid-plane locations

37

14

14



Peak-max 50101
Peak-ave

Peak-min

0 90 180 270 36
Wind direction (degree)
12
Peak-max 50205
104~ "~ Peak-ave
------- Peak-min
8- Mean
TTU™
56
4
2 i
0
0 90 180 270 36
Wind direction (degree)
12
Peak-max 50209
104~ "~ Peak-ave

90
Wind direction (degree)

180 270

_ Data taken from Tielemaat al (1996)
Data take from Mehtat al. (1992)

16
1.4+

Csu

50101

o TTU

Cp (st.dev.)

90 180 270
Wind direction (degree)

360

Cp (st.dev.)

90 180 270
Wind direction (degree)

360

Cp (st. dev.)

90
Wind direction (degree)

180 270 360

Figure 2.12 Roof corner pressure

38



12 1.6
Peak-max CcSuU 0
104~~~ Peak-ave 505(())10 1.4 1 o TTU* 50501
------- Peak-min
g Mean

TTU

S 6

4

2 .

0

0 90 180 270 36! 0 90 180 270 360
Wind direction (degree) Wind direction (degree)
12 " 1.6
Peak-max 54505 14 CsU 50505
104~ "~ Peak-ave . o TTU
------- Peak-min
7 1.2
8 Mean P

90 180 270
Wind direction (degree)

36

Peak-max 50509
Peak-ave

90 180
Wind direction (degree)

270

90 180 270
Wind direction (degree)

360

Csu

| 50509
o TTU

*

90 180 270
Wind direction (degree)

360

_ Data taken from Tielemaat al (1996)
Data take from Mehtat al. (1992)

Figure 2.12 Continued

39



12 Peak-max 16 CSu
] p— Poakave 50901 141 - 50901
------- Peak-min
8- Mean
() TTU™

Cp (st. dev.)

0 90 180 270 36! 0 90 180 270 360
Wind direction (degree) Wind direction (degree)
12 " 16
Pea -Mmax 50905 | CSU** 50905
101"~ Peak-ave 14 o TTU
------- Peak-min .
| Mean =
81 o Truv S
)
o
O

0 90 180 270 36! 0 90 180 270 360
Wind direction (degree) Wind direction (degree)
12 " 16
Peak-max 54909 14 CsU 50909
104~ "~ Peak—aye . o TTU
------- Peak-min —~12
8 Mean >
o TTU” S 107
B 08|
o
O 061
0.0 :
0 90 180 270 36 0 90 180 270 360

Wind direction (degree)

Wind direction (degree)

_ Data taken from Tielemaat al (1996)
Data taken from Mehtet al (1992)

Figure 2.12 Continued

40



20

X 1:10 model
(Cheunget al., 1997)

© 1:12.5 model

o 1:25 model
(Jamieson and Carpenter, 1993)

e 1:50 model

—— a=0.148

1.2

X 1:10 model
(Cheunget al., 1997)

@ 1:12.5 model

o 1:25 model
(Jamieson and Carpenter, 1993)
® 1:50 model

15 +
E10-
N
TTU test building
> | __height=4m 2%
0
0.4 0.6 0.8 1.0
U (z)/U (10m)
Figure 2.13 Mean velocity profiles
20 ©
[ J
e
15 - ™
oe
£ 10 o} K
N
o ¥
[}
TTU test building ° &
57 height=4m «
------------------------- -.-D-))E-------
..%a(
O | %

Turbulence Intensity (%)

30

Figure 2.14 Along-wind turbulence intensity presl

41



o
=
!

nSu(n)eu’

0.01+

0.001

— 1:12.5 model

1:25 model (Jamiéson and Carpehter, 1993)
® 1:50 mode
— — Kaima (1972) ! !
I

0.001

0.01 0.1 1

Figure 2.15 Along-wind velocity spectra

42

10



180 210 240 270 180 210 240 270
Wind azimuth (degree) Wind azimuth (degree)

10 10
50205 50505

0
180 210 240 270 180 210 240 270
Wind azimuth (degree) Wind azimuth (degree)
where
* Mean (1:10 scale) - - Mean (1:25 scale) O Mean (1:12.5scale) —— Mean (150 scale)

X Peak (1:10 scale}— Peak-max (1:25 scale) & Peak-max (1:12.5 scale)A Peak-max (150 scale)
----- Peak-ave (1:12.5 scale)— Peak-ave (1:50 scale)

Figure 2.16 Mean and peak suction pressures

43



1.6

=
N
|

Cp (st.dev.)

1:10 scale
1:12.5 sca
— — 1:25 scale
— 150 scale

50101 .

(o]

[¢)

0.0
180 210 240
Wind azimuth (degree)
1.6
50205 o 1:12.5 scale
— 150 scale
1.2 -
S
()
i
D 0.8 -
o
@)
0.4 5
0.0
180 210 240

Wind azimuth (degree)

27(

27(

Cp (st.dev.)

Cp (st.dev.)

1.6
50501 .
1.2
0.8
e o O T
0.4 - * 1:10scale
o 1:12.5 scale

— — 1:25 scale

— 150 scale
0.0 : ‘

180 210 240 270
Wind azimuth (degree)
1.6
50505 o 1:12.5 scale
— 1:50 scale
1.2 1
0.8
o]
o O
0.4
000009
0.0
180 210 240 270

Wind azimuth (degree)

Figure 2.17 Standard deviation of pressures

44



CHAPTER 3
PREDICTION AND VALIDATION OF EXTREME WIND-

INDUCED PEAK PRESSURE

Some of the material presented in this chaptertieen extracted from the following reference

Endo, M., Bienkiewicz, B. and Ham, H.J. (2006), id/tunnel investigation of point pressure on TTkl te
building”, Journal of Wind Engineering and IndusttiAerodynamics, Vol. 94, pp. 553-578.

3.1 INTRODUCTION

Extremes of environmental loads such as wind-indupesssures and loads
corresponding to small probability of exceedance @smmonly required in order to
provide reliable structural designs. Two estimmatioethods that have been used in such
applications for prediction of extremes, are disedsin this chapter: (1) generalized
extreme value distributions (GEV) and (2) peaksrdalieeshold (POT) based on the
generalized Pareto distributions (GPD).

The difference between these two approaches isrstiwlly presented in Figure
3.1. A sample of time records of the pressurefmoeifits (G) is displayed in the figure.
The first method (GEV) considers the maxima ¢f étracted from successive time
records. In Figure 3a, the pressure coefficienis Go, Cyi6 and Gig are the peak values
extracted from the four records. They represeatektreme events, also called block

maxima. The second method (POT) focuses on thenadtsons which exceed a given
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threshold. For instance, the observatiogs Cy2, Cyo,Cpio,Cp1s and G in Figure 3.1b
exceed the thresholdand they represent a set of the extreme events.

The GEV method is based on analysis of the laf@esmallest) values identified
in each of the considered data records. In wirgineering practice, this technique has
been applied for prediction of extreme wind speedsng the observations of annual
maximum wind speeds, Gomes and Vickery (1978), isld2001), Cooket al (2003)
and others. The POT method has also been usettinasmalyses, Holmes and Moriarty
(1999), Lechneet al (1992), and Simiu and Heckert (1996), and othéts.advantage
over the GEV method is that it allows for analysisan entire time series. Thus the size
of the subset data suitable for this analysis pécglly larger than the population of the
peak values extracted for GEV analysis.

Rigorous extreme value analysis of local pressanesuildings has been reported
by a limited number of researchers, Cook and Mail®a9), Peterka (1983), Holmes
(1984), Holmes and Cochran (2003). For predictioh®xtreme wind speeds, wind
speed records of past observations can be obt&im®dmeteorological stations, airports,
national climate centers, etc. In the case ofeexér wind loading on buildings, the field
data records of sufficient length, available in jpuldomain, are limited. Examples of
such data (acquired in the U.S.) are field obsewmatof peak pressures reported for the
Texas Tech University (TTU) test building (Melgtigal, 1992).

This chapter presents the extreme value analysieaif corner peak pressures
acquired during wind tunnel testing at WEFL at fleeations on the models of the TTU

test building. The extreme peak pressures werdigteel by fitting Type | and llI
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extreme value distributions. The POT method wase alsiployed in prediction of the

extreme peak pressures.

3.2 OVERVIEW OF GENERALIZED EXTREME VALUE APPROACH

The largest ofn independent samples, each drawn from the samentpare
distribution F(x), have a probability distributiorF[x)]" , Harris (2004b). However, the
parent distribution is typically unknown or the gatr distribution is not well defined in
the tail region associated with the extreme valofegiterest. Various remedies have
been developed to overcome these limitations. Gheuch techniques used in the
classical extreme value theory is the method enmpdpthe generalized extreme value
(GEV) distribution, first proposed by von Mises 88).

The extreme value distributions of roof corner pgakssures are typically

estimated using Type | and Il distributions, whente special cases of GEV (Jenkinson,

F(x) = exp —{1—-k[x;ujr [3.1]

When shape factdeis positive, the GEV represents the Type Il disttion. It becomes

1955):;

the Type | distribution whek = 0. Ask is reduced to zero, the following asymptotic

limit of the GEV, the Type | distribution, is obied

F) = exp{ —exp[ _ (X ~u H} 8.2

In the above formulag) anda are location and scale parameters, respectivelye T

asymptotic limit ofx in the Type Il fit can be determined from Equat{8.1]
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a
Xjimit = U+ K [3.3]

Based on the Type Il fit of peak pressures innb@f corner region reported by
Holmes and Cochran (2003), the anticipated valuth@fshape factor is -0.5k< 0.5.

For such a case, Hosking and Wallis (1997) propadlsedollowing estimations for the

Type llI fit:
k = 7.859@ + 2.95547 [3.4]
a= _k)'zk [3.5]
@-27) ra+k
u=A _w [3.6]
where c= 2~ _log2 [3.7]
3+73 log3
- A
T =—, 38
=7 [3.8]
/Tl = Eo’ )Tz = 2[3;1 - 501 /Ts =68, - 6[3;1 + Eo’ [3.9]
~ 14
:Br [pi,n]zﬁz pir,nxi [310]
i=1
i - a
Pin = . for0 < a <1 [3.11]

The accuracy of the shape fackaralculated using the above approach is better 16dn
if -0.5 <13<0.5. This accuracy can be improved if an alieve, iterative algorithm is
employed. In such a case no limit is placed onvilee ofk. For the Type | fit, the

following formulas were employed (Hosking and WaltlL997):
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log2

a=

[3.12]

u=A, —ay whereyis Euler’s constant, 0.5772..... [3.13]

3.3 OVERVIEW OF PEAK-OVER-THRESHOLD APPROACH

The peaks-over-threshold (POT) method is basedibzing all peak events in
a given time series exceeding a specified threshdlte POT method, which is based on
the generalized Pareto distribution (GPD), wag fatsown by Pickands (1975). The

expression for the GPD is:
-1/k
F(X):l—[l+@} [3.14]

In the above formuldk, u anda are shape, location and scale parameters, resplgctiv

The prediction of the R year return period va¥gecan be calculated from:

Ky s AR 15

In Equation [3.15]A is the number of data points crossing the sehi&shold level per
year. For the solutions of parametkranda, Hosking and Wallis (1997) proposed the

following estimations:

k=W, [3.16]

AZ
a= (L+k)(A, - u) [3.17]
where, =B,, A,=2B,-fo, [3.18]
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Er[pi,n]z%i pir,nxi [3.19]
=1

Pin = ! I_"I 2 foro < a <1 [3.20]

34 ANALYSESAND RESULTS
34.1 GEV Analysis

The GEV analysis was performed using roof cornekp@essures acquired from
two geometrical scale models of the TTU test baiglifor a wind direction of 21%
Two data sets were used in analysis: (1) 150 peagspres (from taps 50101, 50501,
50505 and 50901, see Figure 2.2) extracted fromré&@rds of the data acquired for the
1:50 scale model; and (2) 555 peak pressures (fegps 50101, 50205 and 50501, see
Figure 2.5) extracted from 555 records of the @efguired for the 1:12.5 scale model.
The sampling conditions of these data were destiib&ection 2.2.

The extracted peak pressures were used to fit Typed Il extreme value
distributions (EVDs). For the estimation of pardaene for the EVDs, a computer
program, based on the approach described in Segtmwas developed using LabView
programming software. The user interface of tlfvwgare is shown in Figure 3.2. To
minimize the statistical bias, the reduced varmates based on the plotting position
estimatorp,,, = (i — 035 /n suggested by Hoskirgg al (1985).

The results of the EVD fits are presented in Figdi@for both cases: 1:50 scale
model (taps 50101, 50501, 50505 and 50901) and5lskale model (taps 50101, 50205

and 50501). The calculated values of shigpgcalea and locatioru parameters of the
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EVDs are presented in Table 3.1. The asymptotigegaof the peak pressures implied
by Type IlIl EVD fit, obtained using Equation [3.2{re included in the table.

It can be seen in Figures 3.3a and 3.3b that thk peessure data for taps 50101
and 50501 are not aligned along a straight linethanl trend indicates a good agreement
with the Type Il fitting, except for a limited nuyer of the peaks. On the other hand,
peak pressure data for taps 50205, 50505 and S50dihte a nearly perfect (straight-
line) matching with the Type | fittings, as seen kigures 3.3c through 3.3e. As
anticipated, values df for taps 50205, 50505 and 50901 are approximavabytimes
smaller than those of taps 50101 and 50101 (exoepap 50501 at the 1:12.5 scale) as
seen in Table 3.1. Consequently, the estimatsdfdit taps 50201, 50505 and 50901

indicate a linear-line distribution since valuekaire close to zero.

Table 3.1 Parameters of extreme value distributions

Type | Type llI

Tap Model Asymptotic

scale a u k a u limit of

Cppeak
50101 1:50 -0.692 -5.728 0.094 -0.750 -5.759 -13.73
1:12.5 -0.590 -4,936 0.114 -0.649 -4.968 -10.64
50501 1:50 -0.606 -6.708 0.109 -0.664 -6.740 -12.86
1:125 -0.319 -6.550 0.055 -0.335 -6.558 -12.66
50205 1:12.5 -0.295 -4.776 0.036 -0.305 -4,781 -13.18
50505 1:50 -0.339 -2.106 0.059 -0.357 -2.115 -8.11
50901 1:50 -0.381 -4.330 0.053 -0.400 -4.340 -11.94
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Table 3.2 lists the along-wind turbulence inteesitat the TTU test building roof
height for modeled at CSU laboratory and TTU figilé flows. Since the level of along-
wind turbulence intensities modeled at CSU was riange of the TTU field observations,
it is reasonable to compare the laboratory andl fedak pressures. In this context, the
asymptotic limits listed in Table 3.1 are comparedTable 3.3 with the largest (in
magnitude) laboratory peak pressures acquired gltni@ studies described in Chapter 2
(CSU laboratory) and with the largest field peakssures (TTU field site) reported by
Mehtaet al (1992). It can be seen in Table 3.3 that the Ti€ld site peaks are bounded
by the measured at CSU laboratory peaks and the TyEVD asymptotic limits of

peak pressures determined from the laboratory pesdsures.

Table 3.2 Laboratory and TTU field along-winditulence intensity at roof height

TTU field site
CSU laboratory
(Mehtaet al., 1992)
1:12.5 scale 1:50 scale Average Range
19.4 % 21 % 20 % 15%-21%

Table 3.3 Comparison of laboratory (CSU), field () and Type Il EVD asymptotic
limits of peak roof corner pressures

Model scale 50101 50501 50505 50901
1:50 scale -13.72 -12.86 -8.11 -11.94
1:12.5 scale -10.64 -12.6€

Asymptotic limit

TTU field site
-9.82 -11.82 -4.09 -7.84
(Mehtaet al, 1992)
1:50 scale -6.46 -7.74 -3.32 -5.10
CSU laboratory
1:12.5 scale -5.67 -8.02 -2.13
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Next, the validity of the Type Ill EVD fit was exaned. The value of shape
parametek was compared with the minimum value acceptablestigh fit, discussed by
Harris (2004b):

k. =1.2346/+/N [3.21]
whereN is the size of a sample of peak pressures. Equdi21] leads to the required
Kmin = 0.101 forN = 150 peaks anétni, = 0.052 forN = 555 peaks. Based on this
condition and the values &flisted in Table 3.1, the Type Il EVD fits for tgp0505 and
50901 for the 1:50 scale and tap 50205 for the.%:%2ale were rejected, and Type |
EVDs were assigned for these locations. The TYpEVD fit was tentatively retained
for the remaining two taps, 50101 and 50501.

The convergences of the Type | EVD fits, as wellhescorresponding parameters
(scalea and locatioru), were then examined for samples of an increasing, ranging
from 10 through 150 peaks (1:50 scale model) amdutih 555 peaks (1:12.5 scale
model). Figure 3.4 presents the variations ofnesed values ot and u with as
functions of the sample size. As seen in the &gihe estimated values afandu
become stable as the sample reaches moderate apmeximately 30 to 50 peaks — for
most of the considered five taps. The convergeontése Type | EVD fits are evaluated
in Figure 3.5. Except for 1:12.5 scale of tap 303@st convergence to the Type | EVD
is reached when a sample of moderate size — 2Gpe&kused for all considered taps.
The use of a small sample size, 10 peaks for exanmplfit to the Type | EVD shows
very poor convergence for all the taps.

Similarly the convergences of parameters for Typ&YD fits were examined

for taps 50101 and 50501, where the constraint itondimposed by Eq, [3.21] was
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satisfied. Figure 3.6 compares the estimated skapealea and locatioru parameters
with an increase in the sample size. In the figaverall estimated parametersndu of
the Type Il EVDs also indicate fast convergenceahafse two parameters observed for
the Type | EVDs (see Figure 3.4). However, théresed values ok show noticeably
unstable behavior for a wide range of the sampessi An approximate sample size of
400 peaks is required to ensure stability of themededk, for the 1:12.5 scale model. In
the case of the maximum sample size of 150 peal&0 (4cale model), estimated
parametek has not yet become fully stable.

In Figures 3.7 and 3.8, convergences of the TypEVD fits are examined for
two types of plotting: reduced variate vs. pealspuee (left graphs) and peak pressure vs.
probability of exceedance (right graphs), with eliint sample sizes, for taps 50101 and
50501, respectively. Very good predictions canntele for peaks up to the reduced
variate of 2 in the left graphs, or probabilityexfceedance (POE) of 0.1 for the graphs on
the right, for sample sizes equal to/exceedingfé0,both the 1:50 and 1:12.5 scale
models at these two taps. This was the resuhiefdst convergence of parameteand
u, as seen in Figure 3.6. On the other hand, tleeativtail behavior (reduced variate
larger than 2 in left graphs or POE lower thanif.tight graphs) of predicted Type llI
EVDs are variable over the different sample sizethese taps. The shape paramkter
generally governs the tail behavior of Type Il EV&pecially in a range of very small
POE. The results for tap 50501 (1:12.5 scale)wshm Figure 3.8 seem to suggest
approximate convergence when the sample exceedpe2d@. In the case of tap 50101
(1:12.5 scale) approximate convergence is reachieghwhe sample size is greater than

400 peaks. Relatively faster convergence obsdrnve&p 50501 can be attributed, in part,
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to a very small (close to zero) valuelof As described in Section 3.2, when the shape
factork is equal to zero, GEV distribution becomes theeTlistribution. Additionally,
slower convergence observed in tap 50101 may bealtree close proximity of this tap
to the vertex. The considered sample (of peakspres) is of a mixed-population type,
resulting from various physical phenomena occuratthis location.

In contrast, a lack of convergence is exhibitethase two taps for the 1:50 scale
model due to lack of stability in estimatkdsing the limited number of sample size (150
peaks) as observed in Figure 3.7. It should batpdiout that the sample size of 150 is
relatively small (Harris (2004a and 2004b), Kaskief2003 and 2004), and others) and
its use in fitting Type Ill EVD is expected to leta a certain level of approximation.
Further studies are desired to investigate theseess in the context of tolerance levels
acceptable for specific wind engineering appliaaio

In view of the above limitations, Type | EVD hasebeultimately selected as a
conservative predictor of the extreme peak pressimeestigated in the present study.

The values of the mode and parameters of the T¥AD, listed in Table 3.1, were used

to calculate the average largest 15-min (full-Scpémk pressureCopeay = U + Ja, Where
y=0.5772... is the Eulers constant. The POE,®¥zax), implied by the Type | EVD

fit, is included in Table 3.4. In addition, theea@geCppeaiosy aNd largestC, eau1009

peak pressures extracted from 10 segments of thesyme time series (presented in

Figure 2.12 for the 1:50 scale model and Figuré 2ot the 1:12.5 scale model) and the

associated POE PChpeaioeg) aNd P(3C, pea106,) re listed in the table.
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Table 3.4 Extreme predicted and laboratory peakgures and exceedence probabilities

Tap 50101 50501 50205 50505 50901
Model scale ~ 1:50  1:125 150  1:125 1:125 1550 015
Ch(peaky -6.13 528 -7.06 -6.73 -495 -230 -455
P(> Cp(peak) 0.43
Cp(peak10seg 578 480 699 677 -491 227  -450

P(> Cppealgiseg) 0.607  0.717  0.466  0.394 0476  0.456  0.475

Cp(peak)10seq -6.46 -5.67 -1.74 -8.02 -5.01 -3.32 -5.10

P(>Cppeagiose) 0.295  0.250  0.168  0.010 0.367 0.028  0.124

It can be seen that for four pressure taps (5050205, 50505 and 50901), the

POE P(>Cppeaqioeg) iS approximately equal and differs by less thapolfrom the POE

P(> Ep(peak)) determined from the Type | EVD fit. For the ldoatin the roof vertex
zone (tap 50101), this discrepancy is significahttyher — approximately 40% and 65%
for the 1:50 and 1:12.5 scale models, respectiveMso provided in this table is

information on the range of the POE &z ..0,) fOr the largest peak, ... 106

extracted from 10 segments of the pressure tinesseAs expected, variation of these
probabilities is relatively large. Overall, alttghuthe POE of the average of the 10
largest peaks appears to have a consistent POBg#tefor consistent (with respect to
the exceedence probability) largest peaks mandaeaise of EVD fit. The above
findings provide quantitative evidence in suppofttiee reported wind engineering
practice, e.g. Koopt al (2005), in which a limited number of peaks isduse fit Type |

EVD.
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3.4.2 POT Analysis

The peaks-over-threshold approach using the geredalPareto distribution
(GPD) was applied for the prediction of the extrenmef corner pressures acquired from
the 1:12.5 geometrical scale models of the TTUhe#tling for a wind direction of 215
A total of 555 records of pressure time series geduat taps 50101 and 50501 (see
Figure 2.5) was employed in this analysis. Sangptionditions of these pressure data are
described in Section 2.2. For the estimation ohpeters for the GPDs and predictions
of extreme peaks, a computer program based onpjw@ach described in Section 3.3
was developed using LabView programming softwagee @gure 3.9).

The characteristics of probability distributionsimgans of the 3rd- and 4th-order
L-moment variables, L-skewnesg and L-kurtosisyy, for time series of pressure
coefficient Cp were computed for decreasing vahfethe thresholdiyand a decrement
of 0.05. To reduce computational time, the cakboiiawas performed starting from =
-1 for tap 50101 and, = -2 for tap 50501. Values @f and 7, were calculated using the

following equation (Hosking and Wallis, 1997):

......... [3.22]

N,
I
Rt
-

1
w
>

—_— r *
where A, =>" p’rkfBy
k=0

The results - thes- 74 relationship - are shown in Figure 3.10, as detegthfrom
the Cp time series (denoted Data) and the genedaRareto distribution (GPD) fitted to
the Cp time series (denoted Fit) for taps 50101 %0%0D1. In the figure, traces of- 14

relationships of GPD (denoted GPD) and the expaaledistribution are included.

57



Those traces were computed using polynomial appratons proposed by Hosking and

Wallis (1997) as follows:

1+5
r _ T3(1+575)

3.23
e [3.23]

In the figure, rz-7; scatter of Data is gradually approaching the GRi2et line with
decrease inp and a good agreement is seen with the GPD traeebktweerr; = 0.28
and 0.38 for tap 50101 arrgl= 0.25 and 0.32 for tap 50501.

Next, shape paramet&rwas determined using Equations [3.16] through(J3.2
The extreme roof corner pressure for 100-, 1000-, 10000- and 100000-record
(segment) return periods was also predicted usogaion [3.15]. In Figure 3.11, the
estimated value ok and extreme pressures are plotted with a decieaggin Figure
3.11 for taps 50101 and 50501. Plots of estimétedlues show a strong variation in
higher thresholds (less than Cp = -7) for both guestaps. A similar trend was observed
in the predicted values of Ggfor the specified return periods, as seen initnaé¢. This
strong variation was affected by the decreasingesbfu, and consequently decreasing
number of samples used for the GPD fit.

Due to the sensitivity of parameterto the threshold valuey, it is important to
select the appropriate threshold for the estimatioparametek. Using the established
13- 1, relationship shown in Figure 3.10, fit errorsmefand 7, were computed for Fit with
respect to Data. In this analysis, those errorsevienited to less than 2% for the
determination of parameté&r Figures 3.12 and 3.13 show ther; scatter of restricted
Fit data having less than 2% errors (denoted D#iae2ror) and those associated

parametek and extreme peaks,gfor taps 50101 and 50501, respectively.
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As expected, values of; and 7, restricted with such small error provide an
appropriate range of the threshold values whereénent distribution of data indicates
the close convergence to a GPD model for both 5§i91 and 50501. The estimated
values of parametédrindicate stable behavior in the restricted ran§esimilar trend was
exhibited for predicted values of Gpfor the specified return periods in those figures.
The estimated values of parameteand predicted values of Gfor the specified return
periods for the selected highest threshold in ntagriare presented in Table 3.5.

The results of predicted Gy as listed in Table 3.5, are next compared witheTly
| and Type Il EVD approaches. The prediction lné R-year return period value gp,

for EVDs can be obtained from

Cpg =u-a Iog{— Io{ 1—%}} for Type | EVD [3.24]

K
Cpg =U —E{l—[— Io{ 1—%)} } for Type Il EVD [3.25]

Table 3.5 Parameté&rfor generalized Pareto distributions and predi€pg

Highest Cpr
Tap  threshold K
107 segmentsl0® segmentsl(* segmentsl0° segments
Uo
50101 -4.25 0.082 -7.35 -8.11 -8.74 -9.26
50501 -6.35 0.033 -8.01 -8.55 -9.05 -9.51

Table 3.6 lists the extreme roof corner pressurpg 6f 1000-, 10000- and 100000-

record (segment) return periods for POT (GPD) aB¥/&(type | and type 1ll) for taps
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50101 and 50501. In the table, the level of diganey with respect to Gpfor GPD is
also included.

It is interesting to note that Gpestimated from GPD indicates a good agreement
with Type 1ll EVD for tap 50101, while tap 50501csirs a relatively close agreement
between GPD and Type | EVD. Predictions of {Care strongly influenced by shape
parameters for type Ill EVD/GPD, which determine the charaidtcs of the upper tail
of those distributions (in a range of small POBs expected, comparing values lof
between GPD and Type Il EVD for tap 50101, thenested values were very similar
(0.082 for GPD and 0.094 for Type lll EVD). In d¢wast, for tap 50501, the estimated
value of parametek for GPD is very close to zerk € 0.033), as seen in Table 3.5.
Whenk = 0, the GPD becomes an exponential distributibicivhas an exponential tail
similar to the tail of Type | EVD. This is also jiied that values of; and 7, for Data-

2% error were very close to those of the exponkdits&ibution, as seen in Figure 3.13.

Table 3.6 Predicted extreme roof corner presspigf@m GPD and GEV analyses

Number o Tap 50101 Tap 50501
SEUMeN'S oy GEV Type | GEV Type ll GPD  GEV Type | GEV Type Ili
oo 811 -0 7.21 855  -8.75 5.62
(11.2%) (111 %) (24%)  (34.2 %)
ooy BT4 1037 8.21 905  -9.49 7.02
((187%) (6.0 %) 49%)  (22.4 %)
926  -11.73 8.87 951  -10.22 8.03
100000
(267 %) (4.2 %) (75%)  (15.5%)

where () indicate the discrepancy between GPDGEWs with respect to Cp,R for GPD.
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3.5 CONCLUSIONS

The findings of this study can be summarized dsvid:

1. In the GEV analysis, the field largest (in magn@udoof peak pressures were found
to be bounded by the laboratory peak pressuree(lbaund) and by the asymptotic
limits of the peak pressures implied by the Typexitreme value fit (upper bound).

2. Rapid convergence and other attributes make the TypVD the fit of choice for
extreme roof corner pressures. It was found thatconvergence to the Type | EVD
was reached when a sample of a moderate size @spwas used, for the taps
considered.

3. The Type Il EVD fit indicated a much slower congence than the Type | EVD fit.
The degree of convergence depended on tap locations

4. In the POT analysis, estimated values of paranked®d predicted values of extreme
pressures for specified return periods showed @ngtwvariation in the region of
higher thresholds.

5. Restrictions placed on characteristic parameteds tte the stable estimation of
parametek and extreme roof corner pressures predictionsgdecified return periods.

6. It was found that the predictions of extreme rawiner pressure resulting from use of

GEV Type I/Type lll and GPD fits were very close.
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Figure 3.5 Convergence of Type | EVD fit
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CHAPTER 4

COMPARATIVE STUDY OF WIND-INDUCED LOADING ON

LOW-RISE BUILDINGS MODELED IN BOUNDARY-LAYER

WIND TUNNELS

This chapter presents an expanded version of netewntained in the following reference:

Bienkiewicz, B., Endo, M. and Main, J. (2009), “Bup of empirical models for approach wind exposures
on wind loading on low buildings — A comparativedst” Proceedings of the 2009 SEI/ASCE Structures
Congress, Austin, Texas, April 29 — May 2, pp. 22898.

4.1 INTRODUCTION

The consistency of wind loading on low-rise builgBnnferred from wind tunnel
testing has been of concern to wind engineeringareders and practitioners, structural
engineers and code writers. The National Institdt8tandards and Technology (NIST)
has initiated and coordinated a pilot project assireg this issue. Two representative
low-rise buildings of rectangular plan and two wexposures were selected for the study,
and a number of wind engineering laboratories weviéed to carry out wind tunnel
testing to determine wind loading on the buildings.

To ensure consistency in laboratory settings, rabgte experimental conditions
were specified by the coordinating team at the NIShey included: geometrical scale,
data sampling rate and record length, number & datords and locations of pressure

taps. Ultimately, six laboratories including C@do State University (CSU) (four from
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North America, one from Japan and one from Eurppeyided datasets, of which a total
of seven have been deposited at and analyzed by.Nhese sets consisted of time
series and statistical summaries of coefficientextérnal pressure acquired at specified
taps on the low-rise building models. Informatmm modeling and statistical properties
of approach wind was also provided.

The above data were employed in calculations oérimal forces (bending
moment, shear force, etc.) in representative framfesnetal buildings of geometry
modeled in the wind tunnel tests (Fraizal, 2006). The results of this analysis indicated
large differences in the forces calculated using tlatasets generated at different
laboratories. The largest variability was found lhoilding of a relatively low height (a
prototype eave height of 6.1 m), placed in the sodnu terrain (Fritzt al, 2006). These
discrepancies were tentatively attributed to a rembf experimental factors and
assumptions made during wind tunnel testing. Hawnel has been recognized that a
systematic investigation would be required to piewva definite explanation of the origins
of this variability and to develop means to redabslinate these discrepancies.

The present chapter describes the investigation thd inter-laboratory
comparative study. In order to address the abaviability, its origins and related issues,
a broad range of investigations were conducted tfh@ comparison of laboratory
approach flows and wind-induced pressures and $avcethe low-rise buildings among
the six participating laboratories. The empiricabulence models defined by the design
guidelines, codes and others sources were also take account in this comparative
study. The time series of roof pressures were eyepl for the statistical analysis and the

computation of the internal forces (bending momenssng a numerical tool developed
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in this study. The peak loadings were estimatedelmploying the non-Gaussian

procedure proposed by Sadek and Simiu (2002).

4.2 OVERVIEW OF EMPIRICAL TURBULENCE MODELS

There are many building standards and design go&el specifying the
turbulence models developed to take into accoungtistiness of wind. Representative
turbulence models specified in such building statslaand design guidelines are

presented in this section.

Minimum Design Loads for Buildings and Other Stmes (ASCE 7, 2005)

1/6
I =c{373} [4.1]

z

where |. = intensity of turbulence at heigfat,

¢ = turbulence intensity factor,

z = equivalent height of the structure defined & @ut not
less thanz_,. for all building heights h, and

Z.in (asce)= EXPOSUre constant.

The recommended values of the paramelers, zandz,, (asce) IN Equation [4.1] are

listed in Table 4.1.

Table 4.1 Parametecsand z,, specified in ASCE 7

*

Exposure category Cc Z nin (ASCE)
B 0.3 9.14 m (30 ft)
C 0.2 4.57 m (15 ft)
D 0.15 2.13 m (7 ft)

* Zmin = Minimum height used to ensure that the equiwaie'rghtE is greater
of 0.6h or z;,. For building with h < gi,, Z shall be taken asyg.
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Eurocode(1995)

k

VO <0

[4.2]

where [,(z) = turbulence intensity at height z
¢(2) = roughness coefficient
=k;In(Z z) for zmin<z<200 M

=G (Zmin (Eurocode) for z < zyin,
c(2) = topography coefficient = 1 for non-topograpéftect,
kr = terrain factor,
z, =roughness length, and

Z,in Eurocode = MiNiMum height.

The recommended values of the parametgrs and 7, e,0c00e; IN EQuation [4.2] are

listed in Table 4.2.

Table 4.2 Parameteks, z, and Z,;, u0c00e SPECIfied in Eurocode

Exposure category  kr Z, Zinin (Eurocode
A 0.24 1m 16 m
B 0.22 0.3m 8m
C 0.19 0.05m 4m
D 0.17 0.01m 2m

Recommendations for loads on buildirig$], 1996)

| = 0.1(Z£ y 0% for 7, < Z < Zg [4.3]

G
where | = turbulence intensity at height

a = power-law exponent, and
Z, andZg = terrain factors.
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The recommended values of the paramete®, andZs in Equation [4.3] are listed in

Table 4.3.
Table 4.3 Values of, Z, andZs specified in AlJ
Exposure category I Il [l v \%
a 0.35 0.27 0.20 0.15 0.10
Zy 20m 10 m 5m 5m 5m
Zs 650m 550m 450m 350m 250 m

Australian Standard§AS1170.2, 1989%nd Canadian Standard®RCC, 1996)

The turbulence intensity models of the Australiad €anadian standards are employed
herein from Zhou and Kareem (2002). The turbulentensity profile can be expressed

in terms of a power law,

INEL
1(z)= 0{10} [4.4]

wherel(2) = turbulence intensity at height
c andd = terrain dependent coefficients.

The recommended values of the coefficieatand d in Equation [4.4] are listed in
Table 4.4.

Table 4.4 Parametecsandd (Zhou and Kareem, 2002)

AS1170.2 NBCC
Exposure category
C d C d
A 0.42 0.28 0.62 0.36
B 0.24 0.20 0.34 0.25
C 0.18 0.16 0.20 0.14
D 0.16 0.13
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Engineering Science Data UfESDU, 1993)

The turbulence model proposed by ESDU is widelyusehe wind engineering practice.

The ESDU turbulence model is defined as follows:

g U
| =4 ="4.=2 4.5
Vv, u V. 14.5]
,716
7.5/7{0.538+ 0.09|n(zﬂ
ZO
where — = ,
U, U,
1+ 0.156In[]
fz,
6fz u,
=1-—,andz, =—,
d u. 9 6f

£:2.5In|:[—zj+§_z
U, z) 47
_E’iz_f'_23+_1_z_4 [4.6]
8| z, 3| z 3 z) | '

Equation [4.6] can be even simplified for the lietitrange of elevations as follows:

Vs o 2.5[|n(ij + 3.45§E} up to 300 m [4.7]
u. z, 42,

2+ = 2.5In(£j upto30m 4.9]
U, z,

4.3 BACKGROUND INFORMATION ON PEAK NON-GAUSSIAN ESTIMATE
The time series of roof suction pressures and widdeed internal forces
(bending moments) were employed to predict peakspres and forces. The peak non-

Gaussian procedure proposed by Sadek and Simi2) 228 employed. There are two

main steps involved in this procedure:
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Step 1. Selection of probability distribution mbéte parent distribution of time
series data.
Step 2. After the selection of most optimal disition model, estimation of peak

statistics based on the standard translation puweed

In Step 1, nine candidate probability distributimodels were considered in this
study: normal distribution, gamma (Pearson Typgdistribution, extreme value Type |
(Gumbel) and Type Il distributions, generalizedrd®a distribution, exponential
distribution, generalized logistic distribution, glstic distribution, and lognormal
distribution. The normal distribution is written ithe general form available in any
fundamental statistics textbooks. The other eigjstribution models are expressed
herein after Hosking and Wallis (1997). These mpnebability distribution models are

defined below.

Normal distribution

F(x)= %[H erf(z;\/’gﬂ for —oo < x<oo [4.9]

where g =scale parameter and =location parameter

erf(z -2 2t gt
T 0

Gamma distribution (Pearson Type Il distribution)

If k>0, the range okis {<x<o.

G(a,x_‘j
F(x) -\ A

@ [4.10]
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wherea =4/k*, B=o|k|/2, é = u-20
k = shape parameteg; =scale parameter and =location parameter
G(a,x) =, t""e" dt

If k<O, the range okis —co<x<¢.

(=5
F(x)=1- @) [4.11]

Extreme value Type | (Gumbel) distribution (Tyge/D)

The range ok is —o0 < x<oo .
F(x) = exp{— ex;{—ﬂﬂ [4.12]
a

where a =scale parameter and =location parameter

Extreme value Type Il distribution (Type Il EVD)

If k>0, the range okis —o<x< u+al/k. If k<0, the range okis y+a/k< x<o.

F(x) = ex —[1— k( X ;“ Hk wherek # 0 [4.13]

wherek = shape parametes, =scale parameter and =location parameter

Generalized Pareto distribution (GPD)

If k>0, therange okis ysx<su+alk. If k<0, therange okis g+a/k< x<oo.
1/k
F(x) :1—(1—Mj wherek # 0 [4.14]
a
wherek = shape parametes, =scale parameter and =location parameter
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Exponential distribution

The exponential distribution is the special casthefgeneralized Pareto distribution

defined in Equation [4.14] whek=0. The range of X i< X< oo.

F(X) :1—ex;{— X‘”} [4.15]
a

where a =scale parameter and =location parameter

Generalized logistic distribution

If k>0, the range okis —o<x< py+al/k. If k<0, therange okis y+a/k< x<o.

F(x) = 1 [4.16]

1(1-404)

a

wherek = shape parametes;, =scale parameter and =location parameter

Logistic distribution

The logistic distribution is the special case & generalized logistic distribution defined
in Equation [4.16] whek = 0. The range ofis —co < x<oo .
1

—(x-4)
l1+e @

F(x) = [4.17]

where a =scale parameter and =location parameter

Lognormal distribution

If k>0, the range okis —o<x< u+al/k. If k<0, therange okis y+a/k< x<o.

F(%) :q{—ilog(l— k(x_ﬂ)ﬂ [4.18]
k a
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wherek = shape parametes, =scale parameter and =location parameter

e
O(x) =~ [ e 2 dt

NEYS

These nine probability distribution models were &yed to fit a parent
distribution obtained from time series data. Hwe solutions of parameters associated
with the probability distribution models, the estition procedure proposed by Hosking
and Wallis (1997) was employed. The solutions arameters for Type | and Type llI
EVDs and GPD were described in Sections 3.2 andr8spectively. For other models,
parameter fitting details can be found in Hoskind &Vallis (1997).

The selection of the best fit probability distrilmt model (among the nine
candidate models) was made by using the probalpildtycorrelation coefficient (PPCC)
test proposed by Filliben (1975). The PPCC tes alao employed by Sadek and Simiu
(2002). The PPCC test statistic is defined agptbeuct moment correlation coefficient
between the ordered observatiognd the order statistic mediakls from a probability

distribution model:

2{(x - X)(m - M)}
SR ECS

The value of = 1 indicates perfect correlation, whereas theevalose ta = 0 indicates

r=Corr(X,M)= [4.19]

weaker correlation from this equation. Therefa@ecting the probability distribution
model with the largest value produced by the PPEXE implies the best probability

distribution model representing the parent distidiuof time series data.
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In Step 2, peaks can be estimated based on thdasthtranslation process
approach described by Sadek and Simiu (2002) ubkmgrobability distribution model

obtained in Step 1. This procedure is as follows:

Assume a stationary non-Gaussian time sexi@swith probability distributionF,[x(t )]

and durationil. This process is mapped onto a time sef{gswvith standardized normal
distribution ®[y(t)] . For the process oft), the cumulative distribution function of the
largest peaky,, ; during time intervall can be obtained by using classical results (Rice,
1954).
Fror (Vper) = exp[—vO’ T ext{= Vi r /3] [4.20]
where v, = mean zero upcrossing rate of the Gaussian By(ips

J:o n*s, (n)dn

j: S, (mdn
n = frequency an&(n) = spectral density function g(t)

(Rice, 1954)

After the determination of the largest peaEK,psva (Y1) from Equation [4.20], the largest

peaks ofx(t) can be obtained by mapping the peaks of the nadisi@ibution space onto
the non-Gaussian distribution space. Figure 4hkrsatically describes this procedure.

For a given cumulative probability distribution tife peaksFkaT (Yper)» the Gaussian
peak y,; and its cumulative probability in the Gaussiancspa(y, ) are first
determined. Then, the corresponding peak in the@aussian space,, ; is estimated

corresponding to a cumulative probability Wil (X, 1) = ®(Y 1) -
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44 INTER-LABORATORY DATA RESOURCE

Two buildings selected for the inter-laboratorydstunitiated by the NIST, (see
Figure 4.2), had the same planar dimensions, 300y 8L m, and the same slope of the
gable roof, 2.39 The main difference between the buildings wasehve height: 6.1 m
and 9.8 m.

Each participating laboratory (six laboratoriesatptselected the number of
pressure tap locations on building models dependimgapabilities of their pressure
measurement systems. Selection of the pressuréot¢ations was based on a layout
developed by the Boundary Layer Wind Tunnel Lalmsagt the University of Western
Ontario, for wind tunnel testing carried out astperthe NIST/Texas Tech University
Windstorm Mitigation Initiative (Hcet al, 2003). The number of pressure taps ranged
from 115 taps to 625 taps among the six laboraorie

The wind-induced pressures on the low-rise buildimgdels were acquired for
two wind exposures: open and suburban terrainse mbasurements of the pressures
were performed for wind directions betweehahd 180 with increments of $or 1.
The sampling rate ranged from 300 Hz through 1090 Fable 4.5 summarizes the wind
tunnel testing conditions employed by the six pgéting laboratories. Letter labeling -
A through F - is used to denote the source (ppdteig laboratory) of the compared
external point pressure, computed internal foregmroach wind and other referenced
information provided by the laboratories.

In view of varying capabilities — the number of aathannels of pressure
measurement systems available at different laboest¢see Table 4.5) - a subset of that

layout (comprising of a smaller number of taps) wassen for comparison of inter-
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laboratory data, in this investigation. The sedddiaps were arranged in rows 1 through

5, as schematically depicted in Figure 4.2.

Table 4.5 Summary of wind tunnel testing condsidor six laboratories

Laboratory A B C D E F

Geometric scale 1:150 1:200 1:200 1:200 1:200 1:200
6.1m 6.1 m 6.1m 6.1 m 6.1m

Eave height 6.1m
9.8 m 9.8 m 9.8 m 9.8 m 9.8 m
Number Heae=6.1m 336 115 625 207 437 442
of taps Heae=9.8m 364 125 557 225 475

open open open open open
suburban suburban suburban suburban suburban

Wind Range 0185° 0°180° 0°180° 0°180° 0°180° 10°-360°
directions |ncrement 5° 5° 5° 10° 5° 10°

Wind exposure open

4.5 DEVELOPMENT OF NUMERICAL TOOL FOR WIND-INDUCED
INTERNAL FORCE ANALYSIS

The main wind force resisting system (MWFRS) of {mtotype building,
employed in the analysis of wind-induced interratcés, comprised of two end frames
and seven interior frames, as shown in Figure ZBis structural system was also used
by Whaleret al (1998) and Endet al (2004).

Simplified geometry of frames, displayed in Figude4, was assumed in
determination of influence lines for vertical anatizontal reaction forces at two supports,
A and E of a representative frame. Parametesnd S, indicated in Figure 4.4, were
introduced to allow for modification of the relatiflexural rigidity of the frame and its

effects on the calculated reaction forces. Thdficomnt a is the ratio of the flexural
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rigidity (EI) of the frame roof part to the rigigitof the column. The frame span-to-
height ratio is controlled by the paramefer

The influence lines for the vertical and horizontahctions at various frame
locations, see Figure 4.4, were first calculatdthe equations of the influence lines for
those reactions were expressed as functiong, g, h, P,x;, X2 and xz, defined in

Figure 4.5.

For 0 <x; < hin left column,

S R SRS

v, = _E(ﬁj [4.22]
Bl h

HEng( a j{(“ﬁ)(ﬁ]‘}iﬁﬂ [4.23]
2 |\ 20+38 a )\ 'h h

V. = E(ﬁj [4.24]
B\ h

il (35
)
el (3 15
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V, = P(%j [4.28]

For 0 <x3 < hin right column,

S DR
£0
Al e
i

The derivations of these equations are presentéghpendix B. Representative results -
influence lines for reactions at the two suppoftsafid E) of the frame (see Figure 4.4)
are shown in Figure 4.6, far= =1 and P = 1. The obtained influence lines were
subsequently used to calculate the time serieshefréaction forces, via weighted
summation involving (for each time step) instantarse values of the wind-induced
pressures pre-multiplied by appropriate tributargaa indicated in Figure 4.7. The
bending moments at selected sections of the fragre walculated in a similar manner.
For the computation of the wind-induced internait&s on a structural frame, a computer
program, based on the influence line functions tfee support reactions defined in
Equations [4.21] through [4.32], was developed gidiabView programming software,

with a user interface shown in Figure 4.8. Foreleced number of simplified wind
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loadings, the computed internal forces were vadidaby hand calculations and by
commercial structural analysis software.

For the calculation of the internal forces in stunal frames of the MWFRS, it
was assumed that the building was located in opeaih, within Miami, FL. Similar
wind conditions were selected by Whakdral (1998) and Janet al (2002). According
to the ASCE7 Standard (2005), the basic wind spg¢éuis location — 3 second gust wind

speed at an elevation of 10 m — is 66.7 m/sec. chmeesponding mean hourly wind

speed at the roof heigt was determined using the relationship definechnASCE7

Standard (2005)

Vs :B(ij v(@J [4.33]
33 60
where b = mean hourly wind speed factd_J:é 0.65 for Exposure C),
V = basic wind speed (mph),
z = equivalent height of structure (ft), and
a= power law exposure for mean hourly wind spe&d:(

1/6.5 for Exposure C)

The calculated hourly mean wind speed obtained fgumation [4.33] was 43.4 m/sec.
The representative time snapshots of the compuied-vwduced internal forces -
bending moments Mn frame F2 (see Figure 4.3), for wind directiai€’, 45’ and 96,
are presented in Figure 4.9. The bending momepte womputed using the building
pressure data in tap rows 2 to 4 acquired for limg model with an eave height of 9.8

m (prototype) in laboratory B. Each graph in tigufe shows the representative 200

instantaneous (consecutive) distributions qf M
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46 RESULTSAND DISCUSSION

The primary focus of this study was to investigate inter-laboratory
discrepancy in wind-induced loadings among theig@pédted laboratories. Results of
this effort are presented herein. While wind logduncertainty estimates were not
provided by each laboratory, estimates based oeated tests from one particular
laboratory indicated a coefficient of variation (Z0of approximately 2% in the mean
wind speed and a COV of approximately 3% in the mmaad standard deviation of
pressure coefficients.

Representative wind-induced mean and standardta®viaf roof pressures at tap
rows 1 through 5 (tap locations are defined in Fegd.2), acquired at five laboratories
are depicted in Figures 4.10 through 4.15. In toisparison, three wind directions’,(0
40° and 90), two wind exposures (open and suburban terraind)two eave heights (6.1
m and 9.8 m) were considered. Similarly, the tasglwind-induced mean bending
moments in frames F1 and F2 (frames are definedigare 4.3), normalized by the
square of the rooftop mean velocity, are showniguies 4.16 through 4.19.

As can be seen, the mean and standard deviatiadhg obof pressures (provided
by the participating laboratories) exhibit measlgabscrepancies. Larger discrepancies
are observed in regions of windward corner and dgéere relatively larger suction
pressures occur, especially in suburban wind expos8imilar trends are exhibited by
the mean bending moments, especially at the windiwamer(s) and around the middle
portion of the roof beam, in suburban exposure.

The time series of roof pressures and bending mtsmesere subsequently

employed to predict peak pressures and peak bemdorgents. The peak estimation
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procedure described in Section 4.3 was employeatorAputational tool was developed
for this procedure using LabView programming sofeya see Figure 4.20.
Representative results of the predicted peaks rasepted in Figures 4.21 through 4.24,
for open and suburban wind exposures, and two bkaights (6.1 m and 9.8 m). The
90th percentile peak roof pressures at taps P1P&n(see Figure 4.2) in a roof corner
region are displayed in Figures 4.21 and 4.22,eesgely. The 90th percentile peak
bending moments at location B in frames F1 andsE2 Figures 4.3 and 4.4) are shown
in Figures 4.23 and 4.24, respectively.

As observed in the above comparisons of the mednstamdard deviation, the
predicted peak pressures and bending moments dtgnitesignificant scatter, especially
in suburban wind exposure. Next, the observedaldity is quantified using the
coefficient of variation (COV). Figure 4.25 comearthe COVs of mean and peak roof
pressures at taps P1 and P2, for the open andisubaxposures, and two eave heights.
It can be seen that the COVs for suburban expasuwsignificantly larger than for open
exposure, for both the peak and mean roof pressusasilarly, comparisons of COVs
for the peak and mean bending moments at locationfEames F1 and F2 are shown in
Figure 4.26. Larger COVs were also observed ftwughan terrain, especially in the
mean bending moments.

Next, the modeled laboratory approach flows wemagared. It was found that
significantly different experimental set-ups werged by the laboratories to simulate
target wind exposures. Figure 4.27 compares thd winnel configurations employed to
generate open and suburban wind exposures atrgpessentative laboratories (denoted

A, B and C). The impact of the differences in setups depicted in Figure 4.27 can be
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inferred from Figures 4.28 and 4.29, where thelalabg vertical profiles of the along-
wind mean velocity and turbulence intensity arepldiged for the two wind exposures
(open and suburban).

As can be seen in Figure 4.28, the inter-laborattisgrepancy in the mean
velocity profiles is moderate. The power-law exgota ranged from 0.134 to 0.191
(target value of 0.143) and from 0.201 to 0.234g@avalue of 0.22) for the open and
suburban terrain wind exposures, respectively. fhahness lengtla, ranged from
0.014 to 0.121 (target value of 0.03 m) and frodi76.to 0.279 (target value of 0.3) for
open and suburban terrains, respectively. Talfidigts characteristica andz, of the

approach flows generated by the participating latooies.

Table 4.6 Characteristics of approach flows gerdrhy participating laboratories

i Laborator
Wind Parameter Target Y
exposure A B C D E F
Open a 0.143 0.139 0.147 0.13« 0.191 0.183
Zo (M) 0.03 0.014 0.021 0.01 0.109 0.121
a 0.22 0.212 0.234 0.20: 0.225
Suburban
zo (M) 0.03 0.176 0.279 0.26 0.249

In Figure 4.29, along-wind turbulence intensity fpes are compared for two
ranges of elevations (up to 100 m in the left gsaphd up to 30 m in the right graphs).
The graphs on the right show that the spread antemgompared turbulence intensity
profiles is significantly larger. The larger digpancy is observed for the (modeled)
suburban terrain. It should be pointed out tha farticipating laboratories used

different empirical models to define the targetfijes for the approach flows modeled in
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their (boundary-layer) wind tunnels. Representattomparisons of these turbulence
models (described in Section 4.2) are depictedigureé 4.30. The compared models
include: ASCE (2005), Eurocode (1995), AlJ (1996$1170.2 (1989, from Zhou and
Kareem (2002)), NBCC (1996, from Zhou and Karee®O0g}), and two variants of
ESDU models (from Het al (2003) and Flamand (2003)). The spread in tpesies

is overall similar to that exhibited by the profilef the simulated (laboratory) approach
flows, shown in Figure 4.29.

The comparison of the results for roof pressurekstemding moments originating
from different laboratories revealed a scatter agntihrese data. This scatter has been
primarily attributed to the level of turbulence netetl in laboratory approach flows. The
highest level of the inter-laboratory discrepannythhe compared wind pressures and
internal forces occurred in suburban terrain, wheghibited the largest discrepancy in
the turbulence intensity of the modeled approaoWw fas seen in Figure 4.29.

The overall COV of roof pressures and bending mdshare compared in Table
4.7 with the COV of turbulence intensity. For eaxfhthe four cases displayed in the
table (see left-most column), the right-most coluisithe average of COV of the peak
and mean roof pressure (Cp) and bending momentatiéon B (M;). In open exposure,
the inter-laboratory variability in the roof presswand the frame bending moment was
moderate with the average COV of approximately ¥dé4he eave height of 6.1 m and
11% for the eave height of 9.8 m. In contrast,vheability was approximately twice as
large in suburban terrain. This increase can tobated to an increased variability in the
turbulence level (turbulence intensity), as dispthin Table 4.7. It is postulated that the

inter-laboratory variability in the internal loadjmeported by Fritet al (2006), in large
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measure was caused by the variability in the ambrdbow turbulence employed in

physical modeling of wind-induced pressures ontéiséed buildings, by the participating

laboratories.

Table 4.7 Overall inter-laboratory variability approach flows, point pressures and

frame bending moments

COV (%) for
Cp(peak)

COV (%) for

Eave Turbulence intensity (%) Ms(peak)  Average
height Exposure [Cp(mean)]  [Mg(mean)]  cov
(m) Tap Ta (%)
Max Mean Min COV P P Frame Frame
P P2 Fl F2
166 116 147 213
6.1 Open 21.1 196 182 6.2 13.4
[11.7] [9.0] [8.8] [13.1]
269 229 219 217
6.1 Suburban 31.2 274 249 9.9 27.9
[32.3] [21.3] [31.0] [45.5]
204 104 13.7 131
9.8 Open 20.7 19.3 16.8 9.1 11.2
[8.8] [8.4] [6.6] [8.4]
269 243 246 222
9.8 Suburban 324 27.0 23.8 3.8 26.0
[31.3] [19.7] [26.2] [33.0]

For the measurement of time-varying surface presson a building model, it is

common that pressures are measured through longhart tubes connecting from

pressure taps on the surface of the model withsprestransducer(s). However, longer

tubing system creates more distortion of presdutuations, over a frequency range of

interest.

Figure 4.31 shows the frequency respafistibing systems employed by

representative three participating laboratoriess @&an be seen, the levels of error

associated with distortions in the magnitude ofgpstem transfer function depended on

a particular laboratory and they varied from apprately 6 % through 18 %.
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The representative comparisons of power spectreofdrpressure fluctuations at
locations (pressure taps) P1 and P2 (see FigujeareZhown in Figures 4.32 and 4.33,
respectively, for three wind directions®’(@0 and 96) and two wind exposures (open
and suburban). In these two figures, there areeseamniations in the power spectra in

lower frequency range, frequencies lower thanl Hz.

4.7 CONCLUSIONS
The main findings resulting from the study desatibe this chapter can be

summarized as follows:

1. The largest variability in the laboratory wind-irea pressures and the associated
bending moments on the generic low-rise buildingdet® was found in suburban
wind exposure.

2. The variability in the laboratory wind-induced ldag was primarily attributed to
differences in the approach flows employed in ptglsmodeling of wind pressures
on tested building models, carried out by the pgrdited laboratories.

3. The variability in the modeled approach flows wasesult of the differences in the
along-wind turbulence intensity implied by diffeteempirical models defining the
target wind exposures and used by the laboratories.

4. Comparison of power spectra for roof pressure plexi by the participating
laboratories showed discrepancies in low and highuency ranges. Some of these
departures might have been caused by the resordiemts the employed tubing-

pressure measurement systems, aliasing effectber @éxperimental variability.
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(b) Suburban terrain

Figure 4.27 Wind tunnel setups to generate opdrsahurban terrain wind exposures in
three representative laboratories
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CHAPTER 5

PHYSICAL MODELING OF MATCHING APPRAOCH FLOWS

AND WIND-INDUCED LOADING IN BOUNDARY-LAYER

WIND TUNNELS

The material presented in this chapter has beesearted in the following reference

Endo, M., Bienkiewicz, B. and Bae, S., “Investigatof Discrepancies in Laboratory Modeling of Wind
Loading on Low Buildings”, Proceedings of the l1ll#fmericas Conference on Wind Engineering
(11ACWE), San Juan, Puerto Rico, June 22-26, 2009p. (CD ROM).

5.1 INTRODUCTION

The comparative inter-laboratory study presentedChapter 4 revealed large
scatter in the modeled building pressures and widdeed forces. It was postulated
that ambiguity in the definition of the wind expossi (the empirical (target) models for
these exposures were not specified) led to sigmficspread in the approach flow
conditions (developed by the participating labotia®) and this resulted in significant
variability in the measured wind loadings reportgdthese laboratories (Bienkiewiet
al., 2009). This hypothesis has been subsequergligdeat the Wind Engineering and
Fluids Laboratory (WEFL), Colorado State UnivergiBSU).

This chapter describes the inter-wind tunnel ingasbn carried out at WEFL.
This study was focused on the comparative studyinfl loading on low-rise buildings

determined from wind tunnel experiments performretihio boundary-layer wind tunnels
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at WEFL. Matching approach flows were modeledhese wind tunnels. Subsequently,
wind-induced roof pressures on generic low-risdding models were acquired in these
flows. A limited wind tunnel testing of the Reydsl number effects on wind-induced

roof pressures was also conducted.

5.2 EXPERIMENTAL CONFIGURATION
5.2.1 Building Mode

The inter-wind tunnel investigation was carried aat two closed-circuit
boundary-layer wind tunnels at WEFL: Meteorologidaind Tunnel (MWT) and
Industrial Aerodynamics Wind Tunnel (IWT). Detaitsf these wind tunnels are
described in Appendix A.

Models of two low-rise buildings — having the saplanar dimensions and two
different building heights — were employed in thendv tunnel experiments. The
prototype planar dimensions of the buildings we@e53m x 61 m and the building
heights were 6.1 m and 9.8 m. The building roopslwas 1:24. These buildings were
also considered in Chapter 4. They were modeld¢deajeometrical scale of 1:200. The
models were made of 6.0-mm thick plexiglass. Tiwqbype roof slope was preserved
in both the models. The models were furnished witbtal of 60 pressure taps located on
the building roofs. The pressure taps were arm@mgdour rows, rows 1 through 4, as
indicated in Figure 5.1. Pressure taps manufagtoyeScanivalve Corporation, 0.79-mm
in diameter and 10.67-mm in length, were instalfiedh with the external building
surface. The dimensions of the models, pressyréotations and the definition of the

wind direction are schematically shown in Figurg. 5.
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5.2.2 Flow M easurement
Overall views of the wind-tunnel set-ups used tadeldhe atmospheric boundary layer

flows for open and suburban terrains are shownigarg 5.2. Measurements of the simulated
approach flows were carried out using hot-film @ehkn conjunction with constant
temperature hot-wire anemometers. The referenloeitieand the static pressure were
monitored using a pitot-static probe mounted atl@vation of 110 cm above the wind
tunnel floor, in a plane of the windward wall oétbuilding model.

The hot-film data were acquired at a sampling ohté,000 samples/second. The
analog signal was low-pass filtered with a cutfegfjuency of 500 Hz. Wind speed data
records consisted of 30,000 data points. Thusjalte record length was 30 seconds. Up
to five segments (data records) were employed lculzion of the power spectra of the

along-wind velocity fluctuations.

5.2.3 Pressure Measurement

The wind-induced roof pressures were measured uslagtronically Scanned
Pressure Measurement System (ESP) manufacturecebgupe Systems, Inc. (PSI). ESP
developed in WEFL has a total of 128 channels gomnéd to (nearly) instantaneously
scan pressures. The pressure taps on the builtagl were connected with ESP ports
(of the pressure measurement system) via 19.5-cig Toygon tubing with an inner
diameter of 0.51-mm. The reference pressure wagded to the ESP’s by connecting
the reference sides of the ESPs (using Tygon tyibuity the static side of a pitot-static
probe mounted at the elevation of 110 cm abovéuimgable.

The frequency response (the magnitude of the mystansfer function) of the

employed tubing system is shown in Figure 5.3calh be seen that for the frequency
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range up to 210 Hz, the departure of the magnitddie transfer function from the ideal
gain of unity did not exceed $%. For this frequency range, the phase of tistesy
transfer function was approximately linear. Thegsure time series were acquired at a
sampling rate of 400 samples per second. For eawfiguration tested, 60-second long
data records (24,000 data points) per pressureveap acquired for wind directions
ranging from @ through 188, with an increment of % In addition, a total of 250 data
records of the pressure at 60 pressure taps, @@ Building model, were acquired for

three wind directions {045 and 90), in open terrain.

53 RESULTS
5.3.1 Approach Wind

Modeling of approach winds for open and suburbamites (wind exposures) was
performed in the MWT and IWT. Figure 5.4 compdaites mean velocity profiles of the
two wind exposures modeled in these wind tunn&snilarly, Figure 5.5 compares the
along-wind turbulence intensity profiles, while regentative along-wind power spectra
are presented in Figure 5.6. The characterisficaanleled approach winds: power-law
exponenia, roughness heigh,zturbulence intensity Tl and integral length sch]e are
presented in Table 5.1. Overall, a very good ages¢ among the simulated profiles and

spectra was obtained for both exposures. Alsoaheges ofa, z and L, were in a very

good agreement, as can be seen in Table 5.1. i$teeplancy in turbulence intensity at

the eave heights did not exceed 1.8%.

135



Table 5.1 Characteristics of approach wind modeleddWT and IWT

Wind exposure

Open Suburban
MWT IWT MWT IWT
a 0.145 0.145 0.235 0.240
Zo (M) 0.02 0.03 0.31 0.29
Heave6.1m 21.1 21.8 30.7 32.1
_I_I (%) eave—
Heave=9.8m 20.6 20.5 325 30.3
y Heave6.1m 115 111 101 140
L, (m)
Heave9.8m 121 136 132 135

5.3.2 Wind L oading

The representative power spectra of roof presduntugitions in pressure tap A
(see Figure 5.1) are presented in Figure 5.7 hiebuilding of the eave height of 6.1 m.
They are displayed for three wind direction§, @ and 96) and two wind exposures
(open and suburban terrains). Overall, a goodeageat among the compared spectra
can be seen in the figure. However there are sbffsgences in the magnitude of power
spectra at frequencies lower that 1 Hz, for allsidered cases.

Representative wind-induced roof pressures - thennaed standard deviation of
the pressure coefficients defined using the eavanniynamic pressure - are depicted
(for the two buildings and the two wind exposurgs)igures 5.8 through 5.11. The
pressure coefficients at the roof locations in ralvshrough 4 (see Figure 5.1) are
displayed in Figure 5.8 for the wind direction &f Bimilar results for a cornering wind
(wind direction of 40) and for the wind direction of §0are shown in Figures 5.9 and
5.10, respectively. The effects of the wind di@tton the mean pressure and the

pressure standard deviation, at a representatoagiém in a roof corner region - tap A
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identified in Figure 5.1 - are depicted in Figura®s Overall, a very good agreement
among the pressures simulated in the two wind tisnten be observed for most of the
compared cases.

The time series of roof pressures were subsequentjyloyed to predict peak
roof pressures, estimated using the numericaldeweloped in Chapter 4 (Section 4.3),
based on the peak non-Gaussian estimate procedRepresentative results of these
calculations — pressure peaks — are presentedyurd=b.12, for the two wind exposures
and two eave heights. The displayed values ar8Qtrepercentile peak pressures, at tap
A in the roof corner region. The comparison ofkppeessures obtained in the two wind
tunnels indicates overall smaller discrepancies ttheose observed in inter-laboratory
comparisons, presented in Figures 4.21 and 4.28weMer, in the present case large
scatter is also observed for cornering wind dioewj ranging from approximately 30
through 60. It must be pointed out that the displayed presgeaks were estimated
from one record of time series of (pressure coetfity Cp data.

Next, 250 records of Cp time series were acquimgdttie 9.8 m-eave height
building, in open terrain modeled in MWT. Figurel® shows scatter of the 90th
percentile peaks estimated from each record of28@ records (one peak/record) for
wind directions of & 45 and 96. Significant scatter in peak/record values wamitb
for wind directions of 45and 96. This fact implies that peak pressures extrafrizu
small number of records of the data would leadn&ufficient representation of peak
characteristics. Figure 5.14 depicts plots of ghabability of exceedance (POE) using
250 records for wind directions of,#5’ and 90. The peaks shown in Figure 5.13 were

estimated from values of the pressure coefficigmtfGr the POE = 0.1. Examination of
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Figure 5.13 reveals a scatter in the peaks. Tigeda scatter is noted for the wind
direction of 48. For the remaining directions it is smaller.

The large scatter in the estimated peaks obseme@@ fcornering wind (wind
direction of 45) can be explained using Figure 5.15. In the figtine average of POE,
shown for 250 records in Fig. 5.14, is plottedtfor three wind directions. It can be seen
that for the wind directions of°Cand 90, the slope of the left tail is very consistent
(straight-line). In contrast, for the wind direnti of 45 there is a change in the slope
around the POE = 0.4, see the right graph of Fiduf&. This implies that the
probability distribution of the pressures at thignav direction may not be precisely
represented by using a single probability distidgoutmodel employed in the estimation
of peaks.

In Figure 5.16, the average values of the estimafdpeaks presented in Figure
5.13 (for the wind directions 0f°045> and 90) are compared with those determined
using one record of the MWT data shown in Figu25the eave height of 9.8 m and
open terrain). In the figure, the range of scatfethe 250 records and peaks predicted
from the Type | extreme value distribution (EVD)} &ére also included. The largest
scatter of peaks is 31% (with respect to the aeer@gpk) and it occurs for the wind
direction of 48. The values of the peak scatter at the remaining directions are 17 %
and 20 %, respectively for the wind directions b@d 90. The average peaks and the
peaks predicted from the Type | EVD fit are in aywgood agreement for the wind
directions of 6 and 96. However for the wind direction of 43he average peak is 23 %

larger than the peak obtained using the Type | EV/D
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The above difference is attributed to the selectbthe probability distribution
model used to determine peak from the peak nongkau®stimate procedure. Figure
5.17 displays thes-14 relationship for 250 records of the Cp data, fog three wind
directions. As described in Section 4.3, in thaekpeon-Gaussian estimate procedure, the
mapping process from the parent distribution ofdaga to the distribution of peaks uses
the same probability distribution model. For ex#&mnpf the lognormal distribution is
selected for the parent distribution of Cp data#sociating distribution of peak is in the
lognormal distribution domain. For the wind diieas of @ and 96, the data lies close
to the generalized extreme value distribution (deth@EV) line, as seen in Figure 5.17.
Since the parent distributions of Cp data for thiege wind directions are in the GEV
domain, the peaks estimated using the peak nonsizaugrocedure are also in the GEV
domain. It is obvious that the average peaks arg elose to the peaks predicted from
Type | EVD fit. On the other hand, the data fonavidirection of 45 lie close to the
generalized Pareto distribution (denoted GPA). dh cbe said that the observed
discrepancy between the average peak and pealct@eédiom the Type | EVD fit are
resulted from different probability distributionsed to predict peaks, in the employed

estimate methods (peak non-Gaussian procedureygpell'EVD fit).

5.3.3 Investigation of Effects of Reynolds Number on Modeled Approach Flow and
Wind-induced Building L oading
One of concerns in wind tunnel modeling of windtindd loading on buildings
and structures is the Reynolds number issue. Basede study reported by Djilali and

Gartshore (1991), if the Reynolds number is latgan 10, the Reynolds number effect
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can be considered to be negligible. However rememstigation reported by Lirat al
(2007) showed significant Reynolds number effeatstloe surface pressure on bluff
bodies. As shown in Figure 5.18, fluctuating scefgpressures measured in the filed
indicates larger magnitude than those obtainedal wunnel testing.

A series of experiments were conducted in the MWinvestigate the effects of
Reynolds number on the modeled approach flows and-imduced building loadings.

The Reynolds number is the ratio of inertia to @iscforces and it is written as follows:

o 51

R,
wherep is fluid density,U is velocity,L is length,u is (dynamic) viscosity and = 1/p
is the kinematic viscosity. Typical value of kinatic viscosity for air is 0.15 cffs at
20°C and standard atmospheric pressure (Simiu and&8gadr996).

A wind tunnel experiment was carried out in the eled open terrain wind
exposure. The approach flow and wind loading wacquired for a range of the
reference wind speed - the mean wind speed atuitdiriy eave height. The obtained
mean velocity and turbulence intensity profilestioé approach flows are presented in
Figure 5.19, for four representative Reynolds numbéefined in Equation [5.1]. The
roof pressures (mean, standard deviation and pessyres) acquired at tap rows 1 to 3
(see Figure 5.1) are displayed, for the four casélse Reynolds number, in Figures 5.20
and 5.21, respectively for the wind directions 6f and 96. The data shown in these
figures are average values obtained from two rexofp time series.

Overall, the results show that the Reynolds nunelfifects on the approach flow

profiles and roof pressures are not significanttfer considered range of the Reynolds

numbers. It should be noted that the range ofRegnolds number considered in this
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study was very limited, witlR, ranging from 1.8x1bthrough 3.1x18 which is a typical
range used in wind tunnel simulations. Testingdaignificantly broader range &,

would be needed to formulate a definite statemegénding the Reynolds number effects

on the investigated flow and wind loading.

5.4 CONCLUSIONS
The findings of the investigation of the inter-wihdhnel study, focused on wind

tunnel modeling of wind loading on low-rise buildircan be summarized as follows:

1. The comparison of wind-induced loading on low-riselding models measured in
two boundary-layer wind tunnels at WEFL showed adyagreement in the roof
pressures when the characteristics of the apprélagh (the mean velocity and
turbulence intensity profiles, and the along-windwer spectra) were closely
matched in these tunnels.

2. The agreement of the peak roof pressures estinfaded the peak non-Gaussian
procedure was satisfactory. The peak values datedmn the two tunnels exhibited
a small discrepancy. However, it should be pointed that the peaks were
extracted/predicted from small number of recordBhus a measurable statistical
variability is expected.

3. The peak pressure coefficients obtained using tre@aussian procedure and the
extreme value distribution method were in a goodeament when the parent
distribution of the coefficients was in the GEV dam in the non-Gaussian

procedure.
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4. The effects of the Reynolds number on the measoreah, standard deviation and

peak of the roof pressures were found to be infsogmt for the wind speed range

investigated. Testing for a significantly broadange ofR, is desired to formulate a

definite statement regarding the Reynolds numbkscesf on the investigated flow

and wind loading.
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(b) Suburban wind exposure

Figure 5.2 Wind tunnel setups to generate opersahdrban wind exposures
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CHAPTER 6
DEVELOPMENT AND APPLICATION OF
ELECTRONICALLY SCANNED 1024-CHANNEL PRESSURE

ACQUISITION SYSTEM

This chapter presents an expanded version of netewntained in the following reference:

Bienkiewicz, B. and Endo, M. (2011) " Recent effam investigation of discrepancies in laboratory
modeling of wind loading and development of stadd&d wind tunnel testing protocols for low builgh,
Proceedings of the 2011 NSF Engineering Researchlanovation Conference, 4 — 7 January 2011,
Atlanta, GA, 10 pp.

6.1 INTRODUCTION

Experimental techniques have dramatically changét the advancement in
electronic devices for measurements of physicalnpimena. In a broad range of
research communities, it is preferable and posgibleave more precision to measure
basic physical quantities through the use of nehrtelogies. It is also desirable that any
sophisticated measurement devices can be easilgllats and operated during the
experiments.

Recently, a unique compact instrumentation - awtedeically-scanned 1024-
channel pressure acquisition system (ES1024-P®after) has been developed in the
Wind Engineering and Fluids Laboratory (WEFL). TB®1024-PS consists of two 512-

channel subsystems operated through host comput&résh subsystem consists of eight
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64-channel pressure scanners. The synchronizeds#an of pressure data from 1024
channels is accomplished using the two subsystémgltaneously triggered by either
software from the host computer or externally bydiare. The designs for the
integration and placement of the ES1024-PS have bptmized so that the system can
be conveniently mounted underneath the turntablethe three large boundary-layer
wind tunnels at WEFL.

The ES1024-PS was employed for the wind load mogdeh the Meteorological
wind Tunnel (MWT) at WEFL. During the wind tunretperiment, a 1:150 geometrical
scale model of a generic low-rise industrial bungi furnished with 990 pressure taps,
was used to acquire wind pressures induced onratteuarfaces of the model. The study
was carried out in a simulated open wind exposufbée time series of pressure data
acquired from the 990 locations were next analymedg various data processing tools.

One of the data analysis techniques employed was Pitoper Orthogonal
Decomposition (POD). This technique allows forreloterization of large data sets — in
the present case, the random pressure fields douilténg surfaces.

The POD is also known as the Principal Componerdlysis. The POD has
become a powerful analytical tool to identify thestematic structures hidden in random
phenomena. However, the application of the POMviimd-induced loading on a bluff
body/building has been limited (Bienkiewiet al (1993), Holmes (1990), Tamuea al
(1999), Ruan et al. (2006)). The decompositiothef random surface pressures by the
POD provides a set of modes representative of pressructures containing most of the

energy. Reconstruction of the pressure field uiiegimited modes that account for the
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most dynamic variations in the pressure signakigpfhl, as it makes possible reduction
in the data sets to be stored for follow-up anayse

This chapter describes first the development abelyration of the ES1024-PS.
Next, experimental setups employed in the wind @&inmodeling of wind-induced
building pressures using ES1024-PS are descridadally, the representative results
obtained from the wind tunnel experiments employ81024-PS and the POD analysis

of the acquired building pressures are presented.

6.2 INTEGRATION OF ES1024-PS

The integrated ES1024-PS is schematically presanté&dgure 6.1. The major
components of this system are arranged into foaksl indicated in the figure: electro-
pneumatic subsystem, two 512-channel pressure measnot subsystems and host
computer. The electro-pneumatic subsystem congpo$ea pneumatic calibrator, two
pressure regulators (to apply and set pressurgsassure scanners), power supplies for
analog to digital (A/D) modules, and an externgjgering device for the synchronized
acquisition of pressure data from 1024 channels.

As seen in Figure 6.1, each 512-channel subsysteindes eight 64-channel
pressure scanners (Scanivalve ZOC 33 models, de@éd€ 33), a pneumatic control
valve (Scanivalve MSCP 3200) and eight A/D modyf&sanivalve RAD 3200), as well
as miscellaneous pneumatic and electronics interfacnectors. Descriptions of these

components are provided as follows:
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ZOC33

ZOC33 is an electronic pressure scanner which Bgsn@umatic inputs. The range of
measureable pressure is 10 incfOH2.5 kPa). A view of ZOC33 is displayed in
Figure 6.2. Each ZOC33 comprises of 64 indivichiakoresistive pressure sensors and a
500 ohm platinum RTD (resistance temperature dateaised by a RAD 3200 to

determine the temperature of the ZOC33.

RAD 3200

RAD 3200 can accept up to eight A/D modules. BEalih module serves as an interface
with one ZOC33. Up to 45.7-m long cable can bedus® ensure communication
between the RAD 3200 and a host computer. A USBneber is used as an electronic
interface. When a ZOC33 module is used with a R3dD0, the RTD installed in a
Z0OC33 provides temperature information to correcterrors in the pressure data due to

temperature drifts.

USB Extender

When separation between RAD 3200 and a host compxteeds 3 m (9.8 feet), a USB
Extender must be used. In such a case, an extbodedl must be installed in the RAD
3200 and a USB Extender must be connected betweerRAD3200 and the host

computer, using USB connection.

MSCP 3200
MSCP 3200 is used to control solenoids to appltrobmpressures to ZOC33 modules

during data acquisition and calibration of the ZGQ&3
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512-Channel Pressure Subsystems

All components of each of 512-Channel Pressure\&tés are tightly packaged.
Figure 6.3 shows interior of one of the systemss &an be seen, eight scanners
(providing a total of 512 channels for acquisitiohpressures from 512 locations) are
packed in one box. Eight connectors, each caplilandling 64 pressure channels, are
located on one wall of the box. The implementedkpging scheme provides the
efficient removal of heat generated by the presswgasurement electronics by means of
the passive thermal conduction to the exterioram&f The system is compact and
rugged — designed for (usually harsh) environméntiod tunnel experiment.

The acquired data are buffered to the mass stavhffee host computers, thus
enabling acquisition of long data records. The bomputers are used to operate the two
512-channel subsystems throughout a HyperTerminbérBet connection, which is
typically included in the Microsoft Windows operagi system. When the
HyperTerminal session is open, any command listedhe Software Requirements
Specification (Scanivalve Corp, 2007 (a)&(b)) may éntered to acquire data or to set
control parameters.

Placement of scanners and their protection from haxeical damage and
environmental effects (e.g. thermal and moisturadd®mns) is of concern in use of
multi-channel pressure acquisition systems. Inicalp implementations, pressure
scanners are placed inside of a tested modelg(ihtimber of pressure scanners is small —
say less than 5 units) or loosely arranged outsfdee wind tunnel test section.  This
problem is overcome by the system integration imgleted via ES1024-PS. the size of

each 512-channel unit has been optimized so thatsiistem can be conveniently
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mounted underneath the test sections and withimtahles of the three large boundary-
layer wind tunnels at WEFL. Moreover, the mount8ygtem was developed for easy
and safe installation of ES1024-PS. Figure 6.4vshdews of the mounting system and

its installation under the wind tunnel turntable.

6.3 DEVELOPMENT OF PRESSURE MEASUREMENT TUBING SYSTEM

The frequency response of the tubing system fosspme measurements must
optimized to ensure high quality of the acquiredsgures. It magnitude (gain) has to be
constant (typically set to unity) and its phaseustide linear over the frequency range of
interest. In general, characteristics of tubingtey depend on the geometric properties
of a tube (inner diameter and length of the tub®j atructure/volume of pneumatic
connectors.  Typically, the frequency response aths system is determined
experimentally.

Figure 6.5 shows the experimental configuration leygd to evaluate the
frequency response of the tubing system and presaps developed at WEFL and used
in this study. A speaker driven by computer-cdigtbpressure generator is employed as
a pressure field generator. The generated pressuee monitored using a reference
pressure transducer with very short tubing. Pressaadings are acquired from a second
transducer with a tested tubing. Using such aangement, the frequency response of
the tubing system (used in measurements employB0EZ4-PS) has been optimized.
The resulting configuration comprised of three 8jlef inner diameter (ID) = 1.37 mm,
0.86 mm and 0.69 mm. The tubing configurationcisesnatically shown in Figure 6.6.

The tubing system includes the pneumatic conneéborguick connection/disconnection
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of 512-channel subsystem and a tested model. Tdves\of representative pneumatic
connectors are shown in Figure 6.7.

The magnitude and the phase angle of the frequezsponse function of the
optimized tubing configuration are shown in Fig@&. As can be seen, the tubing
system has a flat magnitude (with a discrepancy(ef-)10%) and a linear phase angle

for a frequency range spanning up to 210 Hz.

6.4 OVERVIEW OF PROPER ORTHOGONAL DECOMPOSITION

This section briefly presents the theoretical baskgd on the proper orthogonal
decomposition (POD) analysis of random fields, sa€hvind-induced pressures, adapted
from Bienkiewicz et al (1993). The main objective of the POD is to agtrthe
deterministic function@(x, y) which is highly correlated with all the elememk the
ensemble of random fields, such as experimentakpre data.

By assuming a random fluctuating pressyx@, y, t) with zero mean, the
maximum of the projection gi(x, y, t) on the function®(x, y) is sought. This operation

can be expressed by an integral form as follows
” p(X, y, 1)@ (X, y)dxdy= max. [6.1]

The normalized form of Equation 6.1 can be writsn

[[p(x y 9P (x, y)dxdy_ [6.2]
JI[@%(x, ) dxdy

Sincep(x, y, t) randomly takes both positive and negative valties,ensemble of the

square of Equation [6.2] can be considered antidsmum is sought
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[] p(x y, D@ (x, y)dxdyf g %, Y, ¥ x'y )dx'dy’
[[®*(x, y)dxdy

= max. [6.3]

This leads to an eigenvalue problem which can btenras follows
[[R,(x X, y)@(x', y)dx dy' = Ad(x, y) [6.4]
where R (X ¥ X, ¥) is the space covariance fk, y, t). When the pressure is acquired

at discrete locations that are uniformly distrilajtEquation [6.4] can be expressed in a

matrix form

R®=Ad [6.5]
where R} is the covariance matrixp is the eigenvector andis the eigenvalue. If the
space covariance matriR, of p(x, y, t) is known, Equation [6.5] can be solved to

determine the eigenvaluely and the eigenvectord, (x,y). The eigenvectors can be

used to express the original fluctuating wind-ineipressure(x, y, t) as
N
p(x, y,-t)=§16h(t)¢>n(x,y)- [6.6]

where a,(t) are the principal coordinates given by

)= [p(x ¥, 9, (x, y)dxdy

T2(x, y) dxdly [6.7]

a(

6.5 WIND TUNNEL EXPERIMENT EMPLOYING ES1024-PS AND POD
ANALYSISON BUILDING PRESSURES
6.5.1 Building Mode
A generic low-rise industrial building with protgtg planar dimensions of 61 m x

30.5 m and a building height of 12.2 m was seleetatlit was modeled at a geometrical
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scale of 1:150. The model was furnished with 990iature pressure taps — precision
tubulations (ID = 1.6 mm and length = 19.1 mm) twalde attachment of tubing
connecting the taps with scanners of the pressegsurement system. The geometry of
the building model and tap locations are schemltickescribed in Figure 6.9. The
pressure tap numbers are specified in Figure 6.k0Ocan be seen that the taps are
uniformly distributed over the building surfacesAs a result, approximately equal
tributary areas are associated with the taps. @utdp arrangement simplifies spatio-
temporal analysis of the time series of the acqupeessures. The fabricated model is

shown in Figure 6.11.

6.5.2 Experimental Configuration and M odeled Approach Flow

The wind load modeling study was carried out iropen wind exposure modeled
in the Meteorological Wind Tunnel (MWT). The appoh flow was simulated at the
geometrical scale of 1:150. The overall view of tteveloped experimental set-up and
the model installed in the wind tunnel is depidteéigure 6.12.

The mean velocity and turbulence intensity profdéthe modeled approach flow
were measured using hot-film probes in conjunctigtih constant temperature hot-wire
anemometers. The reference velocity and the spaéssure were monitored using a
pitot-static tube mounted at a height of 100 cnot-Him data were sampled at a rate of
1000 samples/second. Flow data records were @hden length. The analog signals
were low-pass filtered with a cut-off frequencys®i0 Hz.

The characteristics of the simulated approach wkmbsure are shown in Figures

6.13 and 6.14. The comparison of the target (pdswerexponenir = 1/7) and modeled
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profiles of the mean velocity is presented in Fegérl3a. The laboratory turbulence
intensity was compared with the target ESDU turbocdemodel (see Equation [4.5]) in
Figure 6.13b. The laboratory along-wind velocioyer spectra were compared with the
Kaimal spectra model (see Equation [2.2]) in Figbu®B4. Overall, very good agreement

between the target and the simulated approach expdsure was obtained.

6.5.3 Acquision of Wind-induced Pressureson Building Surfaces

As mentioned in Section 6.5.1, the building modeswurnished with 990
pressures taps. Time series of building pressuege acquired at these locations using
the ES1024-PS. The overall views of the ES10244iEthe building model during and
after installation in the wind tunnel test secteme shown in Figure 6.15. The pressure
time series were acquired at a sampling rate of.4832samples per second.
Approximately 90-second data record (30,000 datatg) per pressure tap, was acquired
for wind directions of Band 45.

The time series of building pressure data (acquirech the ES1024-PS) were
stored in the host computers. Two data files doimtg 512 channels of pressure data/file
were saved in binary format. However, such birfarynat data need to be converted to
the ASCII (text type) format for use in the analk/sé the data. A data processing tool
for the conversion of the pressure data from bina&SCII format was developed using

LabView programming software. The user interfatthis tool is shown in Figure 6.16.
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6.5.4 Results

Time series data of wind-induced building pressaesuired at 990 locations on
the building surfaces (see Figure 6.10) were engwoyn the data analysis.
Representative results are presented in Figur@sahd 6.18, where the plots of the mean,
average peak and standard deviation of the presme#icients are shown for wind
directions of 0 and 45, respectively. The average peaks of the builgiregsures were
computed from ten records of the pressure datecaritbe seen that, as expected, the
largest wind-induced negative pressures (suctiocsyr in the roof corner and edge
regions, and they are larger in magnitude for thr@ering wind direction (4%.

The representative portions of the space covariana&rix for the building
pressures (acquired at 990 locations) are presantddble 6.1, for the first 15 tap
locations, see Figure 6.10. The space covariamtaxmnwas used in the POD analysis to
determine eigenvalues and eigenvectors. The uderface of a computational tool
developed for this analysis is shown in Figure 6.E&jures 6.20 and 6.21 depict the first
three eigenvectors of the building pressures obtafior wind directions of Dand 45,
respectively. Table 6.2 lists values of eigenvalaead compares the contribution of
individual and cumulative sum of the eigenvaluetie mean square (total energy of
fluctuation) of the building pressures up to fi2s&tmodes.

The percentage contribution of the eigenvaluesatqal in Figure 6.22. It can be
seen in Table 6.2 that the modal contribution of flist eigenvalue is the largest,
approximately 27% for both tested wind directiof$,and 45. Figure 6.22 shows a
steep decay in modal contributions when the maudx nexceeds 5. These first five

modes contribute more than half of the total enesgpproximately 60%, for both the
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wind directions. It can be also observed in thgure that the cumulative sum

(contribution to the total energy of fluctuatingepsures) exceeds 90% at the 92nd mode

for wind direction of 6 while the 67 modes are required for wind directiéd5’.

Table 6.1 Space covariance matrix of building gues for first 15 tap locations

(a) Wind direction of ®

2 3 4 5 6 7 8 9 10 11 12 13 14 15

Tap 1

1 1 0.899 0.815 0.726 0.646 0.566 0.484 0.407 0.335 0.27060.2040 0.075 0.025 -0.018
2 1 0959 0.900 0.834 0.761 0.681 0.601 0.523 0.449 0.37540.2209 0.136 0.044
3 1 0.962 0.914 0.852 0.778 0.702 0.625 0.549 0.472 0.38530.2210 0.095

4 1 0969 0.923 0.864 0.796 0.724 0.649 0.571 0.482 0.38540.2959

5 1 0.970 0.925 0.867 0.800 0.728 0.651 0.561 0.462 0.36650.21
6 1 0969 0.925 0.867 0.802 0.729 0.641 0.541 0.441 0.276
7 1 0.971 0.928 0.873 0.806 0.723 0.626 0.524 0.352
8 1 0972 0.931 0.874 0.800 0.707 0.607 0.427
9 1 0.972 0.929 0.866 0.782 0.685 0.500
10 1 0972 0.924 0.851 0.759 0.573
11 1 0.968 0.912 0.831 0.649
12 Symmetric 1 0.963 0.901 0.731
13 1 0.958 0.817
14 1 0.898
15 1

(b) Wind direction of 4%

2 3 4 5 6 7 8 9 10 11 12 13 14 15

Tap 1

1 1 0.933 0.891 0.861 0.839 0.813 0.778 0.746 0.708 0.67000.63%76 0.503 0.420 0.248
2 1 0965 0.934 0.910 0.884 0.846 0.810 0.766 0.723 0.67630.6528 0.434 0.241
3 1 0.978 0.956 0.932 0.897 0.861 0.816 0.772 0.722 0.65560.86165 0.261

4 1 0983 0.963 0.937 0.904 0.862 0.819 0.769 0.699 0.609 30.8(294

5 1 0.985 0.964 0.936 0.896 0.856 0.807 0.738 0.649 0.54190.32
6 1 0983 0959 0.925 0.889 0.842 0.775 0.686 0.578 0.363
7 1 0.985 0.961 0.930 0.889 0.826 0.740 0.631 0.414
8 1 0984 0.960 0.925 0.868 0.787 0.679 0.461
9 1 0.985 0.961 0.914 0.842 0.738 0.523
10 1 0984 0.949 0.886 0.788 0.579
11 1 0.978 0.929 0.842 0.641
12 Symmetric 1 0.974 0.910 0.731
13 1 0.966 0.830
14 1 0922
15 1
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Table 6.2 Eigenvalues of covariance matrix fotdng pressures (up to first 25 modes)

Contribution of Cumulative sum
i 0, i 0,
vode () Eigenvalue 4,) elgenv::)ue (%) of elsenvZLues (%)
Al 2 A, A2 A,
n=1 =1 =1

WD=0 WD=45 wWD=0 WD=45 WD=0 WD=4%

1 7.14 8.35 26.5 27.1 26.5 27.1
2 5.06 5.31 18.8 17.2 45.3 44.4
3 2.00 3.98 7.4 12.9 52.8 57.3
4 0.88 1.12 3.3 3.6 56.1 60.9
5 0.61 0.67 2.3 2.2 58.3 63.1
6 0.58 0.62 2.1 2.0 60.5 65.1
7 0.52 0.51 1.9 1.6 62.4 66.8
8 0.49 0.47 1.8 15 64.2 68.3
9 0.39 0.42 1.4 14 65.7 69.7
10 0.36 0.41 1.3 1.3 67.0 71.0
11 0.33 0.33 1.2 1.1 68.3 72.1
12 0.31 0.30 1.1 1.0 69.4 73.1
13 0.26 0.30 1.0 1.0 70.3 74.0
14 0.23 0.26 0.9 0.8 71.2 74.9
15 0.22 0.25 0.8 0.8 72.0 75.7
16 0.21 0.23 0.8 0.7 72.8 76.4
17 0.20 0.22 0.8 0.7 73.5 77.1
18 0.18 0.21 0.7 0.7 74.2 77.8
19 0.17 0.19 0.6 0.6 74.8 78.4
20 0.16 0.18 0.6 0.6 75.4 79.0
21 0.15 0.17 0.6 0.5 76.0 79.6
22 0.14 0.16 0.5 0.5 76.5 80.1
23 0.13 0.15 0.5 0.5 77.0 80.6
24 0.12 0.14 0.5 0.4 77.4 81.0
25 0.11 0.13 0.4 0.4 77.9 81.4
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The eigenvalues and eigenvectors obtained frorP@@ analysis were next used
to reconstruct the original time series of the dind) pressures, based on Equation 6.6.
First, the principal coordinateg(t) were computed using Equation 6.7. Figures 6r2B a
6.24 present the time series of first five printipaordinates for wind directions of 0
and 45, respectively. They are plotted for the first2@onds of the data records. It can
be observed that these coordinates are random laaid thhe largest contributions
(fluctuations) are exhibited by the first coordmat; for both the considered wind
directions. Figure 6.25 compares the standardatlems of each principal coordinate.
The modal fluctuation (standard deviation) decrsagith increase in the mode index

Reconstruction of the original time series of bwitd pressures was performed
next. The time series of building pressure atliag (see Figure 6.10), where the largest
magnitude of suction pressure occurred, were s&lefdr the reconstruction analysis.
The original building pressure data are compareth \the reconstructed time series,
using first 1, 10, 100 and 990 modes, in Figur@s énd 6.28 for wind directions of 0
and 45, respectively. The original and reconstructecetseries data are plotted for the
first one second of the data record. Very gooceament between the original and
reconstructed data is observed when the first 10des of the principal coordinates
(10% of all modes) are used in the reconstrucfamboth wind directions. Additionally,
the reconstructed data using all 990 modes fulipaide with the original time series.
The convergences of peak and standard deviatioecohstructed building pressure data
were also investigated, see Figure 6.28. It carsd®n that the standard deviation
converges faster than the maximum and minimum pedlse convergence of peaks

within +5% errors was obtained at the 170th mode. On ther dvand, the 69 modes
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were required for wind direction of 45 Thus, it can be concluded that significant
features can be preserved when only portion ofitbdal eigenvalues and eigenfucntions

is retained for further analysis.

6.6 CONCLUSIONS

The findings of the efforts described in this cleamtan be summarized as follows:

1. Development and integration of advanced instruntiema ES1024-PS were
successfully completed. This system has advantsgds as simultaneous scanning
of up to 1024 channels, compact and rugged desgsy setup for wind tunnel
testing, thermal compensation and well-tuned tulysgem.

2. Data acquired from ES1024-PS in wind tunnel expemimcan provide higher
resolutions of results which can be used in sojglitetd data analyses, such as POD
technique.

3. In the POD analysis, less than 10% of the total memof eigenvalues was required
for retaining of significant portion of the pressdluctuations.

4. Excellent reconstruction of building pressure dags achieved with 10% to 20% of
the total number of the calculated modes (princgoardinates). The amount data to

be required for further analyses can be dramayicaluced, by more than 80%.
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(b) Two sets of 512-channel subsystems

Figure 6.3 512-channel Subsystem
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Figure 6.5 Experimental setup for evaluation efjfrency response of tubing system
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Figure 6.6 Optimized tubing system

Figure 6.7 View of pneumatic connector
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Figure 6.10 Pressure tap number
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Figure 6.12 Overall view of set-up to generatenowand exposure and building model
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(c) Standard deviation

Figure 6.17 Distribution of building pressure da#ént, wind direction of ®
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(a) Mean

(c) Standard deviation

Figure 6.18 Distribution of building pressure dagént, wind direction of 4%
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(c) 3rd mode

Figure 6.21 Eigenvectors for fluctuating pressamebuilding surfaces,
wind direction of 48
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Figure 6.24 First five principal coordinates, witidection of 45
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CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS

7.1 CONCLUSIONS

Although wind tunnel modeling of wind loading haseh generally accepted as a
viable tool, over the years a number of questi@garding accuracy and limitations of
this technique have been raised and not fully areveQuestions related to wind tunnel
modeling of wind loading on low-rise buildings wexédressed in the presented research.

To identify the origins of discrepancies in laborgtfield and inter-laboratory
comparative studies of wind loading on low-riseldings, careful investigations of the
reported wind tunnel and field experimental set;upsdeling of field and target
laboratory approach wind conditions, measuremechnigues and quality of the
obtained data and data analyses were carried. eTh#srts included verification
experiments performed in boundary-layer wind tusndlhe conclusions drawn from this
study can be summarized as follows:

* The reported variability in the wind-induced loaglion low-rise buildings
observed during comparative laboratory-field inigsdgtons and inter-laboratory
comparisons can be primarily attributed by mismiaigtof the approach flows
employed in wind tunnel modeling of wind pressupestested building models

(Chapters 2 and 5).
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* Inconsistency of empirical models defining the flaharacteristics - mainly the
turbulence intensity profiles - of wind exposuresl to modeling of different
approach flows at the wind engineering laboratorgsticipating in the
comparative studies. The differences in the matdlews resulted in the
discrepancies in the measured wind loading repolgdthese laboratories.
(Chapter 5).

* The comparison of wind-induced loading on low-rBelding models measured
in two boundary-layer wind tunnels at WEFL showedamd agreement in the
acquired roof pressures when the characteristitheobpproach flow (the mean
velocity and turbulence intensity profiles, and #eng-wind power spectra)

generated in these tunnels were closely matchedpt€h5).

The issue of the accuracy of predictions of theezwe field wind loading on low-
rise buildings determined from wind tunnel modelingas addressed. In this
investigation, the peak wind-induced pressures odels of generic low-rise buildings
were analyzed using the extreme value distribu{iexiD) theory and the peak-over-
threshold (POT) approach. The conclusions drawm fthis study can be summarized as
follows (Chapter 3):

* The Type | EVD fit of the peak pressures exhibitaach faster convergence than
the Type Il EVD fit. For the considered taps, tmvergence to the Type | EVD

was reached using a sample of a moderate sizee&d&p
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* In the POT analysis, restrictions placed on charetic parameters led to the
stable estimation of parameteand extreme roof corner pressures predictions for

specified return periods.

The advanced experimental tool, electronically sedn1024-channel pressure
measurement system (ES1024-PS) was developed giidyeh in wind tunnel modeling
of wind loads on low-rise building. The followiragvances were made in wind tunnel
techniques for acquisition of wind-induced pressucd high spatial and temporal
resolution (Chapter 6):

* The unique features of the ES1024-PS unique featumaude: simultaneous
scanning of up to 1024 pressure channels, compdatugyged design, convenient
arrangement/configuration for installation/setup Wind tunnel testing, thermal
compensation and well-tuned pneumatic (tubing)esyist

* Wind pressure data were simultaneously acquire@li¢gt sampling rates) at 990
locations on the generic low-rise building modelhe resulting time series
allowed for detailed investigations of spatio-temgddeatures of the wind loading
exerted on the tested building models. One of tdehniques used in these
investigations was the Proper Orthogonal Decomioos{POD) analysis. Based
on the POD results, it was concluded that thatdhtained data sets can be
significantly reduced (e.g. during archiving in atabase) without significantly

degrading the spatio-temporal information on treeling properties.
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7.2 RECOMMENDATIONSFOR FUTURE RESEARCH

On the basis of the research presented in thisrtid®on, the following topics are

recommended for further study:

Investigations of the effects of the Reynolds numtre wind load modeling in
wind tunnel experiments. This topic could not b#lyf addressed during the
present study due to the size of the test sectionlianited wind speed range of

the wind tunnels available during the course ofdéscribed research.

A further exploration of application of POD anal/sand application of other
advanced techniques for spatio-temporal analysiseofarge sets of pressure time
series generated using the ES1024-PS developedgdtite described efforts

focused on advanced wind tunnel techniques for Waading investigations.
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APPENDIX A

WIND ENGINEERING AND FLUIDS LABORATORY

A.1 INTRODUCTION

Wind Engineering and Fluids Laboratory (WEFIcpnsists of three large
boundary-layer wind tunnels and a number of smatiad-tunnel facilities. It is housed
at the Engineering Research Center, which provstdggort services for the laboratory.
The layout of WEFL is depicted in Figure A.1. Deténation and mitigation of wind
effects on buildings and structures as well asaitspn of pollutants, using boundary-
layer wind tunnels, are the main thrust areas séarch and service activities at this
laboratory. The WEFL has been the center of éxuet for fundamental and applied
research in wind engineering and fluid dynamics deer 50 years. It is one of the
international laboratories where the foundations wind engineering were
established. The core of the WEFL is three largaindary-layer wind tunnels:
Meteorological Wind Tunnel (MWT), Industrial Aerodgmics Wind Tunnel (IWT), and

Environmental Wind Tunnel (EWT).

A.2METEOROLOGICAL WIND TUNNEL (MWT)
This is the most unique facility of the WEFL. Enmits the air and 12.2 m of the
test-section floor to be independently heated aexband 21.3 m of the floor to be

cooled for generation of thermally stratified flaw$he wind speed can be continuously

204



adjusted in the range from O through 37 m/sec.eOtharacteristics of MWT are listed
in Table A.1. The schematic view of the MWT is wimoin Figure A.2. The tunnel

surface roughness, pressure gradient, and hunadityalso be varied. It is designed for
basic research on flow characteristics of the apinesc surface layer and applied

investigations of atmospheric dispersion and wilfiglcés on buildings and structures.

A.3 INDUSTRIAL AERODYNAMICSWIND TUNNEL (IWT)

This recirculating facility has a test section 1r83wvide by 18.29 m long with a
ceiling height adjustable from 1.52 m through 2.48 The wind speed can be
continuously varied up to approximately 24 m/seepahding on blockage inside the
tunnel. Further characteristics are listed in €abll. The schematic view of the IWT is
shown in Figure A.3. This tunnel has been prigagihployed in studies of wind effects

on buildings and structures, and their components.

A.4 ENVIRONMENTAL WIND TUNNEL (EWT)

This is an open-circuit wind tunnel of a test s&tt8.66 m wide by 18.29 m long,
with a flexible ceiling which can be adjusted fr@113 m to 2.74 m. The flow velocity
can be adjusted in the range from 0 through 12an/€#her characteristics of the EWT
are listed in Table A.1. The schematic view of €T is shown in Figure A.4. The
EWT is well suited for model studies of flow oveties, tall structures, and topographic

features, as well as environmental studies of dsspe of pollutants.
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Table A.1 Characteristic of three boundary-layardiunnels

Characteristic MWT IWT EWT
Section Length 26.8 m 18.3m 18.3m
Test-section Area 1.8mx1.8m 1.8nmk18m 3.6mk24m
Contraction Ratio 9:1 9:1 4:1
Drive Power 400 hp 75 hp 50 hp
Mean Velocity 0to36 m/sec 0to24 m/sec 0 to 12em
Boundary-layer thickness uptol.5m uptol.5m taup5m
Background Turbulence intensityabout 0.1 % about 0.5 % about 1%
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APPENDIX B

DETERMINATION OF INFLUENCE LINES

FOR SIMPLIFIED FRAME

The simplified geometry of a frame structure shawirigure B.1 was employed
to determine influence lines for vertical and hontal reactions at supports A and B
(denoted , Vg, Ha, He). Parameterg andg indicated in the figure were introduced to
allow for evaluation of the frame flexural rigiditgnd geometry on the calculated
reactions. The coefficient is the ratio of the flexural rigidity (El) of thieame roof part

to the rigidity of the column. The frame span-wgnt ratio can be controlled by the

parametef.
¢
|
aEl |
B IC D
|
@
h el ! El
|
I
|
1o ! 2
e : >l
| Sh ]
HA—> B HE

b, b

Figure B.1 Simplified geometry of structural frammed support reactions
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Taking account for these parameters, the infludimes for the reactions were
first determined. For the derivation of the infhee line for vertical and horizontal
reactions at supports A and E (see Figure B.1¢etlhwad cases acting on the structural
frame were considered as follows:

Case 1: Aload acts on the left column,

Case 2: Aload acts on the roof beam, and

Case 3: Aload acts on the right column.
Using these load cases, the influence lines fasghreactions are derived with the virtual
work principle.

First of all, the frame structure with load casghbwn in Figure B.2a is statically
indeterminate to the first degree. Removal of @zioatal reaction i at the right support
(denoted E) would leave a statically determinatecstiral frame as shown in Figure B.2b,
i.e. He is used as the redundant reaction. To calcutetedactions, the three equations

of static equilibrium are established as follows:

>R, =H,+P=0 OH, =-P [B.1]
MR =V, +Ve =0 OVe=-V, [B.2]
@ TM, =V,Bh+Px =0 DVA:—% B.3]
Substitution of Eq. [B.3] into Eq. [B.2] leads to [V, :% [B.4]

The resulting bending moment equations at a paittt eistanceX; from the left support,
X, from the left corner of the frame, ¥g from the right support are

&M, =-H,X =PX, for 0 <X; <xq in left column [B.5]
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EM, =-H,X, -P(X,— x)=Px fora; <X; <hin left column

[B.6]
@M, =-H,h+V, X, -P(hx)
;)E X, +Px for 0 <Xz < A hin roof beam [B.7]

EM, = for 0 <Xz <hinright column  [B.8]

Next a unit virtual force, H = 1, is applied to thght column as shown in Figure B.2c

The bending moment equations for the virtual faeewritten as follows:

SinceVa=Ve=0and H =1,

@&my =-H, X =-X, for 0 <X; < hin left column [B.9]

@&m, =-H,h+V, X, =-h for 0 <X, < Shinroof beam  [B.10]

@my, =-H, X, =-X, for 0 <Xs < hin right column [B.11]

Using Egs. [B.5] through [B.11], the primary defiea &, and virtual deflectiord, are
obtained as follows
By = =y M, m X = [ <P><1>(—><1)d>s+—fX1(P>f)( X) dx
Px, _
+aEI o (. ,th , +Px)(=h)dX,+— j 0F X;)dX
PJl s o[ 1. B
EI{GXl x1h (14-;]} [B.12]
3, :ijOL m, m, dX
El
= 2 XA+ ) A+ [ )
:ZE’[HEE}

[B.13]
3EIl” 2a
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The solution of the horizontal reaction at the tigipport H is obtained as follows:

PJls_105 g
_EI{6X1 zhxl(“aj}

3
3 El 2a

et =24

From Figure B.2 for load case 1, the horizontattiea at the left support His

HE :—i:
oy

SF,=H,+P-H =0 OH, =H_ -P [B.15]

L E R V(I

For the vertical components of reactionsand \k are

vA:—E[ﬁj and vE:E(ﬁj [B.17]
Blh A\ h
B D sl X2 gl X D
P
X X1 X1 X3
E A 1 A 1 EI '
R R R R >
Ha “—H Ha> Ha>
"t | "t t
Va Ve Va Va VE

(a) Frame subjected to load P (b) Primary force system (c) Virtual force system

Figure B.2 Frame system for load case 1

Similarly, consider the frame structure with loaase 2 shown in Figure B.3a.
The horizontal reaction His selected as redundant reaction (see Figure).B.3m

calculate the reactions, three equations of stafiglibrium are established as follows:
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+ YF,=H, =0 OH, =0 [B.18]

nYFR =V, +V. -P=0 OV, =P-V, [B.19]
@YM,_=V,fh-PBhx,)=0 OV, :P(l—%] [B.20]

- . _Px,
Substitution of Eq. [B.3] into Eq. [B.2] leads to [V, _ﬁ [B.21]

The resulting bending moment equations at a paittt eistancex; from the left support,

xo from the left corner of the frame, gy from the right support are

@M, =-H,X, =0 for 0 <X; < hinleft column [B.22]
EM, =-H,h+V, X, =P(1—%j X, for 0.<X, <xpin roof beam [B.23]

@M, =-H,h+V, X, ~P(X, - %)

= P(x2 ,;Zh X J for xo, <X, < Bhin roof beam [B.24]

@M, =0 for 0 <Xz <hin right column [B.25]
Using bending moment equations for the virtual éodefined in Eqgs. [B.9] through

[B.11] and Egs. [B.22] through [B.25] for /M the primary deflectiord, and virtual

deflectiondy are obtained as follows

:—joMde——jOO( X ) dX +— o o { ﬁh}xz( h)dX

1 Sh -
t b Pk, - ,Bh —2=X,)(=h)dX, + I 0 X;)dX
_1 Pros
_Z_E{'Bh X, — hx2} [B.26]
5, =31[1+ 3"3} [B.27]
3 El 2a
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The solution of the horizontal reaction at the tighpport H is obtained as follows:

1P 20 1ol
o 0 _aaEtPMe "
E
5V

3
3 El 2a

a5 )

From Figure B.7 for load case 2, the horizontattiea at the left support His

YK, =H,-H.=0 OH, =H [B.29]
3 1 ’
Therefore, H,==P 5? X | o] % [B.30]
2 \(20+38 B h B h
For the vertical components of reactionsand \f, are
Vv, =P{1-| 2 |l and v, =p| 22 [B.31]
Bh Bh
X2 P P
B i D B Xz B Xz D
X1 X3 X1 X3
A E A 1 I 5l A L EI 1
o R s > o I > —
Ha> «—H Ha > Hag>
_*>A T E AT T AT T
Va Ve Va Ve Va VE

(a) Frame subjected to load P (b) Primary force system (c) Virtual force system

Figure B.3 Frame system for load case 2

Now, consider the frame structure with load cash®wn in Figure B.4a. The
horizontal reaction H will be selected as redundant reaction (see Fifudb). To

calculate the reactions, three equations of stafiglibrium are established as follows:
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4 YF,=H,-P=0 OH, =P [B.32]

YR =V, +V. =0 OV.=-V, [B.33]
@ ¥M.=V,Bh-Px,=0 Ov, =% B.34
U E A X3 A ,B h [ . ]
Substitution of Eq. [B.34] into Eq. [B.33] leads td] V, = —% [B.35]

The resulting bending moment equations at a poitiit eistancex; from the left support,

xo from the left corner of the frame, gy from the right support are

E M, =-H, X, =-PX; for 0 <X; < hin left column [B.36]

EM, =-H,h+V, X, :P(% X, - hJ for 0 <X; < Bh in roof beam[B.37]
&M, =0 for 0 <X3 < xs in right column[B.38]
EM, =-P(X;-x) for xs < Xs < h in right column [B.39]

Using bending moment equations for the virtual éodefined in Eqgs. [B.9] through

[B.11] and Egs. [B.36] through [B.39] for #/the primary deflectiord, and virtual

deflectiondy are obtained as follows
3
8o =~ [-MmdX = h? (_2+ﬁj—(§]{ﬁ+_l}+_;(ﬁJ [B.40]
El El 3 «a h)l2o 2 h
3
5, = %l[y f’ﬁ} [B.41]

The solution of the horizontal reaction at the tigipport H is obtained as follows:

e O R G S
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From Figure B.4a for load case 3, the horizontattien at the left supportHs

+ YF,=H, -H. —~P=0- OH, =H, +P [B.43]

Therefore, HA=§P( a H(HEJ(EJ—%(ET} [B.44]
2 \20+38 a)lh h

For the vertical components of reactionsand \k are

v, :E(ﬁj and V, = —E(ﬁj [B.45]
B\ h B\h
B D B X2 D
p
X3 X1 X3
A E A 1 EI <!
= R RS .\
Ha g™ “H Ha s>
"t te t
Va Ve Va Ve

(a) Frame subjected to load P (b) Primary force system (c) Virtual force system

Figure B.4 Frame system for load case 3
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Listsof InfluenceLinesfor Reactions
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A
h
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for 0 <x; < hin left column

for 0 <x; < S hin roof beam

for 0 <xz < hin right column

for 0 <x; < hin left column

for 0 <x; < S hin roof beam

for 0 <x3 < hin right column

for 0 <x; < hin left column

for 0 <x; < Bh in roof beam

for 0 <x3 < h in right column



