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ABSTRACT 

This first part of a four-part series of hydrology papers on flood routing through 

storm drains presents results of experimental studies in a 3-ft diameter, 822-ft long 

storm conduit and theoretical studies of the unsteady free-surface flow. The derivation 

of the two quasi-linear hyperbolic partial differential equations of gradually varied free­

surface unsteady flow based on the principles of conservations of mass and momentum are 

given. The numerical integrations of differential equations by the specified interval 

scheme of the method of characteristics, the diffusing scheme, and the Lax-Wendroff scheme 

are discussed; the method of characteristics is selected for the practical integration 

procedure whenever the complete differential equations are used. Experimental and 

analytical investigations of the geometric and hydraulic parameters that define the 

coefficients of the two differential equations are summarized. Particular attention is 

given to geometric characteristics of a circular conduit, to hydraulic resistance, to 

velocity distribution coefficients, and to junction box energy losses. The initial and 

boundary conditions are experimentally studied and are expressed mathematically for the 

numerical solutions. The analytically computed waves are then compared with the experi­

mentally observed waves by using the same initial and boundary conditions. Qualitative 

and quantitative comparisons are given for depth hydrographs at different positions, for 

depth wave profiles at different instants in time, and for the peak-depth versus both 

position and time. From a practical point of view, good agreement is indicated by these 

comparisons. The applicabilities of simplified routing methods are also co~pared in 

general terms to the solutions obtained by solving the two partial differential equations 

of unsteady flow. The errors in conduit geometric parameters, in hydraulic parameters, 

in numerical computations, and in experimental observations are analyzed and discussed. 

x 



FLOOD ROUTING THROUGH STORM DRAINS 

Part I 

SOLUTION OF PROBLEMS OF UNSTEADY 

FREE SURFACE FLOW IN STORM DRAINS 

by 

V. Yevjevich* and A. H. Barnes** 

Chapter 1 

INTRODUCTION 

1.1 Review of Methods for Routing Floods Through 
Storm Drains 

The predominant methods used in the design of 
storm drains employ the steady free-surface flow 
approach at the selected flood peak discharge. The 
design flood peak of a given probability of exceedence 
is computed by a hydrologic procedure for a given drain 
section between two water inlets. The drain is de­
signed in such a way that the design flood discharge 
passes through it as the free-surface flow at the 
largest drain flow capacity. The flood peak discharge 
is usually determined by the hydrologic rational 
method of flood estimations. Simple computations for 
a free-surface steady and uniform flow through a storm 
drain determine the basic geometric dimensions of a 
drain between its two inlet points. For a circular 
drain its diameter is the basic dimension for the 
given invert slope. 

Because floods are mainly free-surface waves moving 
through storm drains, the steady-flow design approach 
does not take into account several factors. First, 
storm drains have storage capacities which attenuate 
the floods. Second, unsteady flows through various 
drain sections mutually interact; furthermore, an 
extensive grid of storm drains with small slopes, 
located in urban and combined urban-highway drainage 
systems, significantly affects storm flood attenuation 
during a local heavy storm of limited areal coverage. 
Third, drain conduits during storm floods have non­
negligible dynamic effects in flood wave modifications 
as they progress along the drain. They may, under 
particular conditions, pass to bores (surges). 

The use of approximate flood routing methods 
based on the simplified unsteady flow approach of storm 
drain design currently practiced, are the Chicago 
method and others. They take into account the 
attenuating storage effect; however, they usually 
neglect the dynamic effects. In other words, they 
mainly treat the kinematic aspects of a wave. Because 
some flood waves may amplify and pass to bores under 
given conditions, the simple flood routing methods 
based on the storage equation, even with some correc­
tions, can not reproduce and take into account various 
aspects of dynamic effects, especially the celerities 
of various parts of waves as the wave evolves, movement 

of flood waves upstream along a long drain, and 
similar effects. 

The advent of digital computers enhances the 
feasibility of using the most complete mathematical 
equations for the computation of unsteady Ifree-surface 
flow in a storm drain. Besides, progress in urban 
hydrology and the improved understanding of precipita­
tion phenomena enable a better prediction of storm 
flood hydrographs which enter the storm drain system. 
These two factors encourage applying unsteady free­
surface flow equations in their most reliable mathe­
matical forms to storm drain design. 

In summary, the historical development of methods 
for design of storm drains may be classified in 
three broad classes: 

A. Steady-flow approach of storm drain design, 
the logical consequence of the rational type formulas 
in predicting storm flood hydrograph peaks. 

B. Simplified unsteady flow approach of storm 
drain design mainly based on the storage equation or 
its modified forms of kinematic waves, the logical 
consequences of unit hydrograph approach in predicting 
storm flood hydrographs, ~f limitations in accuracy of 
hydraulic properties of storm drains, and of available 
computational devices and numerical techniques in the 
precomputer era. 

C. Unsteady free-surface flow approach of storm 
drain design, based on the complete equations of con­
servation of maSs (continuity) and momentum of un­
steady free-surface flow, advanced methods of pre­
dicting flood hydrographs, the use of rapid digital 
computers with adequate storage capacity, and the 
advanced numerical methods of integration of differ­
ential equations. 

The potential of using improved flood routing 
methods through storm drains by this third approach 
has inspired the investigation presented in this paper. 

1.2 Objectives of Investigation 

This study of the hydrodynamics of unsteady free­
surface flow in a storm drain has the primary objective 

* Professor-in-Charge of Hydrology and Water Resources Program, Dept. of Civil Engineering, Colorado State 
University. 

**Associate Professor of Civil Engineering, Colorado State University. 



of adding the information for developing flood routing 
procedures adopted to a digital computer and verified 
by hydraulic model tests. The ultimate objective is 
to provide results which permit the development of 
working design methods applicable to various situations 
where drains are used for removal of storm water in the 
gradually varied free-surface unsteady flow. 

Other objectives are the analytical study of 
various aspects of basic mathematical equations of 
unsteady free-surface flow; detailed analysis of 
hydraulic and geometric parameters of storm drains 
simulated by a long smooth circular conduit; com­
parison between the physical waves simulated and 
observed in a smooth circular conduit and the 
numerically integrated waves with the same initial and 
boundary conditions; study of particular boundary con­
ditions and losses at singularities along a storm 
drain, and similar objectives. 

1.3 General Initial Conditions Assumed for the 
Analysis 

The following are the general initial conditions 
of a storm drain assumed for the study. The depth 
of water in a storm drain is shallow prior to storm 
inflow, as a steady low-flow regime. Storm inflow 
hydrographs along the drain are given either as simple 
hydrographs of any shape, or as composed hydrographs 
of successive individual storm hydrographs. Each 
inlet point (i) has an inflow discharge hydrograph, 
Q- (t), with the shape, peaks, and time of peaks of 
tfie hydro graph differing from inlet to inlet. These 
hydrographs depend on the catchment area of each inlet, 
storm characteristics, and the direction and speed of 
storm movement. 

1.4 General Physical Constraints in This Study 

To simplify basic and applied research, physical 
constraints of a storm drain are assumed as follows: 

1. The storm drain consists of a single contin­
uous conduit. 

2. The inflows of storm water occur at discrete 
points of inlets located along the storm drain. 

3. The inflow discharge at any inlet has a 
negligible momentum in the conduit direction. 

4~ The conduit is circular. 

S. The conduit dimensions change only at manholes 
and conduit junction boxes, open to atmospheric pres­
sure. The junction boxes might or might not be inlet 
points. No inlet occurs outside the junction boxes. 

6. The conduit has both the matching crown-lines 
and the matching invert lines at junction boxes except 
in the case where a drop junction box occurs. 
Hydraulic characteristics of drop junction boxes 
should be known as boundary conditions in the form of 
the outflow rating curve for the outlet of upstream 
conduit, though this case is not analyzed in this 
study. 

7. The head loss function of transitions at 
junction boxes is known in relation to the main conduit 
discharge, the inlet discharge if any. and a water 
stage. This head loss is a singular resistance at 
-junction boxes. 

8. The slope of the storm drain under field con­
ditions is constant between junction boxes. The slope 

2 

changes occur only at junction boxes. Points at which 
slopes change are equivalent to junction boxes with­
out inflows. However, the slope of the long circular 
conduit is kept constant for a set of experiments and 
computations in this study. 

9. The slopes may vary in both subcritical and 
supercritical flows, reaching three to five percent. 

10. The alignment of the storm drain is straight, 
even though small deflection may occur at junction 
boxes in the field; the head loss due to deflection is 
included in the general singular loss of the junction 
boxes. 

11. The flow regime is a free-surface water motion 
during all the movement of a storm flood through the 
drain. 

12. The outflow at the end of the storm drain is 
generally free, or although some controlled end condi­
tion for wave movements without inflows are also studied. 
The outflow stage-discharge relation (rating curve or 
family of rating curves) is assumed as known. 

13. The Darcy-Weisbach f-factor for steady state 
conditions is used to define the flow resistance. 

1.5 Various Potential Applications 

The free-surface unsteady water movement through 
pipes, tunnels, various types of storm drains and all 
other conduits, either of circular or any other shape, 
is applicable to many problems. Some of these are:-

1. The problem of removing rainfall water from 
highway and urban areas through storm drains. 

2. The problem of free-surface wave movement 
along water power tunnels and conduits, which involves 
computing the hydrograph transformation along the tun­
nel with free-surface flow. 

3. The problem of using tunnels and conduits for 
storage under conditions of unsteady free-surface water 
flow. 

4. The problem of handling the passage of flash­
floods of small water courses through diversion tunnels 
or conduits. 

5. The problem of propagating of water waves from 
the sea, lakes, estuaries or rivers with these waves 
entering the storm drains, etc. 

1.6 General Approach for Investigations 

The problem of unsteady free-surface flow in a 
storm drain in this study is investigated as follows: 

1: Analysis of the hydrodynamic aspects of the 
problem is pursued with a minimum of basic assumptions 
and neglected factors. 

2. Assumptions and neglected factors are dis­
cussed under conditions of removing floods through 
storm drains. 

3. Simplifications matching the accuracy of 
available data, with the precision of their results, 
are introduced when their evaluation is possible. 

Development of equations. Basic hydrodynamic 
equations are derived in this text, although these 
derivations repeat many classical studies. This is 
done for two reasons, to relate them to the computa­
tion of unsteady free-surface flow in a storm drain, 



and to adapt these analytical expressions to specific 
characteristics of storm drains. Mathematical ex­
pressions that describe unsteady free-surface flow 
are based on a set of assumptions which means a differ­
ence between mathematically computed surface waves and 
physical waves is unavoidable. All methods for com­
puting unsteady free-surface flow are only approxi­
mations, so the-extent an approximation agrees with 
real flow is a basic question to answer for each method. 
There is little value in discussing merits of a method 
without determining its degree of approximation. 

Selection of method for solving equations. Select­
ing a method for computing unsteady free-surface flow 
should depend on an economically justified degree of 
approximation, and on the risk and uncertainties in­
volved. Two questions should be answered in principle, 
what is the degree of approximation for each method, 
and what degree of approximation is justified? To 
investigate methods for computing unsteady free-sur­
face flow in a storm drain, two different approaches 
may be pursued. Applied research may be started by 
using a simple method giving an approximation of low 
accuracy. Then the method is improved by adding the 
previously neglected factors, so as to proceed from 
lower-degree approximation to a higher-degree approxi­
mation. This approach was widely used by many pre­
vious investigators. Another approach is using the 
most complete hydrodynamic equations as the closest 
mathematical approximation of the physics of the un­
steady free-surface flow. Any computation of unsteady 
flow by these equations is assumed to be the highest­
order approximation attainable at the present status 
of applied mathematics in fluid mechanics. Then neg­
lecting some factors and simplifying the initial and 
boundary conditions, and quantities which describe 
these conditions, the lower-order approximations are 
derived. As the accuracy of computations decreases 
by an increase of simplification and neglect of factors, 
the practical optimization problem is in determining 
the order of approximation as the compromise between 
the accuracy and the economy of data procurement and 
computations. 

Methodology used. The methodology followed in 
this second approach is: 

1. Regardless of which mathematical expressions 
are used to describe unsteady free~surface flow, sev­
eral assumptions are always made. They introduce the 
first departure between the real flow and the theo­
retical flow, described analytically. Effects of 
these assumptions are rarely discussed by investigators. 

2. The two partial differential equations, 
usually called the De Saint-Venant equations of un­
steady free-surface flow, as the continuity equation 
and the momentum equation, are presented in their most 
general form. The physics of the unsteady free-sur­
face flow is stressed, clearly showing variables and 
quantities that are significant parts of equations and 
have effects on flow patterns. 

3. These general equations are adapted for suit­
able computations of flood movement along a long storm 
drain. 

4. Initial and boundary conditions are discussed 
whenever they affect the computation method. 

5. Methods of integrating the two partial diff­
erential equations are particularly discussed in view 
of using the most adequate numerical computational 
methods and digital computers. 

6. Specific hydraulic problems related to storm 
drains are studied in detail with the objective of 
testing the analytical methods of flood routing in 
comparison with the observed physical waves. 

1.7 Various Aspects of Investigation 

Physical and analytical waves. When a flood is 
produced in a storm drain and observed both at its 
beginning and its end, it will be called "the physical 
wave". When a initial flood wave at the storm drain 
entrance is assumed and the flood wave is computed at 
the end of this storm drain by an appropriate inte­
gration procedure, it will be called "the analytical 
wave". Comparing the most accurately computed analy­
tical waves with the most accurately observed physical 
waves is one of the basic objectives of this study. 
This comparison is analyzed with regard to errors in 
basic data, err-ors inherent to methods used, and 
tolerable errors. 

General solutions of unsteady-flow differential 
equations. Analytical solution in closed forms of 
the two partial differential equations for unsteady 
free-surface water flow is not possible for conduits 
and channels under natural conditions. As soon as 
simplifications which permit analytical solutions are 
introduced, the departures from real physical condi­
tions may be so large that in most cases the results 
become invalid. Thus, methods of approximate inte­
grations of simplified differential equations have 
been imposed. 

One hundred years, from 1871 to 1970, of applying 
the two basic partial differential equations of un­
steady free-surface flow for purposes of computing 
waves along canals, channels, and conduits have resulted 
in a variety of methods of solution, graphical, numeri­
cal, and analytical, with a wide range of degrees of 
approximation to exact solutions. Because the amount 
of work to be done in the past by numerical methods 
was very large, graphical methods of various types have 
dominated the field until recently. These tedious and 
time consuming graphical procedures have been often 
replac~d in practice by the flood routing methods based 
either on the simple continuity equation, or on it and 
on a simplified momentum equation. A large number of 
these approximate methods have been developed and used 
[1]*, and most of them are still being used. 

Recent developments. Two relatively recent dev­
elopments have greatly influenced the computations of 
unsteady free-surface flow: (1) many new and approp­
riate numerical procedures came into being, mainly 
based on using a finite differences method of inte­
grating the partial or characteristic differential 
equations, and (2) electronic computers (digital, 
analog, hybrid) of varying characteristics 'become 
available, which could do large computations at a 
relatively low cost. Innovation and constant progress 
within these developments have made possible the use 
of procedures known, but considered impractical 20 to 
50 years ago. Among these procedures of integration 
are both the method of finite differences in solving 

* The number or numb~s inside the brackets designate references, and sometime their pages, given at the end 
of this paper. 
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the two partial differential equations of unsteady 
free-surface flow under complex conditions, and the 
method of finite differences applied to the character­
istic differential equations as an equivalent set to 
the partial differential equations. 

Two types of equations used by finite differences 
approach. Using finite differences, as the ratios of 
dlfferences instead of derivatives, in the graphical 
or numerical methods of integrating the partial differ­
ential equations by their equivalent characteristic 
differential equations is usually called "the method 
of characteristics". The phrase "method of finite 
differences" will be used for both cases when the 
ratios of finite differences replace the partial 
derivatives in the partial differential equations or 
when the ratios of finite differences replace the 
derivatives of characteristic ordinary differential 
equations. 

Junction problem. The selection of the flood 
routing method in the case of the junction of two or 
more drains is often a relevant problem. Inflow hydro­
graphs at various inlets along adjacent storm drains 
may have different time lags of peak discharge occur­
rences, with different rising times. Water may temp­
orarily flow in both upstream and downstream directions 
in a set of storm drains in an area. Junctions of 
storm drains create interdependence of unsteady flow 
in a system of storm drains. Flood routing methods, 
such as those based on the simple storage equation 
which cannot easily take these conditions into con­
sideration, are not theoretically feasible for treat­
ing the unsteady free-surface flow in storm drains. 
The use of the two partial differential equations is 
an ideal approach for this complex and realistic flood 
routing case. 

Selection of solution method for attaining a given 
accuracy of computations. Estimation of inlet hydro­
graphs along storm drains is subject to errors. Pre­
dictions of design storms also have a limited accuracy 
when compared with the real storms of a given probab­
ility. There is a limit of accuracy economically 
justified in flood routing. This accuracy should cor~ 
respond to the precision of the basic data used, part­
icularly to the accuracy of computed inflow hydrographs 
along storm drains. The greater this accuracy, the 
more the accurate flood routing method is justified. 

1.8 Justification of Investigations in This Study 

Investment in storm drainage. There is a contin­
uous increase in the total activity of urban and high­
way drainage for removal of storm flood waters. The 
investment in storm drains, both urban or highway, or 
combined urban-highway, in the United States is esti­
mated at about two billion dollars per year, and these 
annual expenditures increase with an increase of time. 
Simultaneously with this progressively increasing act~ 
ivity and investment in storm drainage, pressure is 
building up to reduce cost by keeping the total risk 
of overflooding urban areas and highways below a given 
probability level. Therefore, it is reasonable to 
expect an increase in public and private pressure for 
better methods of storm drain design, particularly for 
the more accurate techniques of optimization between 
investment, maintenance, basic risk, and all uncertain­
ties. 

Basic risk and uncertainties. Basic risk is 
defined as the probability of a storm drain not being 
able to evacuate the storm floods. It is a direct 
result of stochastic character of floods and all other 
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random factors in storm drain design. Uncertainties 
result from various errors in determining design floods 
of given probabilities, errors inherent in the esti­
mation of hydraulic factors of storm drain, inaccuracies 
of methods used for routing floods through storm drains, 
and similar sources of errors. Basic risk plus all 
uncertainties comprise the concept of total risk as it 
is used in practice. While the basic risk can not be 
changed except by various flood control works, uncer­
tainties may be decreased by a better prediction of 
design storm floods, by a better knowledge of hydraulic 
properties of storm drains, and by more reliable meth­
ods of routing floods through storm drains. 

The justification of investigations undertaken in 
this study are mainly two-fold, a decrease in uncert­
ainties in hydraulic properties of storm drains, and 
a development of flood routing methods for storm drains, 
which would enable a better optimization between cost 
and risk, provided these methods of flood routing 
through storm drains are more reliable than the pre­
sently used methods. 

Combined urban-highway drainage system. Storm 
drainage problems studied separately for urban areas 
and separately for highway drainage, in urban areas 
with important highways crossing them, are usually not 
economical. The optimum solution of cost and risk is 
in a combined urban-highway storm drainage system. 
Reliable flood routing methods can contribute to better 
planning of these integrated storm drainage systems. 
As many large metropolitan areas lie in low slope ter­
rains, the slopes of interconnected storm drains are 
small over large distances. An integrated storm drain­
age system requires flood routing methods that can 
solve problems of storm flood water moving through a 
grid of interconnected storm drains. 

Pollution control and storm drainage. The pollu­
tion control of rivers, lakes, estuaries, and seas in­
creasingly puts constraints on the quality of drainage 
water from urban and highway areas. The general tend­
ency at present is to separate the storm drainage sys­
tem from the sewage drainage system. This new require­
ment on the quality of urban and highway storm drain­
age water affects the various concepts in planning 
their surface water drainage. Reliable flood routing 
methods through storm drains and storage systems im­
posed by flood control, would undoubtedly contribute 
to more economical and less uncertainties-taking sol­
utions of storm drainage systems as it concerns the 
water quality. 

1.9 Practical Relevance of Investigations 

Several aspects of these investigations are of 
practical relevance. It is expected that results of 
this study would increase the confidence of designers 
in using mathematical equations in the form of the two 
partial differential equations of unsteady free-surface 
flow, or their equivalent characteristics differential 
equations, in comparison with the present use of simpli­
fied equations, mainly either of simple storage equation 
or only of kinematic wave equations. Practical rele­
vance of investigation is in showing the degrees or 
limits of accuracy inherent to any analytical method 
of solving flood routing problems. Relevance of this 
study is seen also in its basic direction of using 
exclusively the inexpensive finite differences inte­
gration method made possible by fast digital computers. 
As in any other systematic research approach, the by­
product is the detection of various problems needing 
more study and better solutions by pointing out the 
needs and potentials for new research results of prac­
tical relevance. 



1.10 Brief Historical Review of the Project 

These investigations of unsteady free surface flow 
in a storm drain have been initiated by the original 
description of research project entitled "Unsteady 
Surface Flow in a Storm Drain", outlined by Mr. Carl 
F. Izzard, at that time Chief, -Hydraulic Research 
Division, U.S. Bureau of Public Roads, and presently 
Director, Office of Development, Federal Highway 
Administration, U. S. Department of Transportation. 
This description is given as Appendix 1 to this paper. 

The first-year investigation was limited to gen­
eral and analytical studies as the basis for an advan­
ced research program in subsequent years. As a se­
quence, a report also entitled "Unsteady Free Surface 
Flow in Storm Drain" by V. Yevjevich, Professor of 
Civil Engineering, Colorado State University, as a 
general analytical study, was submitted to the 
U.S. Bureau of Public Roads, Hydraulic Research 
Division in June 1961. This report outlined problems 
in detail, set-up basic mathematical techniques, dis­
cussed the initial and boundary conditions, and select­
ed the general approach to be followed in the next 
phases of the research program. The above study 
led to the decision to build an experimental 
physical research facility on a hillside in the Outdoor 
Laboratory of the Engineering Research Center at Colo­
rado State University, Fort Collins, Colorado, as 
described in Part II, Hydrology Paper No. 44, of this 
sequence of hydrology papers. 

Since beginning, five M.S. and one Ph.D. thesis 
have been written from this project. Several progress 
reports with investigation results have been submitted 
to the U.S. Bureau of Public Roads. 

The sequence of these four hydrology papers, in­
cluding this one ~s the first paper, is a comprehensive 
description of research activities and of final results. 
These four papers are all entitled "Flood Routing 
Through Storm Drains", and the four parts are: Part 
I, Solution of Problems of Unsteady Free Surface Flow 
in Storm Drains; Part II, Physical Facilities and 
Experiments; Part III, Evaluation of Hydraulic and 
Geometric Parameters; and Part IV, Numerical Computer 
Methods of Solution. These four papers represent the 
final report and the termination of the research 
project. 

The review of literature on unsteady free surface 
flow in channels has been undertaken by V. Yevjevich 
in 1959-60 under a U.S. Geological Survey project. 
That review was later published under the title 
"Bibliography and Discussion of Flood-Routing Methods 
and Unsteady Flow in Channels", as U.S. Geological 
Survey Water Supply Paper 1690, u.S. Government Print­
ing Office, Washington 1964 .. During the ensuing 
period and during the project life the newest liter-
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ature on unsteady free surface flow has been continu­
ously reviewed and used in the project .• Some of these 
newest references are given in Appendix 2. 

1.11 Organization of This Paper. 

Though a sequence of four hydrology papers repre­
sents the results of this study on flood routing through 
storm drains, this first paper, Part I, No. 43, is 
conceived as presenting all material related to the 
study. However, the material presented in detail, in 
Parts II, III and IV, or hydrology papers 44, 45, and 
46, is only presented in this paper in summarized form. 
The organization of the material is such that paper 
No. 43 is independent of the other three papers, except 
when referring additional details in the other three. 

The organization of this paper is as follows. 
Chapter 2 presents general procedures of investigation, 
with the underlying approaches to the problem solution. 

Chapter 3 gives detailed derivation and discussions 
of the two partial differential equations of gradually 
varied free-surface unsteady flow, and derivations and 
discussions of the corresponding four ordinary charact­
eristic equations. The hypotheses underlying the 
development of these equations are also presented. 

Chapter 4 refers to experimental facilities, which 
is condensed material from Hydrology Papers Nos. 44 
and 45. 

Chapter 5 is related to the study of finite­
difference numerical integration schemes of unsteady 
flow equations; it basically represents a condensation 
of information from Hydrology Paper No. 46, and partly 
from No. 45. 

Chapter 6 gives comparisons of the computed arid 
observed waves. It is the major chapter of this paper 
treating both the qualitative and quantitative compari­
sons of these waves. Appendices 3, 4, and 5, containing 
a large number of graphs, support the discussion in 
this Chapter 6. 

Chapter 7 discusses in a summarized form, the 
simplified methods of flood routing, particularly 
emphasizing their relations to more accurate computations 
by the use of complete differential equations of flood 
waves moving through storm drains. 

Chapter 8 is a summary of the effects of individual 
errors, both in observing physical waves and in computing 
analytical waves. It also includes the effect of some 
simplifications in the coefficients of partial differ­
ential equations on the evolution of flood waves. 

Chapter 9 gives basic conclusions, limitations 
in the developed methods, and recommendations for 
further research. 



Chapter 2 

GENERAL PROCEDURES OF INVESTIGATION 

2.1 Specific Aims 

The general procedures of the investigations 
described in this hydrology paper and in the three 
following papers, comprising a series of four papers 
are outlined in the subsequent text. Before the pro­
cedures are presented the specific aims of the 
research conducted are delineated as follows. 

(1) To supply results of basic and applied 
research regarding flood routing methods of gradually 
varied free-surface unsteady flow in a storm drain 
using the most complete one-dimensional partial 
differential continuity and momentum equations. These 
results may enable the research sponsor or another 
agency to develop a set of practical design methods 
in the future for flooding routing through storm 
drains. Each design method should be a feasible 
procedure for given conditions of storm floods and 
drainage system characteristics. The design methods 
based on unsteady flow approach, expected to be 
developed in the future on the basis of information 
supplied by this four-part sequence of hydrology 
papers, should cover the range of flow conditions 
necessary to compute the depth, the velocity, or the 
discharge hydro graphs at any point, and/or the wave 
profiles of depth, velocity or discharge along a 
system of storm drains at any time. 

(2) To better understand flow phenomena, through 
basic and applied research, of gradually varied free­
surface unsteady flow in conduits, especially in storm 
drains. This understanding may supply pertinent in­
formation for developing practical criteria that 
decision makers can use for storm drain design. 

(3) To conduct analytical and experimental 
studies related to various hydrodynamic aspects of 
gradually varied free-surface unsteady flow in pris­
matic channels and conduits that could affect flood 
routing methods developed for storm drains using the 
unsteady flow approach. 

(4) To produce information for improving 
existing design flood routing methods by using digital 
computers and Fortran programming, on any available 
digital computer manufactured in the United States. 

After considering the specific aims the general 
procedure for doing the research on free-surface 
unsteady flow in storm drains was divided into three 
parts: 

(1) Experimental hydraulic studies. 
(2) Analytical studies using numerical digital 

computer integration procedures. 
(3) Comparison of numerically integrated analyti­

cal waves with the experimentally observed corres­
ponding waves, and the study of various aspects re­
lated to this comparison. 

2.2 Experimental Phase 

The experimental hydraulic studies were mainly 
conducted in a moveable conduit, 3 ft in diameter and 
'822 ft long. The conduit could be moved across a 
hillside, as described in summary form in Chapter 4 
of this paper and in detail in Hydrology Paper No. 44. 
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(1) The experimental phase of the project con­
sisted of studying, measuring and observing certain 
aspects of flood waves and conduit. The boundary 
roughness of the experimental conduit was studied 
under conditions of free-surface steady flow with the 
objective of determining whether the conduit may be 
considered as hydraulically smooth, and if so, how 
the Darcy-Weisbach friction factor is related either 
to the Reynolds number, or to the depth of flow. This 
phase of study is briefly described in Chapter 4 of 
this paper and in detail in Chapter 3 of Hydrology 
Paper No. 45. Results were then used as input data 
for numerical integration of flow equations by a 
digital computer. 

(2) The relationship among the head loss, the 
discharges of two joining storm drains and the water 
levels at junction boxes of the storm drains was 
studied. This experimental research considered only 
a given junction box with two different inlet posi­
tions of the lateral drains. This phase is briefly 
described in Chapter 4 of this paper and in detail 
in Chapter 4 of Hydrology Paper No. 45. Results 
summarized in head loss equations were then used as 
input data for the numerical integration of flow 
equations. 

(3) The relationship between the depths of free­
surface flow and the discharge at the conduit outlet, 
as downstream boundary conditions was studied. Flow 
rating curves were considered in the steady flow for 
different conduit conditions, such as the free outflow 
or the controlled outflow, to be used as the downstream 
boundary condition for the numerical integration of 
the flow equations. This phase is briefly described 
in Chapter 5 of this paper, and in detail in Chapter 
6 of Hydrology Paper No. 45. 

(4) Velocity distributions in the experimental 
conduit flowing partly full were measured to determine 
as accurately as feasible the velocity distribution 
coefficients, CI. and S, for their use, as input data 
into the numerical integration of flow equations. 
This phase of the study is briefly described in 
Chapter 4 of this paper and in detail in Chapter 5 of 
Hydrology Paper No. 45. 

(5) Flow phenomena were observed and followed 
to assess the degree of development of particular 
problems of physical waves, such as secondary waves, 
third dimensional oscillations, and similar. An 
analytical reproduction of flow phenomena is essential 
for the comparison of physical waves and analytical 
waves numerically integrated by using a digital com­
puter. These secondary phenomena are not usually 
taken into account in the one-dimensional partial 
differential equations of unsteady flow. 

(6) The waves were studied at several slopes. 
For reasons of cost, only the smooth boundary conduit 
and one diameter were used, so the slope was a 
variable, while the conduit diameter and its roughness 
were kept as constants. 

(7) Simulated floods were studied and observed 
in the 3 ft diameter, 822 ft long storm conduit by 
introducing inflow hydrographs either at the entrance 
of the conduit, or at both the entrance and at several 



i~let points along it. The experimental procedure 
was to accurately record the inflow hydro graphs by 
appropriate devices, or the discharge as a function 
of time. Then the movement and development of flood 
waves along the storm conduit and at the conduit 
outlet were also accurately recorded. The recorded 
inflow hydrographs were used as input data for the 
computerized numerical integration of flow equations. 
The recorded hydro graph at any point along the storm 
drain served as a basis for comparing it with the 
hydrograph determined for the same points by the 
numerical integration of flow equations. 

Certain flow phenomena involving free-surface 
unsteady flow were not studied, such as the amplifi­
cation of flood waves in channels of steep slopes, the 
instability of flow when the pipe is flowing nearly 
full, the passage from supercritical to subcritical 
flow through the hydraulic jump, the instability of 
the position of hydraulic jump in unsteady flow, and 
similar problems. 

2.3 Numerical Integration 

The reason for developing methods of integrating 
unsteady flow equations by numerical finite-difference 
schemes on a digital computer was to investigate the 
feasibility of using the two partial differential 
equations of gradually varied free-surface unsteady 
flow as the basic mathematical equations for routing 
floods through storm drains. Or rather, the hypothesis 
was tested that drains best can be designed by the 
unsteady flow approach instead of the steady flow 
approach. However, in this study both the dynamic 
and the kinematic aspects of free-surface wave move­
ments through storm drains were taken into account, 
instead of just the kinematic aspects of some 
simplified unsteady-flow approaches, as is sometimes 
the case. 

The influence of certain parameters in the two 
partial differential equations were investigated by 
the numerical integration of these equations for 
given inflow hydrographs and storm drain character­
istics. The advantages of using computerized numerical 
integration of the two partial differential equations 
of free-surface unsteady flow are: (a) economy of 
computation; (b) rapidity of predicting or computing 
the evolution of flood waves along the storm drain; 
and (c) improved accuracy in flood wave routing, 
particularly if the background data are sufficient 
and accurate. 

The computerized numerical integrations and the 
experimental hydraulic studies were carried out 
simultaneously. The results obtained by the experi­
mental work were used in developing proper computer 
programs to simulate numerically physical waves as 
closely as practically feasible under given conditions. 

Two approaches are used for the numerical in­
gration of the two partial differential equations. 
The first approach uses finite-difference explicit 
schemes as applied to the two partial differential 
equations of unsteady flow, with the study of effects 
of increments, or finite differences of time and 
length on the numerical integrations. The second 
approach of integration applies the finite-difference 
numerical schemes of integration to the four 
characteristic ordinary differential equations, de­
rived from the two partial differential equations. 
Computations from this method are compared with the 
observed experimental or physical waves. 
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Additional problems may be solved by using the 
results of this study. The effects of certain para­
meters on the flood wave propagating along a storm 
drain can be found which parameters define some 
coefficients of the two partial differential equations 
of gradually varied free-surface unsteady flow. 

Reliable and accurate computer programs of 
numerical integration schemes can be developed so 
that some hydrodynamic problems, which are not yet 
solved, can be studied in the future. One of these 
problems is the criterion to use when a wave in a 
storm drain either does not change or amplifies 
under different wave and conduit characteristics. 

Also, the computer programs presented for the 
numerical integration of the two partial differential 
equations could be used effectively by other researchers 
to assess the accuracy and reliability of different 
existing simple design flood routing methods, or to 
develop new simplified design flood routing methods 
for storm drains. 

2.4 COmparison of Physical and Analytical Waves 

Comparisons are essential to assess how well the 
numerical integration of differential equations of 
unsteady flow, called the analytical waves, by the 
most reliable numerical methods, approximate the 
observed or physical waves. The comparison of physical 
waves with the analytical waves obtained by the 
numerical integration of the complete equations indi­
cates how the basic hypotheses in developing differ­
ential equations and the various errors in parameters 
affect the accuracy in mathematically describing and 
reproducing the corresponding physical waves. 

The closer the analytical waves are to the 
physical waves, or the more reliable the numerically 
integrated waves are, the more valuable the two 
partial differential equations become for assessing 
the accuracy of a large number of simplified design 
flood routing methods, either in existence or still 
in a state of continuing development, under the various 
conditions of flood hydrographs, channel or conduit 
characteristics, and their boundary and initial condi­
tions. 

2.5 Relation of this Study to Other Problems of Storm 
Drainage 

To drain highways, urban areas, and airports 
during storm precipitation, and to avoid their flooding 
for the given probability of occurrence of rainfall 
intensity and duration by using large storm drains, 
four problems should be properly solved. The inflow 
hydrographs into inlet points of the drainage system 
along the highways, or streets or airports must be 
accurately determined. Curb inlets must be well 
designated so they will not impede the free and 
desired conveyance of flood waters into the drainage 
system. The primary and secondary storm drains must 
be designed to avoid flooding highways, streets, and 
airports for all hydrographs smaller than the selected 
design inflow hydrographs. The water from the outlet 
of the main storm drain must be evacuated by either 
gravity flow or by pumps. The research of this study 
is limited, through basic and applied research, to 
methods of solving the problem of primary and secondary 
storm drains. The design inflow hydrographs, the 
geometry of curb inlets, and the types of outflow 
conditions at main storm drain outlets are assumed to 
be known in this study. 



The gradually varied free-surface unsteady flow 
in storm drains is studied under two conditions. The 
first of these conditions is that main storm drains 
are often vertically positioned as close to the highway 
or street surface as feasible, to minimize the over­
burdening and to avoid the cost of reinforcing the 
storm drain. This means a decrease of the available 
water head between the flooded highway or street and 
the drain outlet, thus minimizing the advantage of an 
eventual use of drains flowing under pressure. 

The second condition is that the maximum dis­
charge for free-surface flow in conduits is approxi­
mately at the depth which is 0.9 of the conduit 
diameter. If the same discharge should be conveyed 
in a full flowing conduit, or under pressure, the 
slope of the energy line must exceed the bottom slope 
of the drain. This greater slope might not be . 
available in most cases, even with a flooded highway, 
street, or airport. 

Two approaches may be used to determine the 
dimensions of a storm drain in the unsteady flow 
method of flood routing through storm drains. First, 
the method is so simplified that the diameter or 
other basic cross-section dimensions can be computed 
directly and explicitly. Second, the dimensions of 
a drain are first assumed, then the design storm flood 
is routed through that drain. If the dimensions come 
out to be either smaller or larger than the best use 
of the assumed dimensions, say 0.9 of the diameter at 
the flood peak depth, new dimensions are assumed and 
the analysis is repeated until the right dimensions 
are obtained. This approach needs repeated routing, 
some of which require larger and some smaller 
dimensions than the dimensions assumed. When the two 
partial differential equations are used as the basis 
for flood routing, only this second approach seems 
possible and feasible. The first approach is, however; 
a goal that should not be neglected in future research. 
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Flood routing methods, generally used at present, 
start with any given flood hydro graph at a given point 
along the conduit and determine, dividing the hydro­
graph by a unit time ~t in many parts, the trans­
formed hydrograph at a distance position x down­
stream or even upstream from this initial position. 
Since some design storms ate often assumed as one-peak 
hydrographs, sometimes they may be well approximated 
by analytical expressions. Though the analytical 
integration of the two partial differential equations 
of unsteady flow are not the subject of this study, 
a potential practical, storm drain flood routing 
method may be developed on the basis of routing flood 
parameters (say the three parameters of an analytical 
equation for the flood hydro graphs) along a long 
prismatic conduit, instead of routing the ~t-elements 
of the hydrographs. Although this method is not 
studied, it is briefly discussed in this paper in 
Chapter 7. If it is shown by future research to be 
practically feasible, it may be used for rapid com­
putations in preliminary design, or it may be a way 
of determining initial dimensions with more accurate 
flood routing methods to follow. The determination of 
the feasibility of such a method to storm drain com­
putations, however, is outside the scope of this 
study. 

It is expected that future studies will likely 
produce a set of approximate design methods for com­
puting unsteady flow in storm drains. Only through 
the comparison of either waves observed in hydraulic 
experiments and/or waves observed in nature can the 
necessary conditions and the accuracy of each new or 
existlng design method be evaluated for its applic­
ability. For this comparison to be valid the most 
accurate available numerical computation based on 
digital computers and the unsteady-flow approach to 
design of storm drains must be used. 



Chapter 3 

THEORETICAL CONSIDERATIONS 

3.1 Derivation of the Two Partial Differential 
Equations for Unsteady Free-Surface Flow in 
Conduits 

Derivation of continuity equation (law of conser­
vation of mass). At time t the cross-section area 
of unsteady free-surface flow at the section x is 
A, 1-2 in Fig. 3.1. At the same time t and the 

dA section x + AX the area is A + ax AX, with Ax 

an incremental length. The mass of water between 
these two sections (slice 1-2-3-4-1 in Fig. 3.1) is 

1 aA 2 . 
pAAx + 2 p ax (Ax) • By neglectlng the second-order 

differential term for AX ~ dx, the mass is pAAx. 
Assuming that the lateral outflow or inflow is q, 
discharge per unit length of conduit, with q posi­
tive for inflow and negative for outflow, the change 
of mass with time is 

A d(Ax) dA 
p ~ + pAX dt = pqAX (3.1) 

for an incompressible fluid with p as a constant 
water density. 

In considering the velocity v, of an individual 
particle moving between the two cross sections for the 
time interval At, then AX = vAt. Integrating Eq. 
3.1 over a cross section A, by using Ax = VAt, the 
following integrals are obtained in passing from the 
particle velocity v, to the average cross section 
velocity V, 

v! f f vdA 
A 

1, and iff 
A 

av dA = av 
ax ax 

~Energy line 

~Sf 

(3.2) 

3 .......... 
Water ............. 

Surface 

~ 
x ----x+~x---r_---

Fig. 3.1. Definition diagram for derivation of con­
tinuity and momentum equations of unsteady 
free-surface flow in an open channel. 
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The derivative d(AX)/dt for a moving individual 
particle, for Ax only a function of t, and At ~ 0, 
is 

(v av - vAt 
d(AX) = lim 

+ ax AX)At (lv 

dt At~O At ax Ax. (3.3) 

The derivative dA/dt is 

dA aA aA dx aA ' aA 
dt at + 

ax dt at +v ax (3.4) 

For the non-prismatic channels, the derivative in x 
is, 

in which the last term is the measure of the change of 
cross-section area for a given y. This term can be 
neglected in the case of storm drains which are assumed 
to be prismatic conduits between any two inlet points, 
because a longitudinal section of drain is studied for 
the movement of unsteady free-surface flow. 

Equation 3.1, in passing from the particle velocity 
to the average cross-section velocity, gives 

A (lV + V aA 
ax ax - q o , (3.5) 

or 

a (VA) aA 
ax + at - q o (3.6) 

in which V is the mean velocity in a cross-section, 
V and A are the dependent variables, and x and 
t are the independent variables. Equation 3.6 is 
sometimes also written in the following form 

aQ + aA _ q 
ax at o (3.7) 

wi th the discharge Q = VA, . and A and Q now being 
dependent variables. Becaus. aA/at = Bay/at, with 
B the width at the surface cross-section and y the 
depth of water above the bottom of the cross-section, 
Eq. 3.6 becomes 

A av + 
ax 

VB ay + B ay _ q 
ax at o (3.8) 

Any of the above four equations, 3.5 through 3.8, may 
be used in practical applications. 

Derivation of momentum (dynamic) equation. New 
ton's second law, the law of momentum, reads in a 
given direction as 



d(mv) 
(it F (3.9) 

in which m is the mass, v is the velocity of an 
individual particle, and F is the resultant force 
of all forces acting on the particle. Replacing the 
movement of a particle by the movement of an elemen­
tary slice of water between sections x and x + ~x 
of Fig. 3.1, and replacing the particle velocity v 
by the mean velocity V in the cross-section, the 
following velocity distribution coefficients must be 
introduced 

a = 1 

AV3 
,and s 1 

AV2 II 
A 

(3.10) 

Coefficients a and S depend on velocity dis­
tributions in a cross-section A, and consequently 
depend on the shape, area, roughness and the mean flow 
velocity of a cross-section. 

Equation 3.9 is applied along the direction of 
the conduit bottom, as shown in Fig. 3.1. All acting 
forces, external and internal, are projected in this 
direction. The tangential component, G sin~, of 
gravity force along the bottom, taking the positive 
sign with the direction of flow as shown by Fig. 3.2, 
is pgMx sin ~ . Friction force, F f' with the 

head loss ~Hf along the conduit bottom, is Ff 
-pgASF~x, with lim ~Hf/~x = dHf/dx = Sf for 

~x + 0 being the friction slope at x. 

G cos 0/ I - G 

----;----~-~-

Fig. 3.2 Forces acting on the incremental volume of 
the channel. 

Pressure forces, and other magnitudes as shown in 
Figs. 3.2, 3.3, and 3.4, can be expressed, assuming 
the hydrostatic pressure distributions along the vert­
icals, as follows: 

and 

aF 
..J= 
ax 

F 
P 

1 pg ~ B dn + o ax n 

y aB 
I pg(y-n) ax

n 
dn 

o 
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because y and B 
independent of it. 

depend on 
Since 

x while 

y 
J B dn 
o n 

y aB 
A, and ~x J pg(Y-n)axn dn 

o 

n is 

with Fl , F2, and F3 pressure forces defined in Fig. 

3.4, then 

so that the resultant pressure force in the horizontal 
direction, normal to the cross-section, is 

and the pressure force in the direction of the bottom 
slope is given by 

~F -pgA ay ~x cos ~ 
p ax 

y 

Fig. 3.3 Geometric elements of a channel with free 
surface flow. 

The derivative of Eq. 3.9 is, without the consi­
deration of the momentum of the total lateral inflow or 
outflow, 

d(mv) 
(it = 

av mv - + ax 
av 

m - + at 
2 am 

v ax + 
am 

Vat (3.11) 

The mass m of an incremental area ~A and an incre­
mental distance ~x is m = p~A~x = pv~~t. Because 

av mv -ax 

av 
mat 

2 
~A.!.~ ~x 

p 2 ax 

av 
p~A at ~x 



~ = o~ _______ ._----11--. __ -._-.f--.- F p - -0 -x !::"x 

Fig. 3.4 Forces acting on an incremental slice in 
free-surface flow in a channel. 

aID 
ax 
of x. 

I'!.A a(l'!.x) 
p ax 

and 

0, as AX is independent 

am at pl'!.A 0, as I'!.x is independent of t • 

which gives 

v am 
at 

2 
I'!.A .!. a (v) I'!.x 

p 2 ax 

Eq. 3.11 now becomes 

d(mv) 
~ 

(3.12) 

Integrating Eq. 3.12 over the area A, the second 
term inside the brackets of Eq. 3.12 should be multi­
plied by B of Eq. 3.10, because the term is a 

function of v2
, and the first term inside the 

brackets of Eq. 3.12 should be multiplied by a of 

Eq. 3.10, because the term is a function of v3 . 
Therefore, Eq. 3.12 has two terms integrated over 
the area A in replacing I'!.A by dA, 

fIp ~~ I'!.x dA 
A 

and 

2 
I I I p a (v ) I'!.xdA 
'2 A ax 

av (3pAl'!.x at 

The momentum of the total lateral inflow or outflow, 
ql'!.x, is 
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PI f ql'!.xvdA 

A 

(3Pql'!.xV 

because this term is a function of v2, and (3 of 
Eq. 3.10 takes care of the velocity distribution across 
the area A. Equation 3.9 then becomes, by including 
the momentum of the total lateral inflow or outflow, 

apAl'!.x 
-2-

= pgAl'!.x sin ~ - pgAl'!.xSf - pgAAx ;~ cos ~ (3.13) 

For the approximations sin ~ ~ tan ~ = So with So 

the bottom slope, and cos ~ : 1 for small slopes, 
Eq. 3.13 changes to 

+ ~ 
gA 

t av 
g at + 

o 

+ 

(3.14) 

The slope of Fig. 3.1 is So 

line gradiant is 

- az/ax. The energy 

The 

aH e 
ax 

general 

aH e 
ax + 

Designating 

(3.15) 

form of the momentum equation is then 

.§. av ~ Sf 0 (3.16) at + + g gA 

the terms in Eq. 3.16 by 

aHe ax- · the slope of the total energy line, 

S 
a 

(3 av 
gat) the local acceleration slope, and 

S 
q 
~ 

gA the slope due to lateral inflow or 

outflow, Eq. 3.16 becomes 

Multiplying Eq. 3.17 by 

I'!.Ha So I'!.x • AHf = 
then 

AH + 
a 

o 

AX, with 

Sf Ax, and 

AH q 

AH 
e 

I'!.H 
q 

o 

(3.17) 

(3.18) 



or the sum of all slopes or of all head changes along 
AX - length is zero. Equation 3.14 is sometimes given 
in the form 

eN av + 
ax B ~V + 

at 
~ g ax S )-!L.Y.<l 

f A (3.19) 

Names and physical meanings of different terms in 
the two partial differential equations. The four 
terms in Eq. 3.5 when multiplied by AXAt give the 
dimension of the volume. In the order of sequence, 
they have the following physical meanings: (1) wedge 
storage which results from the difference of depths 
at the beginning and the end of the elementary reach 
AX by a change of area A along the conduit; (2) 
prism storage; (3) storage of rate-of-rise of level 
resulting from the rate-of-change of area A with 
time, and (4) storage, positive or negative, resulting 
from the lateral inflow or outflow. 

The six terms in Eq. 3.14, in their order of 
sequence have the following physical meanings: (1) 
rate-of-change of velocity head, also called the 
dynamic head, the velocity-head term, the energy grade­
line inclination, and the instantaneous energy grad­
ient, which is the slope created by the change of 
velocity head along the conduit; (2) acceleration 
term as the ratio of accelerations, or the ratio of 
the change of velocity with time and the acceleration 
of gravity, also called the acceleration-head term, 
the velocity-hydrograph inclination, or the localized 
acceleration gradient; (3) rate-of-change of depth, 
or the depth-taper or the depth-change term, which is 
the slope created by the change of depth along the 
conduit; (4) bottom slope; (5) friction slope, and 
(6) part of the gradient on the energy line created 
by the lateral outflow or inflow. Equation 3.14 is 
differently expressed in various publications: dimen­
sionless as in Eq. 3.14, or with dimensions of head, 
acceleration, momentum, energy, or in some other 
dimensions. 

Selection of dependent variables. The two partial 
differential equations of unsteady free-surface flow 
are simplest in the case when the dependent variables 
are the mean velocity V and the depth y, with 
length x and time t being independent variables. 
In order to get a discharge hydrograph at a place x 
of the drain, the depth hydrograph yet), and vel­
ocity hydrograph Vet) are first obtained. Then the 
area hydrograph A(t) is determined from the depth 
hydrograph. The discharge hydrograph is then Q(t) = 

Vet) A(t) 

If the discharge hydrographs at different places 
should be the final result of flow routing through a 
storm drain, it might be convenient in some cases to 
use discharge Q and depth y as dependent variables, 
instead of velocity V and depth y. The computa­
tional procedure time using a digital computer (pro­
gramming and computation time) might be somewhat 
longer in using Q and y than in using V and y 
as dependent variables. 

Condition for the combined use of the two partial 
differential equations. The continuity equation in­
volves the cross-section area, while the momentum 
equation is based on the rate-of-change of energy line, 
or of water surface position, plus the dynamic head. 
For irregular conduits with changing bottom slope and 
irregular cross section shape and area, the joint use 
of these two partial differential equations begins to 
create the first complexity in the mathematical 
analysis. The rate-of-change of cross-section char­
acteristics, as related to the bottom position, and 
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the rate-of-change of bottom slope with distance, 
when expressed in analytical form. generally enable 
the joint use of the two equations. Some assumptions 
and simplifications for cross-section, and for bottom 
position, are necessary to facilitate combined ana­
lytical treatment of Eqs. 3.5 and 3.14. 

To use jointly Eqs. 3.5 and 3.14, the general 
area function in the form A(y,x,t) should be avail­
able, where the variable t designates the change of 
the contour position with time for a movable cross­
section boundary. Assuming that the conduit contours 
are fixed, and in some movable alluvial beds this 
assumption is only approximately satisfied, the area 
function becomes A(y,x). There are two general 
cases to deal with when the relation of area to depth 
is considered for the geometry of the conduit: 

(1) The conduit is prismatic, so that A(y) 
or the area for a given y is independent of x. 
The simplest equation is A = By, a rectangular pris­
matic channel or conduit, with constant width B , 
which is usually used for the theoretical analysis 
of unsteady free surface flow in channels. A fit to 
natural channels of a power function, A = pys, is 
often feasible with p and s constants. The area 
of the circular drains of a given diameter D is an 
arccosine function of the depth, and for a given 

.y the area is independent of x. 

(2) The geometric description of the conduit or 
the channel in a non-prismatic case is given by a 
function A(y,x). The power function A = pyS is 
applicable for some channels, with p and s being 
functions of x. The converging and diverging Clr­
cu1ar conduits belong to this category of conduits. 
This dependence of area to y and x coordinates 
should not be mixed with the change of area along the 
length of conduit in unsteady flow. 

The joint use of Eq. 3.5 and 3.14 cannot be 
accomplished unless the relation of A and y is 
defined along the conduit. A storm drain is assumed 
to be prismatic conduit between the two successive 
manholes or junction boxes, so that A(y) is valid 
for that reach, or the area is independent of x 
for a given y. In this case 

aA aA ~ B~ at ay at at (3.20) 

and 

aA aA ~ B~ 
ax ay ax ax (3.21) 

with 

B(y) aA/ay (3.22) 

Introducing the expressions of Eqs. 3.20 and 3.21 
into Eq. 3.5, it becomes 

A 
VB 

av 
ax + 

~ ax + 
1 ~ _-.9...... 
V at VB o (3.23) 



so that now both Eqs. 3.23 and 3.14, which describe 
the gradually varied free-surface unsteady flow, are 
given in dimensionless form. 

It must be assumed also that the function of q 
is known in advance, which in a.general form is given 
as q(y,x,t). The variable t is necessary if there 
are any changes in time (slowly opening gates, or 
valves, and slow breaches of levees, in the case of 
channels or conduits). The term with q can be 
neglected for storm drains in general, except when 
they have long lateral spillway outflows, or also 
some continuous lateral inflows along the drain. 

3.2 Discussion of Basic Assumptions Used in Derivation 
of the Two Partial Differential Equations 

Assumptions in the derivation of differential 
equations. The general approach in deriving. Eqs. 
3.23 and 3.14 starts with the gradually varied un­
steady free-surface water movement. This implies 
that the partial derivatives, dV/dx, dv/at, dY/dx, 
and dY/dt represent relatively small changes, in 
order that this basic assumption of gradually varied 
flow can be justified. It can be stated that the 
ambiguities arise mainly from the subjective inter­
pretations by various investigators of the term 
"gradually varied." As far as the writers know, none 
of a myriad of investigations of unsteady free-surface 
flow since De Saint-Vernant's time, in this last 
hundred years, has attempted to quantify the term 
"gradually varied unsteady flow". 

Nevertheless, the basic assumptions underlying 
the development and the application of Eqs. 3.23 
and 3.14 are: 

(1) Vertical acceleration can be neglected in 
comparison with the horizontal acceleration, or the 
vertical acceleration normal to the conduit in com­
parison with the acceleration along the conduit is 
very small, because of the gradual change of depth 
and discharge with time and distance. The steeper 
a wave, the less justified becomes this assumption. 
It is not applicable in the case of water surges, 
in the form of bores and sudden wave depressions. 

(2) Unsteady flow as gradually varied has the 
hydrostatic pressure distribution along a vertical. 

(3) Flow patterns in vertical planes parallel 
to the longitudinal axis of the channel are the same. 
This assumption in the case of curvilinear channels 
means that the vertical surfaces parallel to the long­
itudinal axis have the same flow pattern. The influ­
ence of the channel sides and their curvatures on flow 
patterns can be neglected. This assumption is equi­
valent to stating that the flow is two-dimensional, 
with third dimension effects negligible. 

(4) Velocity distribution along a vertical in 
unsteady flow is the same as the velocity distribution 
in steady flow for the same water depth. It means 
that the velocity distribution coefficients a and 
S in Eq. 3.14 are constants for given values of dis­
charge, depth, and velocity, or the unsteady flow does 
not influence these coefficients. Since this assump­
tion depends on the rate-of-change of velocities with 
time and distance, it is justified only in the case of 
a gradually varied flow. 

(5) Friction resistance in unsteady flow is the 
same as the friction resistance in steady flow. This 
assumption is justified only if the rate-of-change of 
velocities with respect to time and distance is small. 
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(6) Conduit slope is so small that cos W can 
be replaced by unity and sin W by tan W.' 

Effects of these assumptions. There are no data 
in the literature that show the numerical individual 
effects of the above assumptions on the computed waves 
along the flow channel. Evidence is lacking for the 
justification of these six assumptions in terms of 
the specific characteristics of a wave, of a channel, 
and of a lateral inflow or outflow. Only global com­
parisons between the observed waves and the computed 
waves by using Eqs. 3.23 and 3.14, and usually with 
a = S 1, are available in literature, mainly in the 
most rudimentary form. The total influence of all of 
the above factors is relatively small in the case of 
very gradually varied unsteady flows. It is, there­
fore, justified to neglect the effect of six assump­
tions for this particular case. 

It is expected that the assumption of a negligible 
vertical acceleration produces departures between the 
mathematical waves and the physical waves, which in­
creases with an increase of rate-of-change of hydro­
graph. A relation D = f(dQ/dt), with D the de­
parture and dQ/dt the time rate-of-change of dis­
charge hydrograph, would give a general picture of 
how the first assumption influences the computed wave 
movement. The second assumption is implicitly in­
cluded in the effect of the first assumption, and its 
effect will also increase with an increase of rate­
of-change of discharge hydrograph. 

Mathematical methods available for the computa­
tion of unsteady free-surface flow are more accurate 
either for a very gradually varied flOW, in the case 
where the two De Saint-Venant partial differential 
equations are used, or for a steep surge in the case 
where the available equations for traveling bores 
and steep depressions are used, than is the case for 
a steep wave which is between these two extremes. 

The effects of the third assumption are negligible 
in straight line conduits, provided that the inlet 
conditions and lateral inflows do not create the per­
sistent lateral oscillations of the body of water in 
conduit during the flood wave passage. 

The effects of differences for velocity distribu­
tion coefficients and flow resistance factors between 
the unsteady and steady flow patterns are difficult 
to assess without accurate experiments and basic 
studies. The steeper a wave is, the more influence 
the constantly changing boundary layer in unsteady 
flow has on the flow resistances and velocity distri­
butions. These differences must increase with an in­
crease of the rate-of-change of the discharge hydro­
graph. 

The effects of the sixth assumption are very 
small for storm drains with moderate slopes, say up to 
5%. 

The effects of the preceding assumptions are not 
simple to investigate in detail, even for a research 
conduit sufficiently long and with a large diameter. 
Although some discussions are given in other papers 
about effects of individual assumptions, the comparison 
between physical recorded waves in the research conduit 
and computed analytical waves by digital computer 
produces a general picture of the effects caused by 
all six assumptions. But even in computer analysis, 
various other errors mask an accurate detection of 
the resulting effects. 



3.3 Derivation of Characteristic Equations 

Definition of characteristics. The two partial 
differential equations for gradually varied unsteady 
free-surface flow in conduits, with the two dependent 
variables (V,y) and the two independent variables 
(x,t), have the general form 

A av av Cl 
~ ~ + B1 at + + D1 at + E1 o , 1 ax ax 

and 
(3.24) 

A av 
2 ax 

+ av C ay 
B2 at + 

2 ax + ~ 
D2 at + E2 o , 

(3.25) 

with the coefficients A, B, •.. , and E being 
functions of V,y,x, and t besides being functions 
of conduit system properties. 

Equations 3.24 and 3.25 are linear in relation 
to partial derivates, but the coefficients are also 
functions of dependent variables. Therefore, Eqs. 
3.24 and 3.25 are called quasi-linear partial differ­
ential equations. For other data on the character­
istic curves see reference [1]. The derivation in 
this study closely follows the derivation of character­
istic curves derived by Courant and Friedrichs [2]. 

Equations 3.23 and 3.14, in order to be comparable 
with Eq'. 3.24 and 3.25, must have the forms 

A av + ~ + .!. ay -L 0 VB ax ax v at - VB 
(3.26) 

and 

eN av ~ av + ~ + Sf - S + ~=O. 
ax + at g g ax 0 gA 

(3.27) 

In this case 

Al 
A 

Bl 0, C1 1, D1 
1 E _ L 

VB , V, 1 VB 

,A2 
aV 

B2 
S 1, D2 0, and 

g g , C2 

E2 S - S + SVq 
f 0 gA 

Since El and E2 are not zero, Eq. 3.26 and 3.27 
are nonhomogeneous nor are they reducible. Furthermore, 
the roles of dependent and independent variables are 
not interchangeable. In other words, the hodograp4 
transformation of the (x,t)-plane into the (V,y)­
plane is not applicable. The solution of Eqs. 3.26 
and 3.27 gives the two functions V(x,t) and y(x,t). 

(3.28) 

is not satisfied. This last assumption is true be­
cause from Eqs. 3.24 through 3.27, the inequality 
for Eq. 3.28 is 

(3.29) 

A linear addition of Eqs. 3.24 and 3.25, with 
Al and A2 the linear multipliers, respectively, 
g1.ves 

av av ay (A A +A A ) + (A B +A B ) + (A l Cl +A 2C2) "x + 1 1 2 2 ax 1 1 2 2 at a 

(3.30) 

For the (x,t)-plane, assume a curve is given as 
t(x). Then dt/dx is the tangent or the direction of 
this curve with V(x,t) and y(x,t) the solutions of 
Eqs. 3.24 and 3.25, or Eqs. 3.26 and 3.27. For this 
case, the total differentials are 

dV = av dx + av dt 
ax at (3.31) 

and 

dy = ay dx + dy dt 
ax at (3.32) 

If Al and AZ are selected to satisfy the 
condition 

Al Cl +A 2C2 
AIDl +A 2DZ 

Eq. 3.30 can be written as 

(3.33) 

(3.34 ) 

The derivatives of V and y in Eq. 3.30 are 
combined in Eq. 3.34 so that the derivatives are in 
the same direction, dt/dx. This direction is called 
the characteristic direction and the corresponding 
curves in the (x,t)-plane are called the character­
istic curves. 

Equation 3.33 gives the ratio 

A2dt-Bzdx 

Aldx-Bldx 

C
2
dt-D2dx 

Cldt-Dldx 

as 

(3.35) 

Because the waves are gradually varied free-surface which can also be expressed as 
movements, it can be assumed that Eqs. 3.24 and 3.25 
or Eqs. 3.26 and 3.27, as well as all coefficients in a(dt)2 - 2b dx dt + c(dx)2 = 0 (3.36) 
these equations, are continuous and possess as many 
continuous derivatives as may be required. It is also with a = A1C2 - A2Cl , 2b = AID2 - A2Dl and 
assumed that the condition 
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Equation 3.36 has two distinct roots for hyper­
bolic partial differential equations giving b2 - ac > 

0, excluding the case when all three coefficients 
(a,b, and c) vanish. Also a ~ 0 is satisfied in 
Eqs. 3.26 and 3.27 because a = Al C2-A2Cl = A/VB-aV/g, 

except for V = igA/aB, or for V = C, or when the 
water velocity is equal to the celerity of a small 
disturbance in quiescent water with hydraulic depth, 
D, equal to A/B. 

Designating the slope of the characteristic 
curves by 

E, dt (3.37) dx 

Eq. 3.36 becomes 

aE,2 - 2b s + c 0 (3.38) 

which has two different real solutions, s+ and I; 
(when 1;+ ~ 1;_), or 

1;+ (~~t ' and I; (~~L . (3.39) 

Because a, b, and c are functions of V, y, x, 
and t, so are the slopes of the characteristic 
curves or (dt/dx)+ = s+(V,y,x,t) and (dt/dx) 

I; (V,y,x,t). The two parts of Eq. 3.39 are two 
separate ordinary differential equations of the first 
order. They define two one-parameter families of 
characteristic curves, usually called just "character­
istics", such as C and C curves in the (x,t)­
plane belonging to the solutIons V (x,t) and y(x,t). 
These two families represent a curvilinear coordinate 
net and are shown in Fig. 3.5. 

Fig. 3.5. Net of characteristic curves 

in (x,t)-plane. 

C 
+ 

X 

and C 
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Derivation of four characteristic ordinary 
differential equations. The four equations, 3.26, 
3.27, 3.31, and 3.32, with four unknowns, 3V/3x, 
3V/3t, 3y/3x, and 3y/3t, can be written into a 
single matrix equation: 

Al Bl Cl Dl 
3V -El 3x 

A2 B2 C2 D2 
3V -E2 at 
3y dx dt 0 0 3x dV 

0 0 dx dt 3y dy at 

Solving Eq. 3.40, the four derivatives are 
determined to be 

3V 
3x = 

with 

dx 

a 

dt 

o 

o 0 

dx dt 

3 1'.4 
and 1 =­ct I'. 

(3.40) 

(3.41) 

(3.42) 

and 1'.1' 1'.2' 1'.3' and 1'.4 are obtained by replacing 

in Eq. 3.42 the first, second, third, and fourth 
column, respectively, by the column on the right side 
of Eq. 3.40. 

A unique solution for the derivatives of Eq. 3.41 
exists only if the determinant I'. ~ O. When the 
directions sand s are such that the determinant 
I'. is zero th~re is no-unique solution along these 
directions. It is initially assumed that the first 
derivatives of V and y in x and t have finite 
values in the (x,t)-plane. If the determinant I'. 
vanishes along directions s+ and I; then deter-
minants 1'.1' 1'.2' 1'.3 and 1'.4 must also vanish; 

therefore, 3V/3x = 0/0, 3V/3t = a/a, 3y/3x:: 0/0 
and 3y/3t = 0/0. Expanding Eq. 3.42 with I'. ° 
it becomes a(dt)2 - 2b dx dt + cCdx)2 = 0, or Eq. 
3.38 if Eq. 3.33 is satisfied. If this latter 
condition is not satisfied, then 2b = Al D2-A2Dl + 
Bl C2-B2Cl . Equation 3.38 then gives 

(~~L E,+ 
b + -v b2 -ac 

a (3.43) 

and 

(~~L E, b - -Vb2-ac 
a 

(3.44) 



If Eqs. 3.43 and 3.44 are two real solutions, Eqs. 
3.24 and 3.25 are a system of hyperbolic equations; 
for two complex solutions they are elliptic and for 
one real solution they are parabolic. 

As previously mentioned, if the determinant ~ 

vanishes, and because the determinants ~j' ~2' ~3' 
and ~4 must vanish when ~ vanishes, tfie case of 
~4 = 0 with the determinant expanded gives, for 
example, 

(3.45) 

Substituting either (dt/dx) = ~+ or (dt/dx) = s 
of Eqs. 3.43 and 3.44, respettively, into Eq. 3~45, 
two ordinary differential equations in V and y 
along the characteristic curves s+ and s are 
obtained. 

Simultaneously solving these two ordinary 
differential equations, with the two unknowns V and 
y give the functions V(x,t) and y(x,t). No new 
relations are obtained when the determinants ~l' ~2' 
and ~3 are made equal to zero. Using the 
coefficients of Eqs. 3.24 and 3.25 as given by Eqs. 
3.26 and 3.27, and putting 2b = Aj D2-A2Dl + Bl C2 -
B2Cl in Eqs. 3.43 and 3.44, the cfiaracteristic 
dlrections or slopes of these two latter equations 
become 

28 
s+ (3.46) 

and 

28 (3.47) 

The two ordinary differential equations for V 
and y alon~the characteristics curves sand s 
are obtained from Eq. 3.47 by replacing dtidx with­
~ and S, respectively, and introducing the 
cbefficients from Eqs. 3.26 and 3.27. The equation 
becomes 

~) ~ + A s+ - gVB 

~) ~ + gA <, 
- ~= 0 

gVB 

o and (3.48) 

(3.49) 

Equations 3.46 through 3.49 are called the four 
characteristic ordinary differential equations and are 
the equivalent set to the two partial differential 
equations, 3.26 and 3.27. 

16 

Assuming that a = 8 = 1, and q = 0 (no distri­
-buted lateral inflow or outflow per unit length), then 
Eqs. 3.46 through 3.49 become 

1 (3.50) 
V + /gA/B 

(3.51) 
V - /gA/B 

and 

The term IgA/B = C in Eqs. 3.50 through 3.53 is the 
celerity of a small disturbance in quiescent water 
with a cross section area A and width B. 

Equation 3.26 and 3.27 are hyperbolic. Therefore, 
they are quasi-linear hyperbolic partial differential 
equations of gradually varied free-surface unsteady 
flow with two dependent and two independent variables. 

These two sets of four equations, 3.46 through 
3.49 and particularly 3.50 through 3.53, will be used 
predominantly in the numerical integration by the 
method of characteristics shown in Chapter 3, Part IV, 
Hydrology Paper No. 46. 

General properties. The coefficients of Eqs. 
3.26 and 3.27 contain, beside the variables V and y J 

quantities A, B, q, a, 8, Sf and So' and a constant, 

g. The Darcy-Weisbach formula for resistance losses 

is Sf = (f/4R) (V2/2g), with f the Darcy-Weisbach 

friction factor, and R the hydraulic radius. The 
coefficient f, in general, is a function of the 
Reynolds number, but for pipes of a given roughness 
f is a constant. In this case A, B, R, f, a, 8, and 
q are generally functions of y and x only. The 
quantities A, B, R, f, a, 8, q, and S do not 
contain derivatives of y and V, but ~re functions 
of V, y, x and t. 

The main feature of this treatment of character­
istic curves is the replacement of the original system 
of the two partial differential equations, 3.26 and 
3.27, by the characteristic system of the four ordinary 
differential equations, Eqs. 3.46 through 3.49 in the 
general case, and Eqs. 3.50 through 3.53 in the 
particular case. Every solution of the original 
system satisfies this characteristic system. The 
converse is also true; every solution of the character­
istic system in Eqs. 3.46 through 3.49 satisfies the 
original system in Eqs. 3.26 and 3.27, provided that 
the determinant, ~, of Eq. 3.42 does not vanish. 

If the differential equations 3.26 and 3.27 
are linear, then sand s are known functions of 
x and t, so that Eqs. 3.46 and 3.47 are not 
coupled with Eqs. 3.48 and 3.49. In this case Eqs. 



3.46 and 3.47 determine two families of characteristic 
curves, C+ and C_ ,which are independent of the 

solution. A linearization of Eqs. 3.26 and 3.27 
introduces such a departure from real flow phenomena 
that this case will not be pursued further. 

If El = E2 = 0, and if AI' ... ,02 depend on 

V and y only, which would be a gross approximation 
of real flow conditions, the situation is similar in 
that the differential equations are reducible, the 
slopes ~+ and ~_ are known functions of V and 
y and Eqs. 3.48 and 3.49 are independent of x and 
t. The same case occurs when El and E2 do not 
vanish but depend on V and y only. Tnis last 
case is applicable to Eqs. 3.26 and 3.27 under the 
condition that the conduit is prismatic and the 
bottom slope, S, is constant, because all coeffi­
cients Al, ... ,E3 may be considered as dependent 
only on V and y. The characteristic curves in 
the (V,y)-plane, designated as f+ and f are the 
images of the characteristic curves C+ and C_ in 
the (x,t)-plane, and are independent of the special 
solution of V(x,t) and y(x,t). However, these 
assumptions made to convert Eqs. 3.26 and 3.27 into 
reducible equations are already an approximation of 
real free-surface unsteady flow. 

Because the objective of this study is to deter­
mine the effects of different assumptions or the 
effects of neglected factors, any restriction in the 
basic general differential equations would mean a 
departure from the study's basic approach. 

The boundary conditions are of a major importance 
in any integration using hyperbolic differential 
equations. A curve, with all values of V and y in 
the (x,t)-plane must be known. In the most general 
case, and for a free-surface unsteady flow in conduits, 
either a velocity hydrograph, Vet), or a discharge 
hydrograph, Q(t), ~s known for a given x-value. 
In the first case, the boundary conditions are given 
along a constant distance line in the (x,t)-plane 
for which all values of Q(t) are known. The 
initial conditions are given along a constant time 
line in the (x,t)-plane with the corresponding values 
of V and y known. As soon as the initial line is 
known, a solution of V(x,t), y(x,t) of Eqs. 3.26 
and 3.27 must be found which approximates the initial 
line and which takes on the prescribed values of V 
and y. 

USlfig the characteristic form (Eqs. 3.46 through 
3.49, or Eqs. 3.50 through 3.53) of the partial 
differential equations, 3.26 and 3.27, the integration 
problem can be treated as the corresponding problem 
for the ordinary differential equations. 

The integration process shows that the values V 
and y at the point PCx,t) depend on the initial 
values along the line t = 0 between the points Co,xl ) 
and (o,x2) as indicated in Fig. 3.6. In other words 
the values V and y at point P(x,t) depend only 
on the values V and y in the segment Xl to x2 or on the values V and y between the characteristic 
curve C through x2 and the characteristic curve 
C+ through Xl. The interval Xl to x2 and the 
two characteristic curves, C+ and C_, passing 
through point P(x,t) in Fig. 3.6, determine the 
domain of dependence. The values V and y at 
P(x,t) are affected by the values V and y inside 
the domain of dependence and are not affected by the 
values outside. 
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On the other hand, if a point R(x,o) is 
selected in the initial line of Fig. 3.6, 'with the 
initial values V and y} the characteristic curves 
C and C_ through point R determine the range of 
irifluence. Only the values V and y at the points 
(x, t) inside the range of influence depend on the 
initial values of V and y of point R; the out­
side points do not. 

If the values of the first and higher partial 
derivatives of V and yare continuous along the 
initial line, they are also continuous in all the 
points in the (x,t)-plane. If, however, there are 
some places of discontinuity, either at the initial 
line (av/dx, aV/'dt, 'dy/'dx, 'dy/'dt) or higher, the 
partial derivatives are not continuous. This means 
that if some disturbances exist, or the discontinuities 
are introduced at some points in the (x,t)-plane, 
then the discontinuities in derivatives occur only 
along characteristics passing through the discontinuity 
points on the initial line. Another way of expressing 
it is that the discontinuities in the first or higher 
partial derivatives of V and y propagate along 
the characteristic lines in the (x,t)-plane. These 
discontinuities propagate along one or both of the two 
characteristics through the point of the source of 
discontinuity, and they can never disappear. The dis­
continuities refer to the derivatives of V and y, 
but not to the discontinuities in V and y them­
selves, which propagate as surges (bores or depressions). 

The characteristic form (Eqs. 3.46 through 3.49, 
or Eqs. 3.50 through 3.53) of differential equations 
3.26 and 3.27 are especially useful for numerical 
solutions. If the differential equations are replaced 
by equations of finite differences the numerical 
solutions can be done easily, especially if a digital 
computer is used. 

"The characteristic curves, particularly in their 
simplified form, are useful in analyzing the properties 
of the solutions and studying the initial and boundary 
conditions. 

t 

Fig. 3.6. 

p (x. t) 

c- c+ 

x 
R (x,o) 

Domain of dependence and range of influence 
of characteristic curves in the (x,t)­
plane. 



Chapter 4 

PHYSICAL WAVES, EXPERIMENTAL WORK AND RESULTS 

A detailed description of the experimental 
facilities used for this study is given in Hydrology 
Paper No. 44. Therefore, only a brief summary is 
given here. 

4.1 Experimental Facilities 

Circular conduit system. A pipeline 822 ft long 
with a 3 ft outside diameter was used as the experi­
mental conduit. The entire 822 ft of pipe was supported 
on inclined rails about 20 ft apart, which permitted 
the pipe to be moved along the inclined plane to any 
slope between 0 and approximately 4 percent. Flow 
was introduced into the circular storm conduit by 
means of an inlet structure that could be adjusted to 
develop the desired subcritical or supercritical 
flow conditions at the entrance to the storm conduit Fig. 4.2. A view from upstream of the circular storm 

conduit on the hillside of the outdoor 
laboratory at Colorado State University 
Engineering Research Center. 

and which included a baffle system for developing a 
uniform entrance condition with minimum downstream 
surface waves. This type of intake structure was 
developed from a special reduced model study on a 
much smaller scale. 

Three square junction boxes for lateral inflows 
were installed along the storm conduit, thus dividing 
the conduit into four straight sections each about 
200 ft long. Flow from a l2-in lateral pipe entered 
into each junction box at a 90-degree angle, simu­
lating the actual junctions of storm drains. Experi­
ments were conducted on the 822 ft conduit without 
the junction boxes and with the junction boxes. The 
outflow of free-surface flowing water was either as 
a free fall or as a controlled outfall. 

Water supply to the 3-ft diameter storm conduit 
was by gravity through a 26-in underground pipeline 
from the nearby Horsetooth Reservoir and was conveyed 
into College Lake after it passed through a special 
collecting and energy dissipating structure. Figure 
4.1 gives the general layout of this experimental 
facility in the outdoor laboratory of the Engineering 
Research Center at Colorado State University. Figures 
4.2 and 4.3 show the facility from the upstream and 
downstream sides. 

Contro~ for Outflow from 
HOr$iltooth ReserVOir 

!OO 9 !OO 200 """"92!9"" 
SCALE 

Fig. 4.1. General scheme of the experimental conduit 
with water supply and removal. 
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Fig. 4.3. A view from downstream of circular storm 
conduit and the inclined rails. 

Instrumentation. Three sizes of sharp-edged 
circular orifice plates, based on the different 
orifice-to-pipe diameter ratios, were designed, 
calibrated, and used to measure the main inflow rate 
into the storm conduit. The three sizes were needed 
to accurately measure small, medium and large dis­
charges through the conduit. The ratios of the 
diameter of orifice Cd) to the diameter of pipe CD) 
were 0.35, 0.50, and 0.70, with area ratios of 
approximately 1/8, 1/4 and 1/2, respectively. The 
calibration equations, Q = CdmA ~ obtained for the 
three orifice meters under steady flow conditions are: 
for m = d/D = 0.35, Ql = 2.102 /iH, with Cd = 0.606; 
for m = d/D = 0.50, Q2 = 4.439 /iH, with Cd = 0.627, 
and for m = d/D 0.70, Q3 = 9.783 /iH with Cd = 
0.705. In t ese equations Cd is the discharge 
coefficient, H is the differential head across the 
orifice in feet, A is the cross section area of the 
conduit in square feet, and Q is the discharge in 
cubic feet per second. Results indicate that each of 
the three discharge coefficients, Cd is constant 
for the Reynolds number within the range 2xl05 to 



2xl06. Considerations were also given to the problem 
of orifice calibration equations under unsteady flow 
conditions, but no significant deviation was found. 
(For more details see Hydrology Paper No. 44, Chapter 
3, Pages 19-20). 

Small propeller current meters with electric 
counters, manufactured by Ott, were selected to 
measure the flow velocity distributions in the storm 
conduit. The current meters were first carefully 
recalibrated by making several runs by a tow car at a 
constant speed over a given distance, and then by 
operating the tow cars at different speed covering 
their operational range. Good agreement was obtained 
between the recalibration values and those furnished 
by the manufacturer. (For more details see Hydrology 
Paper No. 44, Chapter 3, Pages 20-26). 

Pressure transducers were used to measure water 
levels and pressure differences in various measure­
ments. The calibration of pressure transducers was 
considered from these standpoints: (a) that the out­
put voltage be zero for zero pressure input; (b) that 
the output voltage be a linear function of the 
impressed pressure differential; (c) that the output 
voltage did not change with time and if it does, it 
must be systematically checked, and (d) that the 
proportionality constant between the input and output 
be known before the observed data is interpreted. 
These conditions were checked for all transducers 
used, and with sufficient care in installation and 
adequate warm-up time, all transducers met the 
necessary conditions. (For further details see 
Hydrology Paper No. 44, Chapter 3, pages 26-27). 

Data recording system. The outdoor circular 
storm conduit is located about 1,500-ft from the 
Colorado State University Engineering Research 
buildings. Data taken from the storm conduit were 
transformed into electric voltage signals by the 
pressure transducers and were then transmitted by 
individual shielded cables to an indoor analog-to­
digital converter. The digitized information was 
punched onto cards or paper tape, for later computer 
analysis. Figure 4.4 shows the general scheme of 
the data recording system. (For more details see 
Hydrology Paper No. 44, Chapter 4, pages 28-29), 

~Fig. 4.4. Scheme of the general data recording system. 

4.2 Results of Steady Flow Measurements 

_ Hydraulic resistance. An experimental approach 
to the determination of conduit boundary roughness was 
investigated. The Darcy-Weisbach friction factor (f) 
and the corresponding Reynolds number CRe) were 
computed from measured depths and discharges. Figure 
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4.5 represents the results in a range of depths from 
0.56 to 2.6 feet, or depth-to-diameter ratios of 0.19 
to 0.89. The discharges varied from 2.25 to 72.0 cfs. 
The corresponding Reynolds numb~r range is from 
approximately 3 x 104 to 1 x 10. The Prantl-von 
Karman equation 

(4.1) 

with a = 2.0 and b = 0.4 for smooth boundary flow 
is also plotted in Fig. 4.5. The two points in Fig. 
4.4 that extremely vary over the other points and the 
curve of the Prandtl-von Karman equation are assumed 
as mistakes either in observation or in the processing 
of data. For data shown in Fig. 4.5, the values of the 
constants a and b in Eq. 4.1 are 2.075 and 0.1434, 
respectively, or the boundary of the conduit used in 
this experimental study is hydraulically smooth. 
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Fig. 4.5. Relationship of the Darcy-Weisbach friction 
factor f to Reynolds number Re' 

The evaluation of f from Eq. 4.1 for a given 
R requires an iterative procedure. To simplify 
c5mputations (within practical limits of Reynolds 
numbers for specific conditions) it is convenient to 
use a simplified form of the f to Re relation. A 
practical form of the expression for this relation is 

(4.2) 

in which c and d are constants; they were evaluated 
from data in Fig. 4.5 and found to be 0.10939 and 
-0.17944, respectively. 

Although Fig. 4.5 shows a decrease of f with an 
increase of Re it can be shown that for a limited 
range of Re the changing Darcy-Weisbach friction 
factor f may be replaced by an average value or a 
representative constant. An average Darcy-Weisbach 
friction factor of 0.012 is considered representative 
of the experimental conduit for the range of Re 
obtained in this study. (For details of this deri­
vation see Hydrology Paper No. 44, Chapter 5, pages 
30-31, and Hydrology Paper No. 45, Chapter 3, pages 
10-15). 

Junction box losses. The evaluation of energy 
losses accompanying lateral inflow into a main conduit 
with free-surface flow was accomplished through two 
separate experimental facilities. A plastic pipe 



with a 6-in diameter was used to economically develop 
the basic evaluations of junction box losses. The re­
sults were then verified by the tests in the 3-ft dia­
meter conduit. Agreement between the two systems was 
good, based on the Froude similitude relation. 

The junction box used in the large model study was 
square above the half-full level of the storm conduit. 
Two positions of the inlet were tested, the upper and 
lower. The crown of the upper inlet was the same 
elevation as the crown of the storm conduit at its 
point of entry into the junction box. The invert of 
the lower inlet was made coincident with the invert of 
the storm conduit at their junction point, which was 
the centerline of the junction box. The arrangement 
of the model junction box is shown in Fig. 4.6. 

A 

SECTION A A 

ELEVATION 

Fig. 4.6. The junction box used in the model study. 

The power at any given cross section of the 
conduit is found by multiplying the energy at its 
section by the weight rate of flow past the section. 
The power equation can be written then as 

P = yQE (4.3) 

or 

P (4.4) 

in which P is the power in foot-pounds per second, 
Q is the discharge in cubic feet per second, y is 
the specific weight of water in pounds per cubic feet, 
z is the elevation of the channel bottom above the 
zero datum, y is depth of flOW, and V is the 
mean velocity. 

It was assumed that the power loss ratio, P 
could be expressed as a function of the relative r 
discharge, Q, of the lateral to the main conduit 
flow when usiBg the upper inlet. The functional 
relation between the power loss ratio and the dis­
charge ratio was found to be 

(Pr - 0.77)(~ + 0.55) -0.482 (4.5) 

for the upper inlet. 

Power losses for the lower inlet were analyzed in 
terms of the ratio·of lateral inflow discharge to the 
main conduit discharge, Qr' and the ratio of the 
upstream depth to the conduit diameter, Dr' The 
power loss ratio from this procedure is 
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- 2. 78 + 1. 71 D 
--::--:.--=-:~--::-..;:;r~~ ... O. 77 , 

~ + 3.122-0.167 Dr (4.6) 

for the lower inlet. (For additional details of the 
study of junction box head losses see Hydrology Paper 
No. 44, Chapter 2, Pages 6-13, and Hydrology Paper 
No. 45, Chapter 4, Pages 16-20). 

Cross-sectional velocity distributions. To deter­
mine experimentally the velocity distribution coeffi­
cients, a and S, measurements of the distribution 
of conduit cross-sectional velocities were conducted. 
Time-average point velocities were measured by the 
Ott current meters. A special procedure was developed 
for measuring velocities and for computing the velocity 
distribution coefficients, as described in Hydrology 
Paper No. 45, Chapter 5. 

It was expected that the velocity distribution 
coefficients ,would differ with changes in those 
parameters that determine the velocity profiles. The 
parameters that primarily affect the velocity profile 
are the geometry of the cross section, the properties 
of the fluid, the condition of the boundary surface 
(roughness), and the mean velocity. All of these 
variables are encompassed in the Reynolds number 
(VR/v) and the Darcy-Weisbach friction factor (f). 

Because the Darcy-Weisbach friction factor is 
related to the Reynolds number, one would expect to be 
able to predict a and S coefficients to the fric­
tion factor f. Since the range of the Darcy-Weisbach 
friction factor is small for the series of data in this 
study, and because the Reynolds number fluctuates with­
in a limited range, the spread of computed a and B 
coefficients is apparently due to other causes. 

Figure 4.7 displays the relation of a and S 
with the Reynolds number. These results indicate an 
increase of the velocity distribution coefficients 
with a decrease of Reynolds number. The apparent 
scatter of points around a smooth curve may be assumed 
to be a result of observational and computational 
errors. 
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Fig. 4.7. Velocity distribution coefficients as 
related to the Reynolds number. 
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The effect of depth on the velocity distribution 
coefficients is presented in Fig. 4.8. This figure 



indicates slightly increasing values of both Band 
a as depth decreases. This is expected because 
deviation from the mean v~locity becomes greater and 
the friction factor becomes effectively larger as the 
depth decreases. At a depth of half the conduit 
diameter the B - coefficient has a value of approxi­
mately 1.01 and the a - coefficient has a value 
of approximately 1.03. At greater depths, B reduces 
to approximately 1.007 and a to approximately 1.022. 
FOT depths less than half the conduit diameter, both 
coefficients tend to increase. Data were not available 
for depths less than one-fourth of a diameter. 
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Fig. 4.8. Velocity distribution coefficients as 
related to the depth of flow in a circular 
cross section. 

The results of this study are applicable to 
hydraulically smooth circular cross sections flowing 
partially full and having Resnolds numbers in the 
range 0.4 x 105 to 3.00 x 10. For smaller Reynolds 
numbers the observed velocity distribution coefficients 
are greater but display a greater dispersion about a 
smooth curve. For larger Reynolds numbers the values 
tend toward invariance with lesser dispersion. The 
relation between a and B has been demonstrated 
both theoretically and experimentally and can be 
expressed: (a-l)/(B-l): 2.3 to 3.0. The value of 
3.0 is representative of the experimental results. A 
representative value of a for the experimental 
conditions is 1.03 and a representative value of B 
for the experimental conditions is 1.01. (For addi­
tional details of the study of velocity distribution 
coefficients see Hydrology Paper No. 45, Chapter 5, 
pages 21-29). 

Controlled and free outfall. The mathematical 
simulation of the downstream boundary condition for the 
controlled outflow required the calibration of a 
terminal (end) restriction. Any geometric configura­
tion was acceptable if it satisfied certain criteria: 

1. The discharge as a function of depth could 
be expressed simply, such as Q = myfl in which m 
and n are constants experimentally determined and y 
is the depth of flow upstream of the restrictions. 

2. The restriction was not so great as to cause 

21 

the pipe to flow full under the maximum anticipated 
hydrograph discharge. 

3. The approach-velocity distribution was 
symmetrical and did not differ appreciably from the 
undisturbed flow. 

These criteria were satisfied by a constriction 
consisting of five 7-inch vertical wooden slats held in 
position by two l/2-inch wide vertical aluminum H­
sections. The clear opening was five inches between 
supports. The discharge could thus be controlled by 
varying the vertical position or by removing one or 
more slats. 

Calibration of various combinations of openings 
was made by measuring the corresponding discharge and 
the water surface elevation approximately 20 ft upstream 
of the control. For the range of discharges anticipated 
in the unsteady flow runs, it was concluded that the 
best combination of openings was with the three center 
slats removed. 

For this condition the relation between discharge 
and depth was determined to be 

Q = 4.84 yl. 35 (4.7) 

This relation applies for depths between approximately 
one-third and eight-tenths of full diameter, and at 20 
feet upstream from the conduit end. This gate configu­
ration and flow relation was used for all subsequent 
evaluations of boundary conditions in which backwater 
profiles were the initial condition. No attempt was 
made to modify this steady state relation for unsteady 
flows. 

For a free outfall the location of the theoreti­
cally computed critical depth occurs some distance 
upstream from the end of the conduit. The purpose of 
experimental measurements was to determine the location 
of the critical depth. This position then served as 
the location of the downstream boundary. Water-
surface profiles were measured for a range of discharges 
from 2.10 to 16.62 cfs. The channel slope ranged from 
0.000032 to 0.001022 foot per foot. 

Figure 4.9 presents the water-surface profiles 
and the locations of the computed critical depth 
within the range of observed end depths; the mean 
ratio of end-depth to critical-depth was 0.750. This 
ratio tended to be smaller than the mean for the lower 
depths. 

The location of the computed critical depth from 
the channel end varied from less than 3.5 times the 
critical depth to almost 5.5 times the critical depth. 
A location of 4.5 times the critical depth was con­
sidered typical and was used in subsequent computations. 
(For details of free or controlled outflow boundary 
conditions see Hydrology Paper No. 44, Chapter 5, 
pages 30-32, and Hydrology Paper No. 45, Chapter 6, 
pages 30-32). 

Flow regimes. The steady non-uniform flow in sub­
critical and supercritical regimes were established 
experimentally in the storm conduit. The steady non­
uniform flows (backwater curves) at the hydro graph 
base discharge were used as initial conditions in 
computing the unsteady flow equations. (For details 
on how the initial non-uniform steady conditions were 
computed see Hydrology Paper No. 45, Chapter 7, pages 
33-36). 

The discharge and slope corresponding to the 
desired depth of flow in subcritical or supercritical 



regimes were estimated from observations. The down­
stream control gate was adjusted to produce the 
desired type of backwater or drawdown curve. Because 
of the time required for steady state conditions to 
develop, it was not practical to adjust the downstream 
control until a constant depth developed throughout the 
length of the pipe. Thus, several conditions of non­
uniform flow were established both above and below 
normal depth. Hook gage readings at the various 
piezometer locations were made at approximately 15-
minute intervals until such time as the readings 
indicated stabilization. 

2.4 

..f. .14.5 
/, 

..!:.t.35/ il ~.5.5 Ye Yc 

h / v 

_Vi 7 ... 
---r 7 

~ 
V-I / I 

/. ~ 171 

i~ ~ 
/ ~ 

~ rr:J I 
ft~ ~ F1; tr 

~V ~ rT // 

'/ Ill! rm 
/~ rrL 

'7 
',7 II! III 08SERVED DEPTH 

• CALCULATED 
CRITICAL DEPTH 

'5~'f 
I c ... 

:.t 

2.2 

20 

18 

1.6 

1,4 

1.2 

1.0 

0,8 

0.6 

0.4 

0.2 

o 
o • 10 12 14 16 18 

FEET 

DISTANCE UPSTREAM OF FREE OUTFALL 

Fig. 4.9. Location of the critical depth of a circular 
cross section free outfall. 

Water surface elevations were determined by means 
of hook gage readings taken in gage wells located at 
16 positions along the pipe. These wells were 
connected to the invert of the pipe through a flexible 
hose. The piezometer openings were 1/16 in in diameter. 
At each position there were a sufficient number of 
openings to insure a reasonable response time for each 
well. 

The invert slope of the pipe was carefully 
determined by a precise self-leveling level with an 
optical micrometer which permitted measurements of 
the invert to the nearest 1/1000 of an inch. Readings 
were taken every 20 ft and a least-square determination 
of the mean slope was computed. If the maximum de­
viations at any point exceeded approximately 3/100 
of a foot, from the mean line, adjustments to the pipe 
invert were made. 

4.3 Physical Waves 

Inflow hydrographs. Inflow hydrographs were 
developed by a motor operated 26-in diameter ball-
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valve at the upstream inlet of the main storm conduit 
and the l2-in diameter gate-valves on the lateral inflow 
pipelines. The initial and maximum discharges were 
established for a given experiment, and the valve 
operated at constant speed within this range. The 
lateral inflow discharges varied as the openings of 
the main valve. The discharge hydrographs were 
measured and recorded by pressure transducers connected 
across the orifices which were installed a short 
distance downstream of the valves. Figures 4.10 and 
4.11 show the experimentally observed inflow discharge 
hydrographs of the main storm conduit and the lateral 
flow, respectively. 
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Fig. 4.10. A recorded inflow discharge hydro graph to 
the main conduit. 
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Fig. 4.11. A recorded inflow discharge hydro graph 
from a lateral conduit. 

Wave propagation. After the generation of inflow 
hydrographs, the subsequent wave depths were measured 
at several stations downstream as the flood-wave pro­
pagated along the conduit. Waves were,measured at 
distances of 50.00 ft, 410.00 ft, and 771.70 ft from 
the entrance during experiments conducted the summer 
of 1965 and at distances of 50.00 ft, 251.24 ft, 
387.70 ft, 462.56 ft, 669.83 ft, and 771.70 ft during 
experiments conducted the summer of 1966. Flood wave 
depths were measured by pressure transducers connected 
between the conduit invert and a set of manometers. 

The measured quantities were plotted as (1) depth 
versus time relations, (2) depth versus distance re­
lations, and (3) wave peak depth versus distance and 
time relations. These experimentally measured physical 
waves were used to compare and check the analytically 
computed mathematical waves. Complete results of 
measured inflow hydrographs and physical waves are 
presented in Appendices 3, 4, and 5. Analysis of the 
comparison between physical waves and computed waves 
is given in Chapter 6 of this paper. 



Chapter 5 

COMPUTATION OF WAVES BY ANALYTICAL METHODS 

This chapter describes briefly a few finite­
difference schemes used for the numerical solution of 
the two quasi-linear hyperbolic partial differential 
equations of gradually varied free-surface unsteady 
flow. A description of the subject is presented in 
more detail in Hydrology Paper No. 46. 

5.1 Basic Equations 

The two basic partial differential equations of 
gradually varied free-surface unsteady flow are 
derived in Chapter 3, and given as Eqs. 3.23 and 3.19. 
To reiterate, the continuity equation in dimensionless 
form is 

A ClV 
-- + VB ax 

~ + 1 ay _ ...s. 
ax V at - VB ' (5.1) 

and the momentum equation in dimensionless form is 

~ 
Ag (5.2) 

in which 

A the cross section area, 
B the mean cross section velocity as a dependent 

y 

x 

t 
B 

g 
So 
Sf 
q 

variable, 
the water depth in the conduit as a dependent 
variable, 
the length along the conduit as an independent 
variable, 
the time as an independent variable, 
the free surface width, 
the energy velocity distribution coefficient, 
the momentum velocity distribution coefficient, 
the gravitational acceleration, 
the slope of the channel invert, 
the energy gradient, and 
the distributed lateral inflow (or outflow) as 
discharge per unit length of the conduit. 

The energy gradient, measuring the energy head 
loss along the conduit, is expressed by the Darcy­
Weisbach equation in the form 

(5.3) 

in which f is the Darcy-Weisbach friction factor, 
R is the hydraulic radius of a partially full 
conduit, with R = AlP, and P is the wetted 
perimeter. 

The friction factor is expressed in this study 
for the hydraulically smooth boundary as a function of 
Reynolds number, Re = VR/v , with v the kinematic 
viscosity of the water. 

Equations 5.1 and 5.2 generally give the closest 
approximations of the actual flood movement through 
channels and conduits for the one-dimensional unsteady 
flow, if the basic conditions for applying the two 
equations are approximately satisfied. The most 
important condition is that of gradual variability of 
the flood hydrograph; this condition is nearly always 
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fulfilled for storm floods entering into and moving 
along storm drains. 

5.2 Methods of Solution 

Because of the mathematical difficulties of 
obtaining the analytical solution in a closed form 
to Eqs. 5.1 and 5.2, numerical finite-difference 
methods of integration must be employed. For solving 
Eqs. 5.1 and 5.2, finite-difference approximations are 
made as follows. Since there are two independent 
variables (x,t) and two dependent variables (V,y), 
the designation of the time-distance locations of the 
variables is based on the subscripts and superscripts 
of the variables. The subscript refe~s to the dis­
tance (space) location, and the superscript refers to 
the time location, as shown in Fig. 5.1. 

Time 

j + I 

i-I i + I 

• 
Distance Position x 

Fig. 5.1. Definition graph for the finite-difference 
scheme. 

Thus, the depth at distance location i and at time 

is yi, and the four partial derivatives of Eqs. 

5.1 and 5.2 may be approximated by 

j j 
av _ Vi+l-Vi 
a-x- j j 

xi+l-xi 

(5.4) 

av _ v~+l_V~ 1- 1-
at- t~+l_t~ 

(5.5) 

1- 1-

j j 
~::; Yi+l-Yi 
ax j j 

xi+l-xi 

(5.6) 

and 
j+l j 

h':.::: Yi -Yi 
at t~+l-d 

(5.7) 

1- 1-



The unknown quantities in these expressions are 
generally the values at the incremental time locations 

j+l. Thus V{+l and yf+l are the unknown values 

for the time j+l, and the distance i. With the 
two equations.of unsteady flow, these two unknowns may 
be solved for simultaneously. This is an explicit 
scheme procedure in that the conditions at a later 
time, j+l, are determined directly from the condi­
tions at the preceding time, j. 

Two approaches of the explicit schemes, the 
diffusing scheme and the Lax-Wendroff scheme as applied 
to the two partial differential equations, were used and 
as discussed in this study. A third approach used 
in this study, is the specified intervals scheme as 
applied to the four ordinary characteristic differen­
tial equations, as equivalent to the two partial 
differential equations. This latter approach will 
be called the specified intervals scheme of the 
method of characteristics. 

Diffusing scheme. The diffusing scheme evolves 
from an approximation regarding the partial deriva­
tives with respect to time. It is assumed the 
dependent variables are known for all positions at 
time j. These dependent variables will be designated 
as U in this development, and may refer either to 
V or y dependent variables of the two partial 
differential equations. The objective is to represent 
the partial derivatives as functions of the unknown 
dependent variable U at distance location i and 
time location j+l. The partial derivative of U 
in t is approximated by 

(~~)i ::: (~~) i (5.8) 

in which 

U~+l U~ flU. (5.9) 
1 1 1 

Expressing U~ as an average, 
1 

j j 

U~ 
Ui +l 

+ U
i
_

l (5.10) 
1 2 

then j + Uj 

t.U. U~+l Ui +l i-I (5.11) 
1 1 2 

and finally the ratio of finite differences of this 
partial derivative is 

j j 

U~+l Ui +l 
+ U

i
_
l 

(~~)i 1 2 
llt 

2U~+1 j j 
1 

- Ui +l - U
i

_l (5.12) 2flt 

... 
Similarly, the partial derivative with respect 

to the distance x is approximated by 
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(
au) _ (flU) ax i - flx i (5.13) 

in which 

(
flU) 1 [U{+l - U{ + uf - uLll 
flx i 2" flx flx J (5.14) 

so that 

Ui_l) (5.15) 

It is to be noted that Eq. 5.12 is an approximation for 
au/at at the position i, j+l/2; and Eq. 5.15 is an 
approximation for the position i, j. 

Lax-Wendroff scheme. To eliminate some of the 
deficiencies 'of the diffusing scheme, the Lax-Wendroff 
finite-difference scheme was investigated. The 
summary of the scheme is as follows. It is assumed 
that all functions are continuous and contain as many 
continuous derivatives as required. It is also 
assumed that products of first-order partial deriva­
tives and any derivative of Sf in x and t are 
negligible quantities. 

aA ay aA B 1[ The expressions at;; B at and ax = ax 

relate A, B, and y. Therefore, the equation of 
continuity reduces to 

1[= A av v1[ 
at - B ax - ax (5.16) 

The intended application of the Taylor series, requires 
the use of second-order partial derivatives. Thus, 

a2 A a2v a2 7 = - B axat - V ax~t (5.17) 

and· 

a2 a2v 2 A V~ -y~= - B ax2 -
(5.18) axat ax2 

The momentum equation, 5.2, rewritten here in 
the form 

av ~ V av _ £ 1[ _ K (S - So) at = - B ax B dX B f 
(5.19) 

gives 

a2v a2v .6:. C'J. K dxat ;; - 6 v--
dX

2 B ax2 (5.20) 

Hence, Eq. 5.17 becomes 

a2 
C'J. AV a2v (~~ + V2) ix. ~;; (6 + 1) ---+ 

at 2 B ax2 B B ax2 (5.21 ) 



Equation 5.19 then gives 

(5.22) 

Substituting Eqs. 5.18 and 5.20 into Eq. 5.22 yields 

2 (F + 1) f V -4 . 
ax 

(5.23) 

Again designating U as the symbol for any 
dependent variable V or y, the first and second 
partial derivatives with respect to x are approxi­
mated by 

and 
Ui+l - 2ui + ur_1 

(fix) 2 

(5.24) 

(5.25) 

Similar equations are obtained with respect to 
t. Thus, recurrence relations for finding approximate 
solutions to V and y in Eqs. 5.21 and 5.23 are 

+ 1) (~)j (V? V? - 2V~ + V~ 1) 
B i 1 1+1 1 1-

(5.26) 

and 

vI+l=vI- 2~~X [aV~(VI+1-vl_l)+g(Yi+l-Yi_l)+2gfixCSf-So)] 

(5.27) 

The previous equations are based on the neglect of 
both the products of the first-order partial derivatives 
and the derivatives of Sf' For those cases in which 
these products of the first-order partial derivatives 
and the derivatives of Sf cannot be disregarded, 
difference equations analogous to Eqs. 5.26 and 5.27 
may be derived. 

Specified intervals scheme of the method of 
characteristics. The two partial differential equations 
of gradually varied free-surface unsteady flow, Eqs. 
5.1 and 5.2, when transformed give the four ordinary 
characteristics differential equations. Their develop­
ment is shown in Chapter 3. The equations with a = 
e = 1, and q 0 (Eqs. 3.50 to 3.53), are the initial 
equations. To reiterate, they are 

l;+ 
1 (5.28) 

V + IgA/B 
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1 (5.29) 
V - .JgA/B 

}I(AVB - '!..g)l; +};.1 dy + ~ dV + ~ (S -S )l; = 0, (5.30) r + g 5 dx gVB dx VB 0 f + 

and 

~ A V) 1 ( & A dV A ( ) _ ( 
~VB - g ~-+ g) dx + gVB dx + VB So-Sf ~_ - 0, 5.31) 

with the symbols the same as those defined for Eqs. 
5.1 and 5.2. These four dependent equations form the 
basis for numerical solutions in the method of 
characteristics, in this case by the specified inter­
vals numerical integration scheme. 

There are several procedures that may be used 
and these procedures may be broadly divided into two 
categories, the grid system and the specified intervals 
system. In the second category, which is used in this 
study, the dependent variables V and yare known 
functions of the independent variables x and t 
either as initial conditions at t = 0 or as the 
results of previous time computations. For example, 
it is assumed that V and yare known along dis­
tance x at time t. Figure 5.2 represents the 
rectangular grid in the (x,t)-plane with intervals 
fix and fit in the x and t coordinates, res­
pectively. In this case, V and y at points M., 
Aj , Bj, ... ,Nj are known. The values of V and J 

y at the time position j+l, and particularly at 
points M. l' A. l' B. 1.···.N. l' can be computed J+ J+ J+ J+ 
from equations 5.28 through 5.31 and from the boundary 
conditions. The process can be continued as far as 
desired or meaningful. This method was selected for 
in this study because x and t at points M. l' J+ 
Aj +l , Bj +l •...• Nj +1 are exactly known, so only the 

values of V and y at these points must be deter­
mined. 

t 

t+At 
MiTj Aj.·1 B1+1 Cj+1 °j+1 it 

1 
Mj Aj Bj C j OJ ! 

At 
I 

-Ax-I-Ax-

Fig. 5.2. Network of specified intervals for the 
solution of characteristic equations. 
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In this method, V and y at point P on the 
(x,t)-plane of Fig. 5.3 are to be computed from the 
initial conditions or from previous values of V and 
y at points A. B, and C using two assumptions: 

Ca) fit is sufficiently small so that the parts 
of the characteristics between P and R and between 
P and S are considered straight lines, and points 
Rand S fall within the interval AB, and 

+1 



(b) the slope of the straight line PR at point 
P is equal to the positive characteristic direction at 
the position C, (~+), and the slope of the straight 
line pS at point P is equal to the negative 
characteristic direction at the position C, (~_). 
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Rectangular grid for the solution by the 
system of specified intervals, ~t and 
~x: subcritical flow (upper graph), 
critical flow (center graph), and super­
critical flow (lower graph). 

5.3 Initial and Boundary Conditions 

Solution of the two partial differential equations 
Eqs. 5.1 and 5.2, requires an initial condition and 
two independent boundary conditions. 

Initial conditions. The necessary initial condi­
tions for unsteady free-surface flow are that all 
velocities and depths of water along the channel must 
be known at a given time. In this study, it was 
assumed that the discharge was constant throughout the 
reach at the initial time. Thus, the problem can be 
treated as steady non-uniform flow. Velocities and 
depths along the channel were then determined by 
computations of conventional backwater or drawdown 
surface profiles: depending on the downstream control 
conditions. This procedure used the standard step 
method. 
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Boundary conditions. One of the two boundary 
conditions is the discharge-time relation existing at 
the inlet cross section of the channel under study. 
This relation can be either expressed in a mathematical 
form, or given as discrete points of discharge at 
selected intervals of time. 

The other boundary condition imposed on the pro­
blem is that of a discharge-versus-depth relation at 
the downstream end, characterized either by a control 
structure or by the critical depth at a free outfall. 
This is the boundary condition that must exist for 
subcritical flow of the base discharge. 

If the base discharge is in the supercritical 
range or on a supercritical slope the boundary condi­
tion must be expressed at the inlet end. This 
function may take the form of a discharge-versus~depth 
relation. This condition, in combination with the 
condition of a discharge-versus-time relation is 
somewhat difficult to visualize physically; however, 
it is a necessary condition because the characteristic 
directions both have a positive slope and thus there 
is no influence of the downstream conditions on the 
upstream conditions. 

The following discussion presents a detailed 
analysis of these boundary conditions. Arbitrary in­
flow hydrographs were investigated to test and verify 
the computer program and also to provide results for 
evaluating the significance of variations in the 
hydraulic parameters. 

The boundary condition at the upstream inlet is 
given by an inflow hydrograph, Q(t), with no limita­
tion on the shape of the hydrograph. A hypothetical 
hydro graph , with a Pearson Type III distribution and 
four parameters, was selected for evaluating the 
effect of variations in the parameter, shown by Fig. 
5.4. Thus, the inflow Q at time t designated by 
Q(t) may be described by 

-(t-t )/(t -t ) t/(t -t ) 
Q(t) = Q

b 
+ Qoe p g p (t/t

p
) g p (5.32) 

in which Q is the constant base flow, Q is the 
difference getween the base flow and the pe~k flow, 
tp is the time from the beginning of storm runoff to 
peak discharge, and tg is the time from the beginning 
of the storm runoff to the center of mass of storm 
runoff, G. One hydro graph with arbitrary values of 
Qb, Qo' tp,· and tg was used in this portion of 
the study. The shape along with these arbitrary 
values of parameters are shown in Fig. 5.4. 

The boundary conditions at the downstream outlet 
are generally given by a stage-discharge relation. In 
this portion of the study a free outfall at the end 
of the conduit was assumed. For the free outfall a 
critical flow at the downstream end exists, with 

v 

-y;r 
1 (5.33) 

in which A is the cross section area and B is the 
top width of the downstream boundary. 

It was also assumed that critical depth occurs at 
a distance of 4.5 times the critical depth from the 
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Fig. 5.4. Hypothetical inflow hydrograph of a Pearson 
Type III function, Eq. 5.32, with the 
selected parameters: Qb = 6.21 cfs, Qo 
8.00 cfs, tp = 100.00 sec., and tq = 
150.0 sec. 

end. This assumption was also applied to the unsteady 
case, with critical depth computed from the base dis­
charge, Qb' Therefore, the total distance xL from 
the inlet to the downstream boundary is determined by 

(5.34) 

in which xF is the total length of the conduit and 
Yc is the critical depth for discharge Qb' 

For the case wherein the downstream end of the 
channel is restricted, it is necessary to know the 
relationship between the discharge and the corresponding 
depth. This relationship can generally be expressed as: 

(5.35) 

in which "m" and "m" are constants. These constants 
may be estimated from previous experience or computed 
from measured discharges and depths. In this study, 
these constants were experimentally determined for 
specific outlet geometry. 

5.4 Comparison of Three Finite-Difference Schemes of 
Numerical Integration 

Criteria for comparison of schemes. Comparison 
of the three finite-difference schemes, diffusing, Lax­
Wendroff, and the specified intervals scheme of the 
method of characteristics, for numerical integration 
and computer solution and the eventual selection of 
the most desirable for particular application depend 
on simplicity, stability, accuracy, flexibility, and 
the resulting computer time. 

The simplicity of a particular scheme is related 
to both the algebraic description of its numerical 
algorithm and the computer programming involved. 
Simplified algebra, however, does not necessarily infer 
simplicity in the computer algorithm. The stability 
of a solution infers that the process will coverge to 
a real solution. This criterion is sat~sfied in the 
case of solving the De Saint-Venant equations if the 
mesh size ~t/~x ratio is less than dt/dx, for any 
part of the (x,t)-plane used in the integration 
solutions. The accuracy of a method in this study 
infers that the algorithm will reproduce the initial 
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conditions for the steady state boundary conditions. 
As a corollary, the algorithm should be able to com­
pute the steady state conditions from any arbitrary 
initial conditions. If the algorithm satisfies this 
criterion, it may be inferred there will be good 
agreement between the computed and the observed 
quantities. The flexibility of a computer algorithm 
depends on the range of conditions the algorithm will 
accommodate. For the unsteady flow solutions, it is 
desirable that the algorithm provide for all conditions 
of depth, velocity, and discharge within expected 
physical ranges. Generally, this must include both 
the subcritical and the supercritical conditions. 
Since numerical procedures at some stage require 
interpolations, a computer decision is required to 
determine the appropriate interpolation. 

Properties of diffusing scheme. The diffusing 
scheme is the simplest of the three to develop and is 
represented in algebraic form. The stability of this 
scheme is assured provided the ratio of ~t/~x does 
not exceed the absolute maximum value of dt/dx at 
any point in the (x,t)-plane. 

The accuracy of the scheme, however, suffers 
during eventual periods of supercritical flow. This 
is because the characteristics intersect at a relatively 
great distance from the solution point. Accuracy is 
further limited because the dependent variables are 
assumed to vary linearly within the interval of 2~x. 
Thus, if the actual value of a dependent variable at 
a given x-position is more than the interpolated 
value, the computed value at the later time will be less 
than the true value. This produces a dampening effect 
in time at a fixed location. The greater the curvature 
of the free surface the more pronounced is this effect. 

To reduce this effect the physical size of ~x 
may be reduced, but this increases the computer time 
by the square of the number n of distance intervals, 
~x. Subsequent comparisons indicate the diffusing 
scheme requires more computer time than the other two 
schemes. 

Properties of Lax-Wendroff scheme. The Lax­
Wendroff scheme is an improvement over the diffusing 
scheme in that it accommodates the curvature in the 
variation of dependent variables. This, however, 
involves a more complicated numerical algorithm. 

The Lax-Wendroff scheme also results in a more 
accurate solution in comparison with the diffusing 
scheme for the same ~x and ~t intervals, without 
a significant increase in computer time. An indication 
of this accuracy is demonstrated in Fig. 5.5. The 
Lax-Wendroff method consistently produces the same 
depth over a very long period of time, whereas, the 
diffusing scheme produces a consistent change. 

With regard to its flexibility in accommodating 
a wide range of flow conditions, the Lax-Wendroff 
scheme possesses the same inherent limitations as the 
diffusing scheme. Thus, by the Lax-Wendroff scheme 
the further the intersection of the two characteristic 
curves from the solution point, the less accurate the 
solution. 

Properties of specified intervals scheme of the 
method of characteristics. Inherent complications 
in the specified intervals scheme of the method of 
characteristics are justified by its superior accuracy. 
Using this scheme, the points of solutions are at the 
intersections of characteristic curves, rather than at 
any point within the domain of dependence. 
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Comparison of diffusing scheme (Di), Lax~ 
Wendroff scheme (A~), and the specified 
intervals scheme of method of characteristics 
(C) in reproducing the steady initial con­
ditions along the conduit, at the distance 
x = 796.7 ft. 
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The linear interpolation of this scheme requires 
determination of the interpolation interval in order to 
accommodate flow conditions in both subcritical and 
supercritical regime. The accuracy of this scheme is 
demonstrated in Fig. 5.5; it is good when compared to 
the diffusing and Lax-Wendroff schemes. It is apparent 
that this finite-difference scheme of the method of 
characteristics produces a rapidly convergent and 
stable value, which is comparable to the same property 
of the Lax-Wendroff scheme. 

The non-linear interpolation in the specified 
intervals scheme of the method of characteristics 
for dependent variables along distances for a given 
time is an improvement over the linear interpolation. 
However, linear interpolation is used in producing 
results (C) of Fig. 5.5 for this method of character­
istics. 

Based on the previous comparisons and on the 
results shown in Fig. 5.5, it was decided to use the 
specified intervals scheme of the method of character­
istics on subsequent computations of analytical waves. 



Chapter 6 

COMPARISON OF RESULTS OF COMPUTED 

AND OBSERVED WAVES IN SUBCRITICAL FLOW 

6.1 Methods of Comparison 

The computed depths and the observed depths of 
flood hydrographs moving along a storm drain for the 
same physical conditions of the conduit and the same 
wave may be compared in numerous ways. A visual 
inspection of the plotted data as the first comparison 
presented in Appendices 3, 4, and 5, provides a 
qualitative comparison. Quantitative comparisons may 
be made in various ways depending on the comparison 
quantities that are considered important. The basic 
quantities compared in this study are the depth of 
flow as a function of time at fixed locations, and the 
depth of flow as a function of distance at fixed 
instants of time. The computed waves have the same 
initial and boundary conditions as the observed waves. 
The computed waves are obtained by numerical integra­
tion of the analytical equations of the specified 
intervals scheme of the method of characteristics, 
described briefly in Chapter 5 of this paper and in 
detail in Hydrology Paper No. 46. The observed waves 
are those physically produced in the 822-ft long con­
duit. Comparisons in this chapter refer only to the 
waves in the subcritical flow regime. 
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The comparison of computed and observed waves in 
supercritical flow should not be different from the 
subcritical flow, provided the two boundary conditions 
at the inlet of the conduit for the supercritical 
flow are properly defined. Therefore. any difference 
between comparisons in supercritical and subcritica1 
flow would be only a measure of how the assumed depth­
to~d~scharge relation at the inlet for the super­
crltlcal flow reflects the real physical relation. 

The wave property experimentally observed in this 
study is the depth as a function of time at selected 
locations along the conduit. A qualitative comparison 
of the computed depth versus time and the observed 
depth versus time, for a representative case, is pre­
sented in Fig. 6.1. In visual inspection the con­
clusion regarding the degree of agreement is a 
subjective decision. A quantitative comparison depends 
on the consideration of not only the difference in the 
depths at a given instant of time but also the differ­
ence in time for a given depth. A test of agreement 
could then be a statistic expressing the difference 
in depth at an instant. or a difference in time for 
a constant depth, or a combination of depth and time 
differences. 

4T 2!i4.;!.1 m:T AT !II!7.70 m:T 
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TII£ - SECINlS TlI£ - SECINlS 
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~ 
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Fig. 6.1. Type of comparison of computed and observed waves for a qualitative comparison by visual inspection 
with depth versus time for given positions. 
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Another comparison was made between the computed 
and observed wave depths along the conduit at success­
ive instants of time. The observed values are obtained 
from basic data on flood hydro graphs at different 
positions of the conduit. Figure 6.2 presents the 
typical experimental values, and the corresponding 
computed curves. These values-and curves represent 
instantaneous water surface profiles; differences 
between the depths at each position may be used as a 
comparison. The difference between locations of the 
same depth for computed and observed waves also can 
be used as a comparison. However. this comparison 
does not appear to be reasonable in the majority of 
the cases presented in Appendix 3 because of addition­
al errors involved in the interpolation of wave pro­
files along the conduit. 

A third comparison is made between the maximum or 
peak depths of computed and observed waves by consider­
ing them as a function of both time and distance. The 
maximum depth of a wave for a given conduit and for 
given boundary conditions is perhaps the most meaning­
ful comparison for the design engineer, because this 
depth eventually determines the conduit dimension for 
a given design hydrograph. A typical comparison of 
the computed and observed maximum depth as functions 
of distance and time is presented in Fig. 6.3. Appen­
dix 4 presents these comparisons for some experimental 
conditions for the experimental data obtained at the 
Colorado State University Engineering Research Center. 
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This chapter refers only to the general comparison 
of computed and observed flood waves. Both the com­
puted and observed waves are subject to errors. The 
general comparison then integrates the effects of all 
sources of errors. Chapter 8 of this paper presents 
a systematic discussion of errors, and effects of 
some of the simplifications in the coefficients of 
the two partial differential equations of gradually 
varied free-surface unsteady flow. 

6. Z Methods of Quali tati ve Comparison 

The observed experimental data on physical waves, 
subsequently called the observed data, and the 
numerically computed data by integrating the analytical 
equations, subsequently called the computed data, are 
compared in three ways. 

First, waves in the form of depth hydrographs, 
encountered at different points along the conduit, are 
compared. Plots showing the computed and observed 
depths of waves at given locations, as a function of 
time, are shown as the first graph of each run in 
Appendix 3. The graphs in Appendix 3 consist of wave 
plots at each position that depth measurements were 
taken, as well as a plot showing the inflow hydrograph 
as discharge versus time. The solid curves are the 
computed depths and the plus sign, +, indicates an 
observed depth (discrete points delineate the observed 
depth hydrographs). 

• COMPUTED 
+ OBSERVED 

,0. 
O[STANCE rROH INLET • rEET DISTANCE rROH INLET • rEET .". .; .... .; CIt .; 

.". "" -0. 0. 0. 
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Fig. 6.2. Type of comparison of computed and observed waves for qualitative comparison by visual inspection, 
of depth versus distance for given times. 
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Fig. 6.3. Type of comparison of computed and observed wave peak depths as functions of distance or time, 
for a qualitative comparison by visual inspection. 

Appendix 3 gives the results only of those runs 
of computed and observed waves that were conducted at 
the two conduit slopes, the nominal slope of 0.05 per­
cent (0.0005) which actually varied after adjust-
ment from So = 0.00048 (0.048 percent) to So = 
0.000550 (0.055 percent), and the nominal slope of 0.1 
percent (0.0010), which became So = 0.000990 (0.0990 
percent), after practical adjustment. For economy of 
reproduction, results of other slopes are not presented 
in this Appendix because it is considered that a small 
nominal slope (0.05 percent), and the double of this 
small nominal slope (0.1 percent) are sufficient to 
indicate the results of comparison for the subcritical 
regime. 

Second, qualitative comparisons are made for the 
computed and observed waves at an instant of time. 
The depth is plotted versus distance, which is also 
shown in Appendix 3. In this case, either three or 
six different times were chosen to represent the waves 
at different positions along the conduit. Again, the 
solid curves represent computed values while observed 
points are indicated by G However, depths versus 
distance are plotted from a horizontal line, rather 
than from the slope So' Therefore, some depths 
appear to have negative slopes, which results from the 
manner in which the depths are plotted. The negative 
slopes of the waves, plotted as function of distance 
for a given time, should not exceed the bottom slope. 

Appendix 3 gives the same results of-depth versus 
distance for given instants of time of computed and 
observed waves, for the same runs and the same slopes 
as those given in the comparison of depths versus time 
of the computed and observed waves at given positions. 
Introductory remarks at the beginning of Appendix 3 
explain these runs, and there presentation. The re­
sults of Appendix 3 refer to three particular sets of 
runs: (1) when the main conduit is used only with an 

inflow hydro graph at its entrance; (2) when the inflow 
is at the main conduit entrance and at one of the 
three lateral inlets; and (3) when the inflow is at 
the main conduit entrance and at each of the three 
lateral inlets. 

Third, the plotted comparison of computed and 
observed waves in the form of peak depths (with the 
peak depth defined as the maximum depth minus the 
base flow depth), versus both the distance and time, 
is presented in Appendix 4. The peak depths are com­
puted from the maximum depths attained by subtracting 
the constant base flow depth. The time in the plots 
of peak depths-versus-time indicate the times at 
which the maximum depths have occurred. Base depths 
were subtracted from the maximum depths to obtain peak 
depths for two reasons: first, to remove the shift 
systematic errors resulting from inaccurate measure­
ments of the base depth, and second, to allow for an 
expanded depth scale in the comparisons. The computed 
peak depths are solid lines, and points indicate the 
observed peak depths. 

Similarly as in the case of the plotted wave 
depth versus the distance for a given time, the peak 
depth is also plotted versus distance in the horizontal 
line rather than from the line of the slope, So' Be­
cause the attenuation rate of peak depth is greater than 
the slope, So' the plots in Appendix 4 do not show 
negative slopes. 

This appendix does give the results of peak depth 
versus distance and peak depth versus time of computed 
and observed waves for the same runs and the same 
slopes as those given in Appendix 3. Introductory re­
marks at the beginning of Appendix 4 also explain the 
runs, and their presentation. These runs refer to the 
same three cases: (1) inflow at the main conduit 
entrance only; (2) inflow at the main conduit" entrance 
and at one of the three lateral inlets; and (3) inflow 
at the main conduit entrance and at each of the three 
lateral inlets. 
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In these three approaches of comparing computed 
and observed waves, the method of comparison showing 
wave-depth as a function of time provides the best 
comparison, because the amount of observed data is 
much greater in this case. Besides, the measurements 
of depth are taken continuously in time at different 
positions along the conduit. The method of comparison 
by the depth versus the distance shows the shape of the 
entire wave at different times as it traverses the 
conduit. 

Even though the depths are plotted from the 
horizontal line and not from the slope, So, this 
second method of comparison shows how the wave becomes 
steeper, changes shape, and attenuates with time. 
However, in this case, there are only as many observed 
points as there were observational positions. The 
comparisons of peak-depth versus distance and time 
are illustrations of the rates of attenuation of 
various waves. Here again, there are only as many 
observed points for comparison as there were observa­
tion positions. 

The comparison of wave forms as a function of 
time and as a function of distance are dependent 
upon their respective origins. The computed wave 
forms are based on the time origin defined by the 
start of the inflow hydro graph at the beginning of 
the conduit reach or at x = O. 

The observed wave forms were the consequence of 
an inflow hydro graph as recorded at the measuring 
orifice. The orifice was upstream of the assumed 
beginning of the channel, and in a full conduit flow. 
This was necessary because of the baffles and transi­
tions from the closed conduit flow to the conduit 
free-surface flow. However, this approaching length 
introduced the effect of a time shift in the boundary 
condition of inflow hydro graph, roughly equal to this 
conduit section length divided by the mean velocity. 
This condition also tended to modify the hydrograph 
shape due to the change in storage in the free-surface 
portion of this transition section. No direct 
quantitive evaluation of these effects was attempted. 
The comparisons that are made attempt to reduce the 
difference in the time origin by shifting the computed 
depth-time wave so that the peak depths of the com­
puted and observed peaks coincide. 

6.3. Results of Qualitative Comparisons 

A review of various graphs in Appendices 3 and 4 
reveal some patterns that warrant a brief discussion, 
though the discussion is based on visual inspection. 

Many depth hydrographs (depth versus time) at 
given conduit positions show significant shifts both 
vertically (shift in positions of base flow depth) 
and horizontally (shift in time of the peak) in the 
case of both the inflow at the main conduit entrance 
only, and the inflows at the main conduit entrance and 
at one or at all three lateral inlets. 

Two main reasons can be cited for these differences 
for the subcritical flow regime and the inflow hydro­
graph only at the main conduit entrance. First, the 
constant vertical depth difference between computed 
and observed hydrographs results from an error in 
the measurement of the base flow depth. It was also 
possible that the transducer output was not zero 
for the base flow depth. This resulted in a constant 
shift of all observed depths, but this is easy 
to eliminate, provided the observed base flow 
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depth is shifted to coincide with the computed base 
flow depth. 

Second, the constant time shift between the com­
puted and observed depth hydrographs may be the 
result of an error in determining the time between the 
wave passing the flow measuring orifice meter and the 
x = 0 position of the conduit. Besides, coordinating 
the observed time at x = 0 and the computational 
time at the same position may result in a systematic 
time shift. This constant shift can also be corrected 
for the sake of comparison. 

Both the depth and time constants shifts of 
various runs, with the inflow at the main conduit 
entrance only. were not corrected in presenting the 
data in Appendices 3 and 4 in order to obtain various 
qualitative and quantitative comparisons. They re­
present experimental, systematic errors, and are kept 
as such in comparison. However, these systematic 
errors or shifts are mainly in the observed waves as 
observational errors. 

For the systematic shifts at depth hydrographs 
in case the inflows are both at the main conduit 
entrance and at one lateral inlet only, or at all 
three lateral inlets, an additional shift results from 
the error in estimating the heat losses at the junction 
boxes. Because the differences of head loss at junction 
boxes between the computed and observed waves accumulate 
in the case of three lateral inlets, and because 
they are superposed to the systematic shifts of the 
base flow depth and the time, the systematic error­
difference should be either larger at the upstream 
part of the conduit and smaller at the downstream 
part, or the opposite, depending on whether the 
systematic errors in the estimates of head losses are 
of the same or opposite sign as the base flow depth 
and time shifts. 

Similarly, for the shifts in depth hydrographs at 
given positions, the shifts both in depth and time 
are identifiable for the wave profiles as the depth 
versus distance representation for various times. 
Appendix 3 clearly demonstrates these various shifts. 
However, it is not easy to determine which of the two 
shifts predominates and should be taken into account. 
The difficulty of determining the shifts is compounded 
by the way of plotting depths versus distance, since 
they are plotted from the horizontal line rather than 
from the corresponding slope line (So), 

Similar systematic shifts are shown for the com­
parison of peak depths versus distance or peak depths 
versus time between the computed and observed waves 
(Appendix 4), as it was shown for the two previous 
qualitative comparison by visual inspection. However, 
these shifts for peak depths seem to be relatively 
smaller, on the average, than for the total depth 
hydrographs or total wave profiles along the conduit. 
This should be expected since the constant shift in 
the base flow depth and in time should have the least 
relative effect on the maximum depths, and therefore 
on the peak depths. 

The hypothesis that the systematic transverse 
oscillations of the wave in the free-surface con-
duit flow, or that standing wave phenomenon has 
occurred along the conduit, thus producing the systema­
tic depth shifts, must be assigned a smaller probability 
than the unaccounted shifts in the voltage of pressure 
transducers. No significant transverse oscillations 
were observed, however. 



Visual inspection of graphs presented in Appendices 
3 and 4 leads to the following general conclusions: 

(1) Taking into account the systematic depth 
and time shifts in observed waves, the agreement 
between the computed waves, which are obtained by 
using the specified intervals scheme of the method 
of characteristics, and the observed free-surface 
waves, which are recorded in the 822 ft long conduit, 
is reasonably good. This good agreement is surprising 
due to various sources of systematic and random errors 
in both the computed and the observed waves. 

(2) The attenuation of flood peaks along the 
conduit or in time, which is the most practical design 
aspect of the comparison of computed and observed 
waves, also shows a very good agreement provided the 
systematic shifts are taken into account or corrected. 

(3) Because of effects of systematic errors in 
the experiments, it is likely that these erFors, on 
the average, are either of the same order of magnitude 
or of the larger magnitude, than the difference be­
tween the analytical waves (waves accurately inte­
grated from the two partial differential equations) 
and the physical waves (true waves in the conduit 
without systematic and random errors). Therefore,' 
the above comparisons can not detect the differences 
between the analytical waves and the physical waves, 
which result from basic assumptions in the derivation 
of the continuity and momentum partial differential 
equations of gradually varied free-surface unsteady 
flow. 

(4) In general, the waves computed by the 
integration procedure in this study, using the most 
complete partial differential equations. should be 
considered sufficiently accurate for all practical 
purposes of storm drain design. 

6.4 Quantitative Comparison of Results by Depth­
Versus-Time Relations 

The computed and observed depth-versus-time waves 
at a given point were compared in five different ways 
The definition of terms is graphically presented in 
Fig. 6.4. These terms are: 

(1) The depth hydro graph area (the total area 
under the wave hydro graph minus the area of the base 
flow hydrograph); 

(2) The first moment of the depth-hydrograph area 
about the time of the maximum depth; 

(3) From the first moment, the time from the wave 
peak to the centroid of the depth hydro graph area is 
computed with tc defined as this characteristic time 
of the depth hydrograph, 

(4) From the second moment the standard deviation 
of the depth hydrograph area about the time of the 
maximum depth is computed by 

cr 
p 

= [ft2 Ydt] ~ 
fydt 

with A the area of depth hydrograph; and 

(6.1) 

(5) A dimensionless parameter defined as the ratio 

R 
cr 
-P.. 
t c 

(6.2) 

The areas of depth hydro graphs provide a bulk 
comparison without regard to the distribution of the 
depth hydrographs. The first moment about the peak is 
a measure of symmetry; tc is an indication of 

Table 6.1. Quantitative comparison by five parameters 
of computed and observed waves at given 
three conduit positions, with no correc­
tions for shifts in observed waves. 

y 
Depth Hydrograph 
Area = I ydt 

Cen troid of the 
Depth Hydrograph 

= /tdA /tydt 

fdA /ydt 

Yo J Base Flow Depth 

Fig. 6.4. Definitions of basic magnitudes 
of the wave-depth hydrograph. 
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symmetry. A negative tc indicates that a majority 
of the depth hydrograph lies under the ascending limb, 
a positive tc indcates a similar condition under 
the descending limb. All but two of the computed t 
values were positive, as shown in Tables 6.1 and 6.2~ 
The standard deviation of the depth hydro graph about 
the peak, 0p' is a measure of the dispersion of 
the wave-form about the peak. and the closeness of 
the computed 0p to the observed 0p indicates how 
well the computed depth hydrograph matches the observed 
depth hydrograph. Similarly, the ratio R measures 
the closeness of the computed and observed hydrographs. 

These same five comparisons were also made with 
the observed peak depths shifted in time. so that the 
observed time, t c , from the wave peak to the wave 
centroid was the same as for the computed value of 
tc' This was done because the first and second moment 
comparisons 'are dependent upon the position of observed 
peak. and because the fluctuations of observed depth 
were such that most waves had several points that 
could have been specified as the wave peaks. Thus, 
the time to centroid of the observed and computed 
waves were made coincident. 

In general, the time shifts necessary to equate 
the tc values for computed and observed depth hydro­
graphs were less than S seconds. Th ... comparison of 
five parameters for the corrected times of peaks of 
observed waves are given in Tables 6.3 and 6.4. The 
shifts listed in Tables 6.3 and 6.4 are positive for a 
shift toward the time origin and ne.gati ve for a shift 
away from the time origin. 

computed and observed values for all five para­
meters are plotted for no shift in Fig. 6.5 and for 
shifted peaks in Fig. 6.6. It should be noted that the 
points in these figures are not independent. That is, 
there are either three or six related points for each 
run which all make up a related group within the points 
of these figures. 

The depth hydro graph areas are not affected by the 
shifts in peaks and so both of these comparisons are 
approximately the same. The only differences result 
from the condition that points were not plotted in 
Fig. 6.6 for any of the parameters if anyone of them 
was negative. Thus, whenever a shift in a peak elimin­
ated the negative value in the parameters of compari­
son, that comparison will appear in the plots of Fig. 
6.6 but not in the plots of Fig. 6.5. 

Comparisons of the hydrograph areas are consistent, 
that is, nearly all the values fall within the ±20 per­
cent error-curves, as shown by Figs. 6.5 and 6.6. The 
unshifted first moments, however, show considerable 
scatter, with nearly 50 points falling outside the 
±30 percent error curves. The effect of shifting the 
observed peaks results in reducing this number of 
outside points to only four, most points moved within 
the ±20 percent error-curves. The plots of the com­
puted and observed times from peaks to centroids of 
wave hydrographs show almost a random scatter for no 
shifted observed peak times, and no error for the 
shifted times, by definition. The comparisons show 
the standard deviations of wave hydrographs about 
peaks to be, for most data, within the ±20 percent 
error-envelopes for the unshifted points, and within 
±10 percent error-envelopes for the shifted observed 
peaks. Similarly, comparisons of the ratios of Eq. 
6.2 are scattered but they are generally within ±30 
percent error-curves for the unshifted peaks, and with­
in ±20 percent error-curves for the shifted peaks. 
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The comparisons in Tables 6.1 through 6.4 and 
in Figs. 6.5 and 6.6 refer only to cases that treat 
the inflow of water only at the main conduit entrance 
as presented in Appendices 3 and 4. They do not refer 
to any inflow through the three lateral inlets. 

Results on the runs that do involve inflows 
through lateral inlets are not summarized in the form 
of quantitative comparisons of the five parameters of 
comparisons, because of difficulties of applying the 
parameters as defined in Fig. 6.4. 

6.5 Quantitative Comparison of Results by Depth-Versus­
Distance Relations 

The computed and observed waves as seen at an 
instant of time were compared by measuring the de­
viations between the corresponding points of computed 
curves and the points of observed waves at the positions 
of observation. These differences are listed in Tables 
6.5 through 6.8. They give the depth deviation either 
at three or at each of six positions, x = 50.00, 
254.24, 387.70, 462.56, 669.89, and 771.55 ft; absolute 
average deviation of the six points for each instant in 
time; and the ratio of the average difference of six 
differences to the conduit diameter. The mean of this 
ratio of the average difference versus the diameter 
for all runs and all times is 0.0256. The standard 
deviation of all differences is 0.0954 ft. Thus, if 
the distribution of these deviations is assumed to be 
normal, this last figure indicates that 67 percent of 
the computed points will fall within 0.0954 ft of the 
observed points. Again, the comparisons refer to runs 
for inflows only through the main conduit entrance. 

6.6 General Comparison of Results by Wave-Peak-Depth 
Versus Distance and Time. 

In Appendix 4, the computed and observed wave­
peak depths are shown plotted versus both distance and 
time. For a quantitative comparison, the five para­
meters as defined by Fig. 6.4 are not applicable. 
Therefore, it was decided to make general visual 
comparisons of computed and observed data, not only for 
the observed data in thi~ study but also with other 
data, on the rate of attenuation of flood peaks along 
free-surface flowing circular conduits. For this 
purpose, data on the attenuation of flood waves in 
partly full pipes, obtained experimentally at the 
Hydraulics Research Station, Wallingford, Berkshire, 
England, were used [4,5]. 

Graphs in Appendix 4, as stated above, are com­
parisons of computed and observed data on peak depth 
attenuations with distance and time as obtained in 
this study. The summary of experimental data obtained 
at Colorado State University, used for this comparison, 
are given in Table 6.9. Similarly, the summary of 
experimental data obtained at Wallingford, and used 
for this comparison, are given in Table 6.10. The 
graphs in Appendix 5 give the observed attenuations of 
peak depths versus distance or time of the Wallingford 
data and the computed attenuations by using the 
specified intervals scheme of the method of character­
istics. These computations were made by using the 
inflow hydrographs of the Wallingford Report No. Int. 
31, Fig. 2 of reference [4], for the conduit condi­
tions used in the Wallingford study (3 inch diameter 
and a 300 ft long). The comparison of computed waves 
and observed waves at Wallingford was possible only 
for the peak depth attenuations, because this was the 
only dynamic wave data available in the report. 



Table 6.3. Quantitative comparison by five parameters of computed and observed waves at given three conduit 
positions, with corrections of observed peak depths shifted in time. 

TOTAL ARtA or WAVE rlRST MOPENT or TU£ rROPt PEAK TO Sf &riDARD DEY I A TI ,,. or 
rOR" AlOVE 8AS[ I.RtA '80UT P[AK t[mRO I D or WAVE rOM WAVE fOR" AlOUT PElK R'TI~ 

Rt!N SHIrt (rT-stCI CrT-stC21 rstci (SEtl 
flO. e$[CI OIS[RV£D COMPUTEO OISERVED COMPUT[D OISERVED COtPUT£D OBSERVED to ... "VTED oeSER'lED C~P1>· .. ·1'[:t 

82ARSt 5.t5 2.69 2.5' 2'.56 2'.50 10.55 10.54 22.75 !lO.OI 2.t6~ 2.U~ 
I2I.RSt 2.''':' 1.76 1.59 tl.21 ".59 tG.56 10..57 9.99 2t.66 .M' 2.=U 
821.RSI -20.'2 -.02 .6' -.1' 5.90. 9.20 9.1' 5.9t 15.06 .6" t .~59 

821.052 5.'0 26.'" 2'.56 '90.51 '51.'5 ".5' 11.55 51.55 ".08 2.080 2.6" 
82&052 1.25 2t • .It ".76 592.01 5'1.9f 27.65 21.66 '0.90 '6.0t t.,79 t .6~' 
82&052 ·'.1' 11.56 15.9' 5.2.1' '99.75 51.56 '1.56 '2.01 ".19 1."2 '.'~9 

8~A055 ·2.58 59.'2 56.11 '00.11 156.52 20.57 20." '5.1' Sf .22 2.2'5 2.5t5 
821.OS5 5.64 5f .65 21.71 ",.f2 "6.15 2'.51 2'.58 47.29 '7.'5 t .667 t.672 
82AOS5 ·'.12 21.15 2'.'2 156." 7".22 '0." SO." ".54 ".75 1.'57 1.·&70 

85AOSt 16.9' t .65 5.'2 52.52 '7.50 19.66 ".66 2' ." 54.25 1 .08' t.7'2 
851.051 7.71 f." I." 15.'2 19.79 to.7' to.7' '2. t7 ".0' I. t" 1.679 
851.051 ·'.P' -.56 .It 1." -." -,." -'.94 '.9' ,. t6 -I. aGO -t.G5' 

851.0S2 -f .'2 15.6' f5.95 55.59 56.0.' 2.26 2.26 19." 20.71 •• 6t2 9.179 
''''0$2 ·'0..50 ".96 t5." 151.1' ,,,. ". to." IG.1S 26.51 21.98 2."6 2.050 
851.0S2 5.56 '5.62 ".Of 29'. I' '02.71 21.6t 21.60 50.6' '1.7' 1 _". t •. &71 

851.055 ,. II 55.2' 56.'1 619.6t 156.71 20.15 20.76 ".t. 52 •. 7' 2.0'0 2.5'5 
"I.0SS 2.'7 28.,1 51.2' 7'5." "5.'0 26.11 26.12 '5.02 50.,7 1.6'1 I.'" 851.055 -5.70. 25.11 2'.27 559.75 611.51 21.77 21.71 55.'7 5'.6f 1.629 1.120 

C21.0S2 -•• 15 ".95 55.16 982.71 691.17 1'.67 1'.61 ".7t '9.72 2.527 2.521 
C2&052 -5.7' SS.2' 2'.55 t059. I' 'SS.67 2'.50 29.50. '6.51 '9." f .572 1.672 
C2A052 6.iS SS.I' 2'.5t 1212.62 "6 •• t S'.55 ".55 , .... .&7.91 f.'15 1.517 

C2AOSS -12.29 67.85 '6.61 1ft. 'S .... 1 .. 10." to." '''.2' 59.17 '.220 '.80' 
C2AOSS -".5' 5". Of SI.59 tt5G.6S '20..66 2f.27 2'.Z1 '5.54 59.15 2.0'7 1."1 
CZI.OS5 'S.66 50.14 55.91 "71.61 to.&7.96 29.12 2'.12 '5.91 "'.02 1.577 t • .&11 

eSlost , .os '.77 to.l1 95." 11 t.'O to.,,& to.M 25.2' '1.55 . 2.31t 2.86S 
"AOS' -,.,6 1.16 7.6' 100.10 t06." U.tt ".9' 2'.91 26.56 1.785 t •• 99 
"AOSt '.2S '.IS '.11 11.55 U'." ".55 ".55 22." 26." 1.250 1."0 

"I.0S2 .01 25." 26.59 59'.6' '" .2S t6.7' 16.72 "."2 '" .89 2.299 2.506 
CSAOS2 .... II." Z' .06 56'.7'5 "79.90 22.7' 22.7' ".54 " ... f ."6' t .150 
C 51.0 12 6." fl.SO ".61 527.90 561.72 ZI.15 21.15 57.'6 59.61 , .29' , .'75 

C5I.OSS ·'.15 ".61 ".61 '21.92 565." '.22 '.22 5Z.2' 55.1" 5.50Z 5.'56 
,5I.OSS 1.69 Z, • ., 5Z.19 556.10 611." '1.64 ".65 SS.IS 5".15 1.777 1.'69 
CSAOS' 7.11 52.16 S'.65 '''.06 "'.0' 2'.19 25.19 57." '7.6S 1.'''2 1.455 

D2ARSI 7 •• " 2'.'7 '&Z.K 66'.22 '567.11 5'.'2 51." 75.21 6' .,. 2.'6' t.952 
DZARS' 21.57 ZI.'7 55." 1211.69 1611." '6. It '6 •• t ".71 69. t, •• 21 1.'1'6 
D2MS1 -1.'1 S2." 2 •• " '52 ••• 2 12t1 ... ,6." '6." 61." 62.t1 1.291 t ."2 

DZA"I -7.11 42.11 55.17 '106.'2 '25.84 25.55 25.M 55.55 12.'2 2.215 2.2'5 
DZADSt -." 21." 29.1' 1156." "M.lt 51.71 51.71 55." 5I.9~ f .'71 1.565 
D2AISt 27.'f 2 •• " 25.59 tU1.S'S "1.75 " .6' '1.62 55.11 16. t I 1.2" t.'" 
D2A'" ·I.H ••••• 77." '15'." "t •• " I,." 1'." ".IS '0.6t Z.527 Z.6U 
02"" .•.. , M •• •• H " ... M " •• N D.IS B.IS ".'1 52.'S 1.66.& '.77'5 
DUtI' 21.'2 N." 11." 22" •• 2tZl." ••• ••• ".26 ".7' t.42' t.'61 
D'I.OSf -2.7' 11.55 17.55 '10." 206.9' tt •• 0 t 1.79 51.'2 52.51 2.656 2.i"5 
D"05' -.66 !t.12 ".0' ,.,. " 22'." f5.90 11.89 27.55 29.'" t. 719 1.152 
DSlOS! '.20 to. 65 ".17 220.71 2'6.'S 20.76 20.76 26.91 29.5' t .296 1." , 
D'&GS2 -,. '7 IS." 51.22 tt56.21 '226.95 21.01 21.07 50. t2 5t.5I 2.57. 2 •• '" 
~~!OS2 -6.0' 42.12 10.09 '260.5.& 1502.16 ,o.00 ,o.00 55.55 55.'5 t.7U , .1.2 
DSA052 6.06 ". " '1. " 12K.77 "'I.e ".'6 ".'6 '5.71 ".n 1.'55 t .55' 

DSAOS' -.1t 61.11 7'.6' t064." tfT'.52 11.68 11.68 "'.5.& 46.16 2."0 2.'" 
OSA.55 -1.91 52.Z. 65.51 122'.51 , ... ,.76 25." 2S.'S ".16 '7.20 t. '44 2.015 
DSA.S5 I." N." ..... "'.ts 741 .... 'Z.11 'Z.11 ".2t '7.96 2.64' '.02Q 
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Fig. 6.5. Quantitative comparison 
of five parameters mea­
suring differences be­
tween the computed and 
observed wave-depth 
hydrographs. The case of 
no corrections for shifts 
in time of observed hydro­
graphs. 
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Fig. 6.6. Quantitative comparison of 
five parameters measuring 
differences between the 
computed and observed wave­
depth hydrographs. The 
case of corrections made 
for the shifts in time of 
observed hydrographs. 
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Table 6.5. Qualitative comparison of computed and observed depth-versus-distance wave profiles • 

.. OlrrtR£NC£S IN raT BETIGN OISERytD AND (_UTED POINTS .. .. Dlrr£RtNC£S IN raT I£TIGN OIS£RytD AND COI'PVT£D POINTS • 

POSITIONS AytRA~t/:lIA POSITtONS AvtRA~t/D1A 
RVN TIt< 2 , , I 6 AVERAGE RATlO RVN TIt< 2 5 , I 6 AVERAGE RATIO 

82lRSI 50.'5 -. tOO6 -.0'59 -.0618 .Q718 .02'52 (2l0S2 50.2t .0606 -.2269 -.2050 • :6':2 .05610 
82AR51 60.26 -.0866 ... U65 -.0651 .06'5 .02255 (2l0S2 60.01 ".2'7' .2655 -.2015 .2'14 .0811' 
82ARS' 90.'0 ".0102 -.0.&61 ".05,. .059' .02Q,' (2AOS2 90.29 -.1789 ".269' ... 1982 .2155 .07565 
82lRS! 120.15 -.0856 -.0'08 ".0-'17 .0560 .01915 (2A052 120.t6 -.16S. -. It 27 -.1588 .1456 .04977 
82ARSI 150.26 -.0872 -.0.&0' -.0581 .0619 .02lt6 (2AOS2 '50.05 -.22" ".1652 -.1505 .1716 .05866 
82ARSI 110.'0 -.0164 -.0569 -.0'82 .0658 .02182 (2A052 ttO.2' -.2U4 -,1615 -.10.6 .1651 .05641 

(2AOS2 2tD." -.2-'19 -.1726 -.It 17 .175' .05995 
82l0S2 50.12 .G865 -.0172 -.0589 .0742 .02555 (2A052 2'0.52 -.2522 -.1605 -,'567 .1851 .06257 
82A052 60.25 -.1212 -.0676 -.0464 .0784 .02678 (2AOS2 270.19 -.2596 ".1799 -.14" .1945 .06645 
82AOS2 90.01 -.0851 -,0109 ".056' .Oi .. S .02540 
82AOS2 120." -.0654 -."96 .2052 .1054 .0555" (2AOS5 50.' , .0965 -.1961 ... 1705 .1542 .05271 
82A052 150.26 -.06" -.OS61 -.0579 .0518 .01770 (2A055 60.22 -.2985 • ""2 -.1656 .1928 .06588 
82AOS2 110.05 -.072. -.0527 -.02" .0"" .01480 C2A055 90.00 -.2229 -.2400 -.16'7 .2089 .07157 
82l0S2 210. IS -.0761 -.0570 -.021S .05~O .011"6 C2A055 120.11 -.2514 -,0141 -.170~ .1~20 .05556 
12l0S2 2'0.21 -.01S. -.0457 -.05" .0512 .01748 C2AO('5 150.22 . -.2767 -.1165 -.0985 .1658 .05599 
82AOS2 270." -.1696 -.0500 -.0571 .052" .01792 C2l01S 'to.OI -.297S -,1709 -.0786 .t825 .06250 

e2l0n 210.12 -.5240 -,118' -.0996 .2041 .06976 
82AOU SO.27 .02"9 -.0519 -.OS81 .0"'5 .0162" C2AOS5 2'0.25 -.5"2 -.1955 -.a78 .2285 .07807 
82A055 60.20 -.1064 -.0591 ·.O~" .0714 .02'&'1 C2AOU 270.01 -.''''6 -.2509 -.1665 .2.&90 .08509 
82AOSS fO.IS -.1050 -.0955 -.0515 .08'2 .0284.& 

VI .2A055 fZO.05 -.071" -.055<1 .261Z .1295 .0"420 C5AOSI SO.09 -.OOIS .U76 .06" .0598 .01SS9 
(.0 82l0SS tlo.SS -.1956 -.1I1t -.015' .0559 .01909 C5l0S1 60.17 .1795 .0667 .0755 .0758 .0252' 

82AOSS Ito.26 -.095' -.08t -.0200 .U70 .01606 C5Aosr 90.26 .014' .0112 .0650 .0669 .02285 
12AOSS 210.1' *.104. -.0"0 -.OISl .05" .0182' CSAOSI 120.'" .0821 .0705 .0576 .06" .02165 
.2AtllS Z"I.ll -.IOSO -.0515 - • .,7, .0571 • Of 95' C5A0SI 150.01 .0111 .077' .071' .0759 .02595 
12AOS' 270.0' -.09" -.0'" -.nso .0562 .0"22 CSAOSI 110.16 .07'" .0"01 .062S .059" .02050 

ISAOSI ".11 .01,1 .0201 .0097 .0166 .00561 C5AOS2 SO.20 .012t .07" .0562 .0'75 .01625 
ISAOSt 60.SO .0221 .U20 .02'1 .0296 .01012 C5l052 60.07 .017' ".0085 .059' .osu .01775 
l"'OSf fO.Dt .1211 .0201 .128 .0212 .0072' CSA052 90.27 .0156 .0099 .058" .0515 .01755 

C5AOSZ 120.1' .0906 .0191 .0815 .0659 .02185 
"AOS2 SO.SI .u .. .. ," .0'61 .0156 .00s5t C5AOS2 150.01 .016t .0569 .0675 .065' .02168 
15AO$2 60.26 -.1201 .1'4, .OUS .07'6 .025'" CSAOSZ '10.22 .0122 .0550 .0687 .06tS .02095 
15AOS2 ".22 .onz .01'2 .0200 .0'4, .00506 (SAOS2 2tO.09 .075' • ''''2 .0709 .0594 .02050 
ISlO$2 120.'1 • 00 to .1271 .0250 .0199 .00610 CSlOS2 Z40.29 .0152 .00&72 .0125 .0685 .02"5 
15A0S2 tlt.ts .. '''' ."'2 .0201 .12'9 .00116 
l"'OS2 1tD.Of .1' " .1261 .12" .0206 .00705 C5Aon 50.01 -.'''6 .0561 .007' .0251 .00858 
l"OS2 2tt.01 ."21 .15Z6 .un .OZ40 .00822 CSlOSS 60.tO -.0527 .0"2 .0258 .0556 .011" 
ISlO12 2 ..... .IISI .1'" • 1294 .'Z"S .001'2 CSAon 9O.1S .0070 -.0529 .0251 .0219 .007" • 

CSAon 120.20 .0286 .01" .Otto .0220 .OO1S5 
I"OSS SO.SS . OS" .Ino .0122 .1210 .00716 C5l0SS 110.25 .1059 .... , .0151 .011Z .00'." 
,'''OS, '1.52 ·,'250 ..... .1201 .OS61 .01257 (SAOSS 110.2' -.oOt, .0050 .0011 .00'9 .00167 
I"'OSS .1.52 .f'" ..... , .1'15 .0217 .007" CSlOSS 210.02 • II os • totO .01'7 .0054 .00186 
ISlOSS f21.SI .15Z1 ... .,. .un .. '" .00559 CSlOSS Z ... 17 .lIn -.0011 •• ns .ooa9 .OOSO' 
''''OSS 110.50 .12" .12" .'00' .0'1. • co 61 4 
'SlOSS 'IO.U .11. .1212 .I1M .OIf6 .00566 D2ARSI st ... -.11" -.2075 -. '"2 .1'8t .06.&27 
'SlOS' 210.2' .12Z1 .1'" .'Z" .0227 .00776 DZARSI ".tT -.OSOI -.'67' . -.11S9 .2"'7 .01021 
'SlOSS 2'0.2' .1"" .12'T .02n •• 2SS .00165 DZARSt 9O.2S -.to,7 -."'" -.1165 .152' .05222 
.1A01I 21 •• 21 .1211 .12S1 .I2TI .0265 .00191 DZMS! t2'.SS -.'IM -.1652 -.1197 .1"5 .0.&90' 

DZARSI 110.1' -.t612 -.064' -.'165 • '029 .05517 
DZARSI 110." -.1'" -.,,'1 -."ot .0555 .01127 
D2MIt 2".2' .11" -.U7, -.IZl9 .0'" .01567 
D2MSt 2".51 .1194 -.11<12 -.IS', .0617 .0211 0 
DZARSt 211.11 • OJ" -.I21S • .... 2 .,." .01512 
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Table 6.7. Qualitative comparison of computed and observed depth-versus-distance wave profiles 

- Dlrr[R(NC[S IN rEtT 8tT.uN otstRVED AND COt'IPVTtO POINTS - - D.rrER£NCES IN FUT etTh££N OBSERVED AND CO"VYEO POINTS -

'OSITIONS AVERAGE/OIA 'OS IT I ONS AVERAG[/OIA 
ItVN TUI: 2 , .. , 6 AVERAG[ RATIO ItVN TUI: 2 , .. 5 6 AVERAGE RATIO 

9 20,01 .0920 ·.01'2 .0415 .0017 ·.0472 .0"" .0407 ,01589 " 20.11 .1"" ·.0221 .071' -.0022 -.UII .0286 .0~9 .01740 
9 "0.16 .1079 ·.0212 .OU9 .007S ·.0"85 .0490 .046" .01S8i fI "0.2' -.06" .,''' .0'95 .0016 -.0"6' .0271 .0586 .02002 • 60.2' -.1802 .1551 .516" .0015 -.0'.&0 .0457 ,"49 • 0461 0 " 6'.52 -.OSP5 -, '490 .175' ,2207 -.05'2 .0266 .11S1 .05888 
9 '0.'2 -.11" -.0549 -.05" .0256 -.0596 .05,a .0521 .01780 " '0. I 0 .0292 -.077' ·.0579 -.155' .1"6 .0552 .07" .0255" • 100.07 .0271 -.0711 -.,705 -,1211 •• 0 .. .1858 .0817 .02791 tt IU.20 .0065 -.0279 .0621 ·.0145 -.1646 .0556 .0511 .01771 • 120.15 -.0520 .OD65 . .,0. -.121 I -.0115 -.04" .0526 .01799 tt 120." .0"2' -.0550 .0656 .0016 -.1607 .0095 .052" .01791 
9 140.2' .0625 .0206 .1081 .00'" •• '9'" .0256 .0521 .01780 " 140.09 .05"6 -.OUI .0517 .0195 -.0558 .010' .0514 • 01 074 
9 160." .0517 ·.0077 •• 676 -.0050 -.1116 .01" .0591 .~I"a " '60. '9 .0164 -.0225 .0491 .0217 -.noo .0570 .0295 .01010 • 110· 07 .0511 -.'156 .0590 -.001 I ·.0165 .OU8 .02"5 .00857 11 tlO." .022' -.0010 .066' .1152 -."'54 • .,57 .0511 .01088 • 200.15 .0151 .0172 .0606 ·.OOt 1 ·.OOt9 .0452 .02'2 .00792 
9 220.2' .0095 .0216 .0519 .0060 ·.0571 .05" .0512 .01065 'Z 20.11 .0726 -.0'96 .1001 ·.0179 ·.0568 .0507 .0564 .01921 
9 2 .... " .0016 .0051 .0665 .0010 ·.0227 .OS91 .02'6 • a 0806 IZ "0.04 . usa .0759 .091S -.0114 • •• 517 .011 0 .0'95 .01692 
9 260.06 -.0077 ·.00" .0'97 .0'" -.0172 .057" .0224 • 00767 t2 61.22 ·.t56' ·.022' .211S .1219 -.0491 .• 0927 ."02 .OS167 
9 2'0.14 .0042 -.009D .0.&'6 -.0016 -.012' .0"" .0195 .00658 '2 10.01 -.1015 ·.2'05 -.0126 ·.'U' .0192 .0590 .08i2 .02980 

IZ 100.25 -.Ollt ·.0795 .0550 ·.2"01 ·.1'27 .Oi21 .0965 .05292 
19909 20.25 .2790 .2092 .2890 .2,o7 .197' .2662 .2452 .01581 '2 t2'.11 .02" .. "''' .'0'" -.OIt5 -.2270 -.0165 .0822 .02801 
19909 '0.19 .15.7 .2011 . • 29'" .2296 .1957 .2687 .2250 .07690 12 "' •. n ·.0052 ·.0'7' .0156 -.0201 .. "" -.0566 .0587 .02005 
'9909 60.1' .0552 .2825 .2166 .2290 ,1959 .2665 .2195 .07'9" 

" 
160." ·.0'" ·.06'0 .06"0 -.036' -.0'21 .0070 .OS7' .01277 

It90' 10.07 -.1671 .'6OS .2'" .1075 .1967 .2657 ."52 .10771 '2 " ... , .0051 -.1"'7 .076' -.0250 ·.0648 .00'9 • OS It .0106' 
1990P too.OI -.0521 -.0576 • .,'6 .1.,7 .7066 .268" .197' .067'" 12 200.1' -.01" ·.nss .'79'7 ·.0 ...... ·.0717 .... ,.. .0485 .01651 
'9909 120.26 .0'21 ·.02'1'& .1'" '.0'57 .1552 .15,. .1896 .06480 ~Z 220.05 ·.1561 ·.0'55 .0192 '.0"21 -.0669 .0571 • OS" .011)68 
t990' "0.20 .0692 .. '" .122' .02U .,1'5 .'257 .06'5 .02198 '2 2 .... 25 -,11'75 -.OSI5 .0691 -.05'7 -.06'" .0290 .0'65 .01'1.& 
19909 160.14 .179' .0572 .1411 .0'11 -.02.&5 .1251 .072' .02'7' 12 260.09 -.02"1 '.0561 .076'7 -.0568 -.0699 .0221 .0512 .0'750 ..r;:.. 19909 110.01 .0595 .045' ."07 .0761 -.04" .1150 .0784 .02680 12 210.27 -."64 ·.055.& .0609 ·.055' ·.075' .0206 .0457 .01"9' ..... "to. 200.02 .06" .0507 • IS1'7 .0562 .0949 .115" .0829 .02852 
'.909 220.27 .0492 .07U • lSI" .0691 .0'" .1025 .0795 .0270' " 2'.16 .tt65 -.0566 .0'71 -.O'.&T ·.0548 .065.& .0572 .0195' '.90. 2"0.21 .0'" .0591 .1571 .1512 .0552 .0"6 .0701 .02n6 " ..... , .1412 .1064 •• 656 -.0561 '.'''5 .OSl6 .0696 .0257' 
19909 260.'5 .04" .0Hl .ISTO .0582 .0Sat .092" .0727 .02"'" IS 60. tT .IIT' .11" .2614 .10tt '.0716 .0055 .1121 .05856 
'H09 210.09 .0452 .0406 .'272 .046' .0407 .0951 .0655 ,0225' 

" 
10.05 ."" .0256 .199.& .022' .... 67 .0526 .09" .0'215 

" 
100.19 ·.DS92 -.0564 ."04 -.069.& .0571 .22" .1129 .058" 

10 2,.1' .1979 ·.0115 .0577 .0257 -.OS55 .06 .... .0651 .02225 
" 

120.04 •• 211 ·.OISS .,,'" -."'7 - • .,11 .1519 .0715 .02675 
10 "0.01 .1755 .062' .'716 .051' -.~266 .0677 .0727 .02'" " 140.2' .09,.. -.0252 .,." -.1"0 ·.1'''' .0'51 • at IS .0"26 

" 6 •• 16 .15.5 .4191 .265' .0"" -.0216 .0647 • "'7 .0484' " '60.'6 .U51 .OS51 .1025 '.02" ·.026' -.0191 .0511 .01770 
II ..... ·.11" .1'75 .1671 .2777 -.0217 .069" ."'7 .0490' 

" '''.22 • IS." .... 65 .1"6 .015' .00"0 .0019 .0578 .OI2~' 
II 101." '.08:;9 ·.0'20 ·.'''0 .000' .67'" .0701 .t514 .05172 n 200.'7 .0570 .0"" .1126 .0257 -.017' .0201 .0"2 .0''&76 
10 120.01 · . .,69 .,"', '.0"" -.1172 ·.0"" 3288 .uo~ .D"98 

" 
UO.25 .0255 . .", .1155 ·.0584 •• 100 .052' .0"21 .01"" II ' .... 17 .0"7 .00'1 .19t, ·.0517 • .... 6 -.05D5 .0490 .01676 " 
2 ..... 9 .IS77 ••• .1274 -.0057 • •• 106 .0555 .0452 .01545 

II 161.01 .0229 -."" .0'" ·.1167 -.1276 -:.0205 .0461 .01576 " 260.2' .,," .0076 .,.,. -.IO,t -.0096 .059t .OS75 .01275 
U '10.11 .. ". ·.0060 .0566 .1260 ',OZ"O .0019 .0226 • 00172 

" 2".11 .. ,,' • .,77 .'96' ·.1201 ..... .059' .057' .01276 
tt 200.11 ."51 .. "" .0595 .02tS .0095 .Ot90 .0251 .00815 
11 UO.11 -." II ""Z •• 56. • .,06 -.0221 .0252 .0275 .009"0 I"', 2'.'2 .02'S -."" .0525 • •• "S ·.OSU .041' .OSt7 .0tOl2 ,. 

2'1." ...... .11" .'6'2 .0:15 -.02"7 .0259 .0279 .00955 '991S ".2S .0561 •• '5"1' .'6" -."25 '.'''' .0516 .0'22 .01"" ,. 260.11 -."" ..... .05" .0297 '.1191 .0571 .0265 • OO~O" 1991' .... , .19" .. ,,, .117' ·.0069 ·.0'" .0529 .0641 .02191 ,. 
2 .... ' -.122' ...... .., .. .1201 -.1205 .0577 .1247 .00145 '991' 1t.'6 ."" .• u. .12'" -.006' -.OS" .05t2 .0616 .02106 ,. "'.11 • •• m .. '''' .'''7 ·.'12' -."'2 .0'21 .02'0 .00121 'H,S IU.Z. • •• 091 ·.1'7'2 .2261 ·.0521 ·.1"1 .159' .0955 .05196 

" 520." ·.12" ·.'2" •• 512 ... 75 -.12OS .0'" .0267 .009" 'H'S t21.19 -.1'" ·.'.75 .11" -.1694 -.0909 .066' .0776 .02650 
tt ,.1." • •• Zlt .. "" .1'5"1 ... " ·.IZH .'5"16 .0251 .OOa.9 199" "1.20 •• 75t .. "" .'106 .. "" -.1195 .05'9 .09"0 .05211 ,. ,. ••• Z • •• Z,. -.'51' .12" -.11" ·.IS'" .. ,., .'215 .00961 'H'S 160.12 .05" .112' •• 642 -."" -.1'6' .0029 .0"'0 .01161 

" " .. ,. • ... 11 • ... 22 .. , .. ·.'Z" .. '''' ."" .0", .1,,7' "tlS '1t.'S ."11 .1161 .0961 .. '''' '.156' • .,'6 .0'20 
• 0 "'" IH'S 201.11 .'U' .1". .11" .1214 ·.0596 .0299 .0512 .01'0' 

'H'S 221.16 .ttZI ... " .112' •• 21S ·.1,., .. .." .OS55 .01'''5 
IHIS 2'1." ...... • ... 59 .'771 ... ,. . ... " •• 122 ."56 •• 0105 
'HIS Z6I.2' •• U1 -."26 .1711 -.1'" • ... 6. .. '" .OS16 .01011 
'HI' 211." .11'7 • ... 61 •• 627 ·.I'st .. '''' .1 .. 1 .0261 • lOti 6 



Table 6.8. Qualitative comparison of computed and observed depth-versus-distance wave profiles. 

- OirrER£NCES IN rUT 8tTIGN OIstRvtO ANO COfI'VTEDPOINTS - - Olrr[RtNtts , .. ruT 8£Th£tN 08S£RVEO AND COHPUT£D POINTS· 

'OSITIONS AVERAGt/DIA POSITIONS AvtRI.G£/D' A 
RUN TlI"£ 2 5 4 5 6 AVERAGE RATIo RUN TlI"£ 2 , 4 5 6 AVERAGE RJ.TIIj 

20.05 .0122 -.0.&62 .0.&07 -.0250 -.0621 .0500 .0595 .Q1549 ,. , 20.16 -.0002 ·.0481 .Ote5 -.0277 -.0652 -.0419 .0336 ,01148 
40. t1 .0716 -.0.&94 .055t -.Ot92 -.0626 .04'" .0.&79 .01657 , , 40.52 .01 I' -.UIS .0259 -.0245 -.0616 -.03'8 .0353 .012Q6 
60.16 ·.0096 .0628 .0442 ·.0506 ·.0627 .0569 .04"5 ,01519 9 , 60.15 ·.0017 ·.0146 .0256 -.0230 -,0575 -.0380 .0267 .009'3 
10.22 .0102 ·,0185 .1024 .0672 ·.0657 .0554 .052' .0180' 9 , 8D.29 .0045 -.0501 .0169 -.0575 ·,0609 -.03i2 .0512 .01066 

100.27 .0291 -.0550 .0296 -.0955 .1174 .0552 .0599 .02048 , 5 100.10 .0230 -.0502 .0580 ·.0430 -.047' ·.0545 .OS61 .0123" 
t20.52 .1454 ·.0'69 .0835 ·.1141 -.1506 .t16S .0878 .05001 9 , 120.25 .0116 -.OS11 .0486 ·.0205 ·.1165 -.0"21 .0471 • 0 1610 
140.04 -.~ol' .OOSO .IIK -.02" -.1455 .0521 .0698 .02386 9 5 140.07 .0061 -.0436 .0298 -.0196 -.0609 -.0391 .0335 .0 If:!l' 
160. to -.0"29 -.0150 .0639 ·.0.&22 -.1621 .0"",' .0617 .02108 , 5 160.22 .Ottl -.0255 .0366 -.0 I "2 -.03"6 -.0"4" .0279 .00952 
tlO.15 .0342 -.0255 .0514 -.0597 -.2009 .0497 .0710 .02"Z8 , 5 180.05 • OOSS -.0205 .05"8 -.0161 -.0601 -.0281 .027" .00936 
200.21 .OS11 .00"4 .U6' ·.0597 -.167" .028" .0525 .01187 
220.26 .0291 .0586 .0659 -.0054 -.07"6 .Ot89 .0582 .0!5Q5 9 4 20.19 .0053 ~.O469 .0174 -. ot! It -.0467 .0157 .OZ"O .00819 
240." .0169 .0"50 .0156 -.0056 -.~642 .0525 .0596 .01355 t .4 40.05 .0"" -.0405 .Ot90 -.012e> -.0507 .0189 .0501 .010.48 
260.OS .0078 .0530 .0797 .0014 -.0575 .0595 .0576 .01285 9 4 60.25 .0"85 .0.&'" .02" .ocu -.0",,4 .02"7 .0309 .01054 
2'0.09 .0057 .0272 .0785 .OOS? -.021' .0658 .0340 .01165 , , 80.09 ".OOZf. .0250 .0770 -.0"3 -.0"65 .0261 .0348 • 01188 

• '00.14 • OIlS .0180 .0676 .0000 ".0282 .0168 .OS52 .01155 , , 100.28 -.os"t -.056' .0'25 -.0166 -.0425 .0267 .0'51 .01152 

• 520.20 .0160 .0177 .0516 -.0124 -.0285 .0191 .0'55 .0121" t 4 120.14 .0201 -.0352 .0192 -.0627 -.0655 .0609 .04'9 .01502 

• "0.25 .017t .0105 .0547 ·.011' -.03'" .on5 .0555 .01157 t , 140.52 .0551 -.0562 .0"1 -.05'" -.1681 -.0076 .0589 .02~11 

• 560. SO .0172 .0025 .054' ·.oan -.0.i5 .0710 .0321 • GIf 16 • • 160.1' .0527 -.OSI9 .1299 -.0201 -.0776 -.0387 .0586 .01519 

• 5 .... 2 .OUI • ... ,7 .054' -.008' ... 05M .• 0692 .0508 .0105" , , tlO.04 .0'" .1159 .0564 -.D005 -.051" -.0081 .0195 .00661 
9 , 200.25 .0077 .109t ."06 .0165 -.0"64 -.0094 .0201 .00685 

• 20.0t .0226 -.0412 .0165 .051" • .... 06 .0119 .0519 .01089 • • 220.ot • lOSt .1160 .0594 .01tl • .... 22 .0081 .0255 .007K , 40.lt .1701 • .... 59 .0211 .0527 -.0559 .0'" .0"00 .01'66 • • 240.27 ."IS .... ltI .'4" .0042 ·.0165 .OS04 .0205 .00694 
.j:>. , 60.2' ·.0507 .tI .. .0180 .0517 -.0589 .0162 .059' .02029 t • 260." .UN -.la2 .1526 .IOU -.1156 .0562 .01.2 .0062' N • II. OS -.0066 -.OK' .17'1 .0542 -.03"7 .0166 .06'" .OZ196 , • Z".5Z .IlZ' -.1'" .12" • ... 55 ·.11.5 .OS64 .0174 .005M 

t tOO.12 .0166 -.0512 -.0501 -.0017 -.0325 .0205 .0259 .00815 

• 120.22 .0511 -.0165 .'22" .0524 • DO 75 .Ot77 .02"6 • G 0140 
t 140." .059t -.0262 .0565 .0582 ·.105' .0057 .0420 .01436 , 160.05 .009' -.0'" .0210 .0579 -.0681 .0059 .OS28 .Ott2Q 
t '''.tI .0216 -.OOt5 .OftO .0605 -.0172 .000' .0201 • 0~586 nc I"£AH or nc AVPACE DlfTEIIIOfC[/OIAl'£fER RATIOS • .02"7 
t Z".2' .0165 ·.0111 • Of 99 .0604 -.0221 .0212 .0250 .00855 Tt£ STANOAITO DEVIATION or ftC AVPAG[ OIFTPENC[:OIAI"£TElHtATlOS • .01885 , 220.54 .1111 -.OtIO .0"6 .0556 -.OSl' .0240 .0291 .009K nc STaHOMD otYlATION fJI' ALL OIFf'tltOC£S • .ltN' 
t 24 .... .1159 -.0275 .OS56 .0655 -.0305 .0274 .U5O .01128 
t 260.17 .0156 -.0"0 .0266 .0513 -.0211 .0298 .0509 .01056 
t 210.27 .022' -.02t7 .0225 .0595 ·.1192 .05t5 • .,07 .01049 

t 2 2 •• " .01" -.0497 .0220 -.01" -.040t -."52 .0266 .0090. , .Z '0.21 .1'20 ·.0'5' .1211 ·.017' ·.0572 -.0105 .un .01"94 
t 2 60.01 .0952 .1716 .0lM -.0114 ·.OS85 ·.0111 .0602 .02058 
t 2 10.21 ·.0255 .0357 .S,1I -."" -.0414 -.0066 .0856 .02926 • Z 110.02 -. to" -.12t7 .OS12 .0240 -.0559 -.0015 .0561 .0191' , Z 121.IS -.0760 ·.0512 -.1562 ·.t29' .292' ·.0046 .0995 .05399 • 2 "1.29 .0I4S -.0". .1211 ·.0197 ·.1254 -.1155 .0621 .02124 
t Z 160.It .• '171 -."1S .1210 ".0614 -.1'752 ·.0519 .0599 • 02G4. 
t 2 IIO.Z5 .• OStt ·.Ust •• 24' ·.0172 ·.0616 ·.0159 .0472 .QI6U 
t Z 201.15 .1071 •• 257 .'204 ·.0024 ·.02t, -.0407 .0195 .00660 
t Z 221.17 -.1001 .1212 .046.& ".1021 ...... ".0265 .0229 .00782 
t 2 Z4,." .1019 -.1035 .0Nl .0255 ... 051' ·.0115 .0255 .00870 
t Z Z60.tt .021. ·.1'" •• 511 .0129 ·.0212 ".1071 .0206 .00704 
t 2 210.25 ... " ·.1126 .037' .0095 -.1061 .0056 .0142 .00"1' 
t 2 '''.11 ."25 -.'ltO .12" -.'006 • .... 7 .llt. .0140 .00'" , I 'Z,.I' .11" ·.11" •• 214 • ... 66 -.1146 .1117 .0177 .00605 , Z "'.SZ .1225 .... 2" .1S11 ."14 -.112. .. ,,' .0174 .00595 
t I "'.1' •• ZI2 ·.'215 .12" .11" -.1161 .'''1 .0162 .00555 
t I .... 2. ."" ·.IU, .1. .tl7I -.1212 .10.' .tltS .0065. 



Table 6.9. Summary of data on CSU Experimental Waves. 

"OI'OItTl 0tW. Pst pt.u: 
lAst DO'TM now now 1'£11(/ I/.lvt I/.lvt 

.\.ill SLOPE HID 11 OISCHJ.ItGt OISCHl.ItGt list OUltITI Ot4 yO!..tM: 
ItrSI (erSI (stCI Itv·rn 

112AR$! .fotlln .21666 1.600 !.11O 2.-"175 27.m 51.215 
8Z10S2 .000tlOl .21666 1.5l' 15.020 1.45.&SS 67.000 Sl2.l15 
82 .. 55 .oulln .201'6 1.'10 15.2\)0 10.40156 71.000 57'.665 
tSAOSI .0001100 .57660 l.'tO 6.9" 1.66029 2'.100 '1.715 
tJ"S2 .oconto .551S1 5.UO 15.010 4.50016 59 .... 575.'55 
8l1AOS' .00011 01 .Sl911! '.550 17.'51 '.1211' ".000 707.530 
C2AOS2 .0005500 .16191 2.510 20."' 7.,7'14 77.0U 621.690 
C2AOS5 .0005500 .16", 2.4tD 26.25' 10.19212 95.000 916. "'4' 
C5I.OSI .0005500 .,..'0 5.071 14.SlO 2.lI562\) 42.100 199.295 
(51.0$2 .0005500 .56'" •• ,10 21.921 4.'U56 61.000 552.945 
(SAOS5 .to0551' .55261 '.9n 2'.27, 5.66555 lO.tOO 924.521 
02AR51 .GOt05n .14729 2.99' 19.2" 6.451u 60.000 595.6st 
OZltsl .001051' .15.&12 2.500 II.SS. 1.42010 70.000 5S1.100 
02lts5 .HUSH .172'2 2.9" 52.171 10.'95" 91.1" 15.&'.160 
05l.IS1 • tolO'OO .57216 7.61 • 21.'" 2.11166 51 .... SIS. 065 
051.1$2 .0110500 .'''92 6.94' 55.5't ' •• 2155 .0 .... 1255.095 
051.1" ... to,,. ."90t 6."' ".510 6.21959 IU.Ut 1112.555 

I , .no" .. .'''12 6."2 21.071 '.'"'' 1'.'Tt 101.529 
t , .... " .. .",,, 7.'92 '2.512 ',29165 'O.Ut 1191.5.&' , • .... " .. .20.t2 '.91S 2'.'H '2.7529' tS.£T1 •••• 6,. , • ........ .21666 . 2.612 26.11' ' ... 5925 ·".Ut to". 5" '",. .... " .. .21290 • to' It.'" ".72It. H .... ISl5.264 
t It ..... H. .2t'2' Z •• " 2I.m ".St221 II .... ' ''''.'5' 
I tt .... " .. .,,"' 6.,55 22.'12 5."52. ...... "'.601 
I IZ .... " .. ."., 6.'" st •• , '."'6' IMot "5.7" 
I tS ... ," .. .JIM • 7.21' 56.'" ... " .. lit .... I" .... ' ,"'5 ..... , .. ,SUM 1.'66 56.'56 ' .... 711 lit .... .766 .... 

• , .... " .. • It" , .. ,,' It.m 5.12157 ' ...... ' .... 591 , ' , ........ .2'M' 2.'72 IS.'TT '.'NI, '''.t'' " ...... • I ........ •• '12 2.'. 21 •• '.t .. " ... .... .... 51' • J ........ ... '.1" ".1" J.tUto1 IS .... 2TT ..... 
t 4 ........ . ,.., ',IN 12.'" '.1151' ,., .... ,,, ..• 

Table 6.10. Summary of data on Wallingford experimental 
waves. 

S':' • ~=,,= 
!Sf .;~.&O 
60 .;;,,~ 

61 .0;42 
62 .:U~ 
IS .::2; 

.' .0=20 'S .022= 
16 ••• 2; 
I':' .002; 
•• .==2. 
19 .C;ZC 
'0 .O.ZQ 
~t .O;ZO 
~2 .0020 
~, .;:Z~ 

91 .Oe2' 
99 .UZO 
1~2 .QUO 
105 .g.20 
t14 .octO 
!IS .0010 
fl6 • =.10 
117 .nlO n. .0010 
la .CCI. 
120 .1010 
III .0010 
122 .utO 
125 .aHa 
12' .utO 
125 .00tl 
126 .0010 
121 .utO 
121 .nlt 
1'0 ... 11 
151 .UU. 
In .tolO 
'" .UU 
"II ... to 
1M ... " 

'.O'OR7 I ONAI. Bl.S[ P£AK 
IAS[ ~[PTM n .. :;; r;.c.. P£;'C 

H.DI' DIS:H;'I!~[ DIS:MAR;[ BAS[ 
::rSl <~rs; 

.;J ~ 5: 

.U:50 

.~"'5Q 

.C4~5; 

.• ":5. 

.~27": 

.CZ:'lO 

.~2:'oI' 

.02:'4_ 

.Q274Q 

.~2:": 

.C27.&~ 

.0214' 

.:Z:'.&G 

.;27.&= 

.~Q~95 

.O=6~5 

.C~695 

.CQ695 

.==695 

.;181)0 

.0189: 

.01890 

.01890 

.0189: 

.01890 
.0119C 
.01190 
.01890 
. tI.'o 
.01890 
.00.&':'0 
.00,10 
.00,10 
.00410 
.U"G 
.00'10 
.01.&70 
.to"o 
.00470 
.10"1 

2.~ZI':' 
2.0586 
1.5'755 
1.5755 
1.5755 
5.2!Y' 
5.1!t54 
2.':'518 
2.6168 
2.5876 
2.5(,)85 
1.9'89 
, .9580 
1.9:61 
1.912' 
9.'8.&' 
7. !H !I':' 
7."'5 
,.7482 
4.7050 
2. 75~6 
2.,'4, 
2.le'2 
2.1'95 
2.'815 
2.U", 
2.51'2 
2 • .&115 
1.8'" 
1.'560 
1.'25.& 
'.2!1S' 
'.0651 
'.297' '.2!1S' 
6.95Ttl 
6.172' 
1.0ts' 
'.2766 
'.5611 , .... ,' 

"J.~'£ 
C:.:I>:'~: jtl 

(S£:: 

6':'.65: 
'6.665 
67.65, 
'6.665 
:e."-:O 
11.'57 
9. 'y6 

67.65' 
'6.66' 
18.557 
9.196 

67.65: 
56.665 
18.557 
9. :96 

67.65: 
6':'.65: 
'6.66!1 
61.65' 
'6.66' 
61.652 
56.665 
18.557 

9.IY6 
67.65= 
56.665 
11."':' 

9.196 
6':'.65' 
56.665 
9.196 

"'.265 
61.65: 
56.66' 
11.557 
61.65= 
56.665 
".557 
61.650 
56.66' 
".55' 

wJ.,[ 
VOl.:.'!'! 
ICV·rT) 

The peak depth versus distance and time relations 
of the computed and observed waves were compared by 
determining differences between the computed and 
observed points. These differences are averaged over 
six points in the CSU data and over five points in the 
Wallingford data; ratios of these average differences 
to the conduit diameter are also computed. The differ­
ences, average differences, and ratios of the average 
difference to the conduit diameter are presented in 
Table 6.11 for the CSU data. The table on the left 
shows the results of peak depth versus distance re­
lations, and the table on the right shows the results 
of the peak depth versus time relations. The corres­
ponding results for the Wallingford data are given in 
Table 6.12. 

For the CSU data, the means of the ratio of 
average differences to conduit diameter for peak 
depths versus distance and time are 0.0177 and 0.0213, 
respectively. For the Wallingford data, the corres­
ponding figures are 0.0216 and 0.0223. Similarly, 
the standard deviation of all differences divided by 
the diameter for the CSU data is 0.0253 for peak depth 
versus distance and 0.0316 for peak depth versus time. 
The corresponding figures for the Wallingford data are 
0.0209 and 0.0251. The consistency of these figures 
show a definite reliability in computational schemes 
presented in this study to predict the rates of 
attenuation of flood peaks with distance and time. 

Differences in the comparisons of the computed 
and observed peaks of the Wallingford data, as shown 
in Table 6.12 and by graphs in Appendix 5, may be 
explained in part by the reliability of the data from 
the Wallingford report. The experimental procedure 
at Wallingford employed a calibrated butterfly valve to 
obtain the inflow discharge hydrograph. Only depth 

: recordings were reported to have been made during the 
tests. Test runs were made with four slopes, with four 
base flows, and with three or four peak discharges. 
The Wallingford data of the maximum depth versus dis­
tance show a rapid drop at the end of the computed 
curves (Appendix 5), while similar CSU data (Appendix 
4) show a rise at the end point. These differences 
can be explained by the different ways in which the 
peak depths were computed. For the CSU data the base 
depths were subtracted from the maximum depths, and 
the base depths were taken from the initial condition 
of the M2 backwater curves, with a sharp drop at the 
conduit end. 

The Wallingford data have only one maximum depth 
value for each position and particular time. These 
maximum depths were limited only to five points from 
x = 0 to x = 290 ft, because the total length of 
pipe was only 300 ft. The large pipe friction factors 
(f = 0.027 to 0.045) and the large length to diameter 
ratio (x/D = 1200) of the small Wallingford conduit 
system with a diameter of 0.264 ft, produced flow 
depths that, except at the outlet, were essentially 
normal depths throughout the conduit. Since the 
maximum peak depths were not measured at the outlet, 
and since the base flow depths were virtually a 
constant value, the subtraction of the base flow 
depths were virtually a constant value, the subtraction 
of the base flow depths for Wallingford data has no 
effect on the attenuation curves, except to somewhat 
lower ordinates. 

In the CSU conduit system, a maximum peak depth 
and the corresponding time were recorded for all 
distance positions from x = 0 to x = a point at the 
free overfall. The method of determining the peak 
depth values is as follows. First, the variables 
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defined as the maxima were set equal to zero for all 
points in space. Then for each ~t, and each posi­
tion, the new depth values were compared with the 
corresponding previous maxima, and the new maxima were 
set equal to the new depths whenever they were greater 
than the previous maxima. The time of peak depth was 
then recorded. Since the computed peak depths at the 
outlet often show a slight increase over previous 
values, the outfall sharp drop of the base depth was 
able to influence the peak depth versus distance 
relations. Because the base depths are subtracted 
at the outlet, they may be grossly in error, and they 
may be very small relative to the base depths subtracted 
upstream. The effect is that at the end of the attenua­
tion curves a small sharp rise at their downstream ends 
is shown. 

The difference in the computing methods of the 
peak depth also shows why the CSU comparisons of peak 
depth versus time tend to rise and even curl back at 
the ends, while the corresponding Wallingford data do 
not. In the Wallingford data, peak depths were re­
corded at different times, so that each time has but 
one peak value. In the CSU data, however, peak depths 
were recorded for each distance position; and the times 
that the peaks were reached was recorded as secondary 
information. Thus, two peak depths may be recorded 
as occurring at the same instant in time at two 
different positions. 

The comparison plots shown in Appendices 4 and 5 
are nearly all consistent and require no additional 
explanation. However, in the CSU data of Appendix 4, 
there are several experimental runs that should be 
viewed with caution because of limitations or errors 
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in data. The inflow hydrograph of Run No. B2ARSI had 
a Q IQb ratio of only 2.42 and the depth transducers 

P . 
at x = 410.00 ft and x = 771.70 ft were vlrtually 
unable to distinguish the wave from the base flow. 
Also, during Run No. B3AOSl, the recording system was 
prematurely shutoff so that no wave was recorded at 
~ 771.70 ft. Other irregular data are found in 
Run No. D2ARSl. It appears that a secondary wave was 
generated after the main experimental wave. This 
would not effect the peak comparisons but other 
comparisons for this run must be disregarded. 

The inflow hydro graph of Run No. D3AOS3 has a 
point on the descending limb where the discharge 
jumps from 30 cfs to 39 cfs and then returns to 28 
cfs, after which it continues to drop uniformly. Be­
cause of its erratic nature, it would first appear 
that this recording was a result of a malfunction in 
the orifice transducer. Closer examination, however, 
reveals that this unusual peak is observed at all 
three recording stations along the conduit. Therefore, 
it must be concluded that this wave actually occurred 
in this manner. 

In summary, the comparison of CSU computed and 
observed data, and the comparison of Wallingford 
observed data and the corresponding CSU computed data 
on flood peak depth attenuations with distance and 
time in partly full circular conduits show similar 
agreements. Even though the experimental shifts 
and errors significantly affect these comparisons, for 
all practical purposes the numerically integration 
solutions of the partial differential equations 
approximate the flood peak attenuations of observed 
waves extremely well. 



Chapter 7 

SIMPLIFIED METHODS OF FLOOD ROUTING 

7.1 General Definitions and Descriptions of Simplified equation, whose integration gives Q = f(t). 
Methods 

After writing the momentum equation, Eq. 5.2., in 
its particular form, then the steady uniform, the steady 
nonuniform, and the unsteady flow conditions can be 
defined as [7, p. 2871 

S = S _ ay _ vav _ laV 

_--.,....:;"..:...:...;:;;..;~ _____ f __ .o..;l· ax gax· gat ' 
Steady _. 

uniform flow 

steady nonuniform flow 

unstead flow 

in which S = fV2/8gR. Unsteady flow conditions are 
usually cal fed the kinematic flow whenever a balance 
between gravitational and friction forces is achieved. 
This means that the derivatives in Eq. 5.2., or the 
derivatives in the above equation, are negligible when 
compared to the effect of gravity (measured by S) 
and the effect of friction (measured by Sf)' 0 

Therefore, Eq. 5.2 can be reduced to the simple 
form 

(7.1) 

with Sf the friction slope (or the slope of the energy 
line) and S the bottom slope. Therefore, the con­
tinuity equa~ion, Eq. 5.1, is the primary equation 
governing unsteady flow, provided Eq. 7.1 is satisfied, 
with Sf given by Eq. 5.3. 

The simplified flood routing methods generally 
called the "storage-routing methods" are those based 
only on the storage differential equation, or on the 
continuity or mass-conservation differential equation, 
Eq. 5.1. using the principle that for any reach of a 
channel the difference between the inflow and the out­
flow is equal to the stored or depleted water in a 
given time interval. 

When the space is defined that contains the 
inflow, outflow. and water storage change (a fixed 
reach of the channel), Eq. 5.1 can be expressed as 

P - Q dW dy 
dt = Adt , (7.2) 

in which P is the inflow discharge. Q is the outflow 
discharge, and W is the stored volume of water, with 
dW Ady, where A is the area of channel water 
surface, and y is the average depth or elevation of 
that area. The inflow is given as P = f(t), and the 
storage is generally given as W = fey), or W = f(YI ' 
Y2"') with Yl' Y2"'" consecutive depths. So, if 
Q = fey), then, by elimination, the function W = f(Q) 
can be determined. In this case, Eq. 7.2 has only two 
variables, Q and t, in the form of a differential 
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Equation 7.2 generally serves for the computation 
of relations among five functions in any small channel 
reach: (1) inflow hydrograph, i P = fl(t); (2) outflow 
hydrograph, Q = f

2
(t); (3) stage hydrograph, 

y = f 3(t); (4) outflow rating curve, Q = f
4

(y), and 

(5) storage function, W = fS(y), with the five 

variables, Q, P, y, W, and t. When three of the five 
functions with boundary conditions are given or the 
three variables can be excluded, Eq. 7.2 facilitates 
the computation of the relation between the two 
remaining variables. 

The basic conditions for applying Eq; 7.2 to 
flood routing are: (1) ~e storage of a-channel 
reach responds in less time to any unsteady inflow 
or outflow, than the time unit generally used for 
integrating Eq. 7.2 by finite differences; (2) the 
wave is long, so that the change of the discharge is 
gradual; (3) the accuracy of the basic data and the 
required accuracy of the results do not justify any 
method that takes into consideration dynamic effects 
in unsteady flow, and (4) the velocity and its changes 
along the channel reach are relatively small, so that 
the dynamic effect is negligible in comparison with 
the storage effect during wave movements. 

Equation 7.2 has been applied to flood routing 
studies in channels, with some adaptations for the 
more complex discharge-storage or stage-storage 
relations in a channel reach. Many integration methods 
have been developed. 

The analytical integration method was used 
successfully by some authors with schematic inflow 
hydro graphs and simple linear approximate relations 
of storage and outflow discharge. The formulas were 
obtained for computing the decrease of flash-flood 
peaks and relatively small water-surface fluctuations. 
The difficulties in fitting tractable mathematical 
expressions to natural inflow hydrographs, and the 
difficulties of analytical integration when these 
expressions become complex, limit this integration 
method to specific problems. 

The numerical integration of Eq. 7.2 written in 
finite-difference form is 

(P - Q) ~t A ~y (7.3) 

in which P, Q, and A are mean values during the 
time interval ~t, and the corresponding level differ­
ence ~y. Using PI and P2, QI and Q2' and Al 

and A2, the values at the beginning and the end of 

~t, with a linear change during a sufficiently small 
~t, then becomes 

QI + Q2 
--2--] llt ~W (7.4) 



For known PI, PZ, Ql, AI. and ~t. and for 
known relations of W to Q, or A to y, and Q to 
y. it is possible by trial and error to determine the 
value Q2' Expressing Eq. 7.4 in different ways, 

especially by using storage factors, (W + Q~t/2) and 
(W - Q~t/2). as functions of Q, a trial and error 
method may be replaced by direct numerical integration. 

Individual differences between investigators in 
arranging Eqs. 7.3 and 7.4 for step by step computa­
tions may account for differences of the tabular 
numerical procedures. Procedures vary according to 
which basic difference factor (~t, ~y, ~W, or ~Q) is 
known at the beginning of the equation and which factor 
must be determined. The accuracy of a method depends 
on the accuracy of selecting the basic difference 
factors (~x and ~t), apart from the accuracy involved 
in the use of only one differential equation. 

Equations 7.2 through 7.4 may be arranged in 
several combinations to facilitate graphical integration 
of a simple differential equation. There are numerous 
graphical procedures, with different shortcuts, for 
computing an outflow hydrograph or solving other 
problems. 

Two general approaches in graphical integration 
are: (1) a mass-curve procedure. that represents the 
given hydrograph in form of its summation or mass 
curve, and obtains the routed hydrograph in the form 
of its mass curve; and (2) a procedure that uses the 
inflow or outflow directly for integration. Flash 
floods are not suitable for routing by the mass-curve 
procedure, because of non-negligible dynamic effects. 
Also, there are many semi-graphical methods in the 
literature [1], which combine a numerical tabular 
procedure with partial graphical integration •. The 
graphical methods are generally restricted to simple 
problems, because for complex problems with several 
routing computations, the time involved becomes 
economically prohibitive. 

Some simplified flood routing relations, often 
called coefficient methods, comprise a group of 
procedures that approximate the complex rela~ions 
existing between the volume of water stored 1n a 
channel reach and the hydraulic magnitudes (inflow and 
outflow discharge, stages, slope, or others). The 
relations consisting of coefficients, give weight in 
a specifi~ way to each variable involved, the simplest 
being the weight coefficients for inflow and outfl?w 
discharge and for the time of travel of a wave mov1ng 
along a reach. The coefficients are empirical as 
determined from flood wave movements that have actually 
occurred or from waves analytically determined by an 
accurate' integration procedure of complete diffe~ential 
equations. The empirical coefficients account, 1n part, 
for the effect of changing inflow and outflow on the 
water stored in a reach. 

This group of procedures can be considered as an 
attempt to bridge two methods, the method of the two 
partial differential equations and the method of . . 
storage differential equation; this group uses emp1r1cal 
coefficients to take care of the dynamic conditions in 
a reach. The principal disadvantage of the coefficient 
methods is their dependence on empirical coefficients 
which require a large body of data to provide reliable 
estimates. 

Although flood routing methods based on the s~mple 
storage differential equation have been used ever.s1~ce 
the routings of inflow hydrographs and flood pred1ct10n 
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along channels were began, there are on1y a few studies 
which compare the flood routing methods based on a solu­
tion of the two partial differential equations to those 
based on the storage differential equation only. Only 
a f~w studies compare accuracy. cost, advantages and 
disadvantages of various methods, devices, or speedups 
under different conditions of waves, channel and later­
al inflows or outflows. 

7.2 Flood Routing Based on Simplified Partial 
Differential Equations 

Another group of flood routing methods represents 
transitions between those methods that use only the 
storage (continuity) equation. Some terms in the two 
partial differential equations, mo:t~y in the mom:ntum 
equation, are omitted, or some add1t10nal assumpt10ns 
are made (constant bottom slope, linear change of 
channel characteristics between two cross sections 
used, separate routings of storage component and 
translation component of a flood wave, and others). 
Examples of these transitional cases are ~he.omission 
of the acceleration term, av/at, the om1SS10n of 
the velocity head term, vav/ax, or the omission of 
both the acceleration and velocity terms; division of 
the total discharge in two parts, as discharge of 
steady flow plus a changing discharge caused by the 
uns'teady flow, with some simplifications in the 
momentum equation, and similar simplifications. See 
some references related to these simplification in 
[1] . 

The basic characteristic of most of these 
transition methods is the use of wave celerity. so 
both the wave translation and the channel storage are 
taken into account. 

Again, there is a lack of comparative studies 
this time between the transition methods and other 
methods. For certain conditions, it could be 
demonstrated that the transition methods would give 
more accurate results than methods based on the 
storage differential equation, at little increase in 
computer cost. Under some conditions, however, the 
transition method may give less accurate results at 
substantial savings in work time, compared with methods 
based on the two partial differential equations. There 
has been more effort in the past to invent or derive 
new methods of integrating the different types of 
equations in flood routing than to analyze the 
particular limitations and advantages of each method 
and to compare all of them in general. 

7.3 Basic Properties of Simplified Methods 

The simplified methods such as the Muskingum 
method time-lag method, and similar methods based 
primarily on the continuity equation have certain 
main characteristics: 

(1) For given types of flood waves and given 
channel characteristics these methods need information 
a priori on flood waves, which is used to evaluate 
the coefficients or various other parameters of these 
simplified methods. 

This information on flood waves may come from 
one or more of the following three sources: 

(a) 
properties 
structures 

(b) 
properties 

data on observed flood waves and observed 
of free-surface flowing water conveyance 
in nature; 
data on observed flood waves and on 
of the experimental channels or conduits; 



(c) data on conveyance structures, and data on 
the flood waves obtained by reliable numerical inte­
gration methods using the complete continuity and 
momentum partial differential equations of one­
dimensional gradually varied free-surface unsteady 
flow. This information is based on the hypothesis that 
the difference between analytical waves and corres­
ponding physical waves is much smaller than the 
difference between these analytical waves and the waves 
computed by the simplified flood routing methods. 

(2) Simplified methods in general assume a 
reduced cost of computation compared with the more 
accurate methods available, to compensate for decreased 
accuracy in predicting flood waves. 

(3) Limited accuracy of the simplified methods 
is justified by the corresponding limited accuracy of 
all data used in flood routing, particularly of data 
on channel, boundary, and initial conditions. 

Two basic properties of simplified flood routing 
methods that warrant discussion are the prior infor­
mation required for the evaluation of various flood 
waves along a given channel and conduit, and the 
economy of computations as a counter-balance to a 
decreased or imposed level of accuracy. 

A discussion of properties of simplified methods 
can not be separated from an analysis of the objectives 
the simplified methods serve. Basically these methods 
are used either for purposes of design in determining 
the sizes of open channels and free-surface flowing 
conduits, or for prediction of flood hydrographs 
resulting from a given storm at known points of an 
existing storm drainage system. Most of the methods 
have been developed mainly to predict flood movements 
along known channels. But, in general, this objective 
should be considered secondary in comparison to the 
first objective of storm drainage design. The useful­
ness of any prediction can only depend on the lag 
between the time of the prediction after the storm 
occurred and the time of occurrence of flood waves at 
given positions. The shorter this lag the less 
economically attractive is the prediction. The 
prediction of flood waves at given positions seems to 
be less important than design in cases of urban, 
highway or airport storm drainage systems. In other 
words, once a drainage system has been designed by 
peak f,low, it really is not very important that the 
extent of the damage can be predicted. The exception 
may eventually be in those cases for which the pumps 
evacuate the storm water, or the operation and safety 
of the system depend on flood movement through storm 
drains. 

The simplified methods of flood routing through 
storm drains may be useful for predicting purposes, 
provided these methods are based on observations of 
flood waves in nature, observations of waves in experi­
mental conduits or accurately computed data on waves 
for various expected flood hydrographs. However, for 
the design of new storm drains, particularly under 
conditions of an interconnected system of drains, the 
simplified methods that require a prior information on 
flood waves are less attractive than the explicit and 
accurate methods of flood routing for given initial 
and boundary conditions, and assumed dimensions of 
storm drains. Since this study is oriented toward 
producing information that can be used for new designs 
of storm drains, based on the unsteady flow approach, 
a discussion of simplified methods is not overly rele­
vant. However, since the initial dimensions for a newly 
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designed storm drain must be first assumed, the simpli­
fied methods might produce the information needed for 
these assumptions. Then, the more accurate procedure 
developed in this study can be used for the final 
computations. With this in mind, three simplified 
methods are discussed in this chapter; the potential 
of each method to give a reliable first estimate of 
storm-drain dimensions is reviewed. The three methods 
are the Muskingum, time-lag, and non-dimensional 
methods. 

Before these methods are reviewed, however, a 
discussion of computer economy is presented. Generally, 
the cost of computer time is about the same for both 
an accurate and a simplified method of flood routing. 
Usually, economy of computation in the electronic 
computer age does not prohibit accuracy. 

For example, assume the computer time is ti 

for a given unit flood routing operation, with given 
Ax and At increments, by the specified interval 
scheme of the method of characteristics, as proposed 
by this study for future computations of floods moving 
through storm drains. Further assume the corresponding 
unit operation with the same increments is t. for a 

J 
particular simplified method. Also assume that tj < t i ; 

otherwise, the simplified method is meaningless in 
regard to more expensive and less accurate results than 
by the method of characteristics. Though the algebraic 
operation of the given simplified method may be cheaper 
in computer time, the same or similar accuracy of the 
simplified method in comparison with the accuracy of 
the method of characteristics, may often require a 
smaller Ax and correspondingly a smaller At. Let 
the total length of the conduit be L, and let the 
corresponding total integration time be T. For given 
Ax and At, the number of unit operations is 

(7.5) 

If Ax. < Ax. and At. < At. , then for n. and n. 
J 1. J 1. J 1. 

the corresponding numbers of unit operations multiplied 
by the unit computer time give 

t.n. 
1. 1. 

< LTt. 
----1- = t.n. Ax.At. J J 

J J 
(7.6) 

Because AXi and Ati can be taken as the largest 

values by preserving a given degree of accuracy, 
ti/AXi Ati may be smaller, or much smaller than 

t./Ax. At. , even though t. < t. . In other words, 
J J J J 1. 

the computer time for a unit of operation of given Ax 
and At is not the only measure of economy. Methods 
must be compared on the basis of given accuracy, because 
if a relaxation is given for the accuracy of a simpli­
fied method, its application to the method of charact­
eristics results in a larger Ax-value and correspond~ 
ingly in a larger At-value, and a decrease in ni -
value. 



Even if tini > tjnj , it still does not prove 

the economy of a simplified method. For development 
of this method, observed or computed data are necessary. 
In this latter case, assume that k-total flood routing 
runs are necessary. to derive and check the coefficients 
of simplified method. In this case, by using the 
method of characteristics the necessary computer time 
is k ti ni . Assume that the simplified method will 

be used for N cases, similar to floods and conduits 
for which the coefficients are derived and checked. 
Then the equality of cost gives 

k t.n. + Nt.n. 
1 1 J J 

Nt.n. 
1 1 

t.n. 
J J 

, or 

(7.7) 

The larger k needed, and the smaller N will be, the 
less attractive becomes the simplified method, even 
though t.n. < t.n. for kiN = O. This general 

J J 1 1 

analysis shows that the economy of computations is a 
more complex problem that just comparing tj with t i . 

7.4 Muskingum Simplified Method. 

The summary of the Muskingum method is taken from 
reference 9 [pp. 605-607], but different symbols are 
used for inflow (P instead of I) outflow (Q instead of 
0), and storage (W instead of S). The storage, W, in 
a channel reach for unsteady flow depends primarily on 
the inflow (P) and outflow (Q) discharges and on 
the geometric and hydraulic characteristics of the 
channel and its control features. It can be assumed 
that the upstream and downstream end sections of a 
reach have the same mean discharge and storage rela­
tions with respect to the depth of flow (y). Thus, 
the equations may be written that 

P Q W b m d W b m 
u Yu' an d Yd (7.8) 

in which the subscript u refers to the upstream and 
d to the downstream end of the reach, a and n ex­
press the constants of the depth-discharge relation at 
the two sections, b and m express the constants of 
the mean depth-storage relation of the reach, and W~ 
and Wd are the storages referred to the correspondlng 
depths at the upstream and downstream ends, respectively. 
Eliminating y in these equations, then 

W 
u 

min 
b E. 

a 
, and 

Q min 
Wd = b a (7.9) 

Designating by X a dimensionless factor that 
defines the relative weights given to inflow and out­
flow in the determination of the storage volume within 
the reach, then the storage of the reach at any given 
time is expressed by 

(7.10) 

Substituting Eqs. 7.9 in Eq. 7.10 and simplifying ... 

W (7.11) 
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in which K = blamln and r = min. In case r = 1 
(or the linear relation of storage and discharge), 
Eq. 7.11 becomes 

W K[XP + (l-X)Q] (7.12) 

which is the basis of the Muskingum method. 

Further substituting Eq. 7.12 into Eq. 7.2 gives 

KX ~: + K(l-X) ~ = P - Q . (7.13) 

Using the approximate relations of finite differ­
ences, 

in Eq. 7.13 gives 

with 

KX + O.St.t 
K(l-X) + O.St.t' C2 

-KX + O.St.t 
K(l-X) + O.St.t 

K(l-X) - O.St.t 
K(l-X) + O.St.t 

(7.14) 

, and 

(7.15) 

Equation 7.14 is the final form of the Muskingum method. 

In Eq. 7.12 the term KQ represents the water 
volume of the prismatic storage in the reach which 
corresponds to the outflow discharge, and KX(P-Q) 
represents the additional storage (wedge storage) 
which is positive or negative depending on whether 
P>Q or P<Q. In this case, K has the dimension 
of time, while X is a dimensionless parameter. If 
fact, the reach length t.x is included in the coeffi­
cient K, which can be then defined as K = t.x/C , 
with C representing celerity of the wave along the 
reach. 

The application of this simplified method requires 
the estimation of two quantities. First, K is both 
a time constant, which depends on the incremental 
length selected, and the channel characteristics that 
affect resistance to flow and hence the time of wave 
travel. Thus, K is the incorporation of several 
physical facotrs of the system. Second, the value of 
X must be estimated. Since this relates to the 
difference in inflow and outflow it is a measure of 
the shape of the discharge hydrograph passing through 
the reach. The two coefficients, X and K then 
account for the necessary conditions of channel shape, 
slope, and roughness, and the hydrograph to be routed. 
However, these parameters cannot be determined without 
information a prior. Information on waves and on 
the channel is necessary to estimate the weight X for 
the P and Q in Eq. 7.10, and it is needed to 
estimate a, b, m, and n of Eqs. 7.8 in order to 
compute K. Inaccuracies in these estimates are usu­
ally the main sources of errors in the Muskingum 



method. Only through observed waves, or through com­
puted waves based on a more accurate procedure of com­
putation, may K and X be determined with any 
exactness. 

Because flood hydrographs may have different 
shapes, which affect the weight X, the application of 
the Muskingum method to the design of storm routing 
systems is limited. Both the thesis by Suvich [see 
Internal References, 11], and the paper by Harris [8] 
arrived at this limitation for the Muskingum method 
as applied to the design of storm drains. Also, it 
is not even evident that the computer time necessary 
for a given level of accuracy is less than that re­
quired by the specified intervals scheme of the method 
of characteristics. 

7.5 Time-Lag Routing Simplified Method 

In his paper [8], Harris discusses the possibility 
of a simplified routing method that would provide the 
comparable results to observed discharge hydrographs. 
By using the method of characteristics as a standard, 
after the CSU data verified the method of character­
istics, he found that the "progressive average lag 
routing method" meets the reqUired good agreement 
between discharge hydrographs for particular circular 
conduits. According to Harris, this method also 
requires considerably less computer time. 

For a given hydro graph at the upstream end of 
the reach, as given in Fig. 7.1 (left graph), the 
point R of Fig. 7.1 (right graph) on the routed 
hydro graph at the downstream end of the reach is 
obtained by 

(7.16) 

in which the point qi and qi-l are separated by 
the time increment 6t, q is lagged by time t~ 
and n is the number of 5rdinates of upstream 
hydro graph averaged to determine an ordinate of the 
downstream hydrograph. This is a moving-average 
scheme in smoothing the upstream hydrograph, and it 
is translated by the time lag, t~, to obtain the 
downstream hydrograph. 

The three parameters to be selected and used in 
this simplified method are: 6t, the time increment 
of the hydrograph; n, the number of points on the 
hydrograph to be averaged and t~ the time lag. 
These routing coefficients for a given conduit were 
determined by computing the routed waves by the method 
of characteristics for three inflow hydrographs. 

The procedure by Harris was to adjust the 
coefficients so that the first output hydro graph was 
reproduced accurately by the time-lag method. 

These coefficients were then used to compute the 
other two hydrographs by the simplified time-lag 
method, and then compare with the hydrographs computed 
by the method of characteristics. Harris states that 
minor adjustments were required to make all three 
hydro graphs fit well. 

The results for a series of tests on different 
conduit diameters includes the size, length, and shape 
of each conduit. It is concluded then that the 
"progressive average-lag method", or "moving-average 
time-lag method", does provide answers which are the 
same as calculated by the method of characteristics. 

q q 

t· + t 

~ 
H t 

Fig. 7.1. The hydrograph of the upstream reach end, 
left graph, and the computed hydrograph of 
the downstream reach end, right graph, by 
the time-lag simplified flood routing method. 

In summary, the simplified method proposed by 
Harris, and based on prior work by Dooge and the U.S. 
Army Corps of Engineers [8], depends on expressing 
the discharges of the hydrograph at a later time 
(further downstream) as a centered average of n 
number of equally time spaced discharge values of the 
earlier hydrograph. The time between the two hydro­
graphs is a coefficient of the conduit properties and 
the reach length. The time-lag term includes the 
effect of the channel shape, slope, and roughness. The 
number n of discharge values to be averaged is the 
other routing coefficients for a given 6t. This 
number n of discharge quantities takes into account 
the change in the inflow hydro graph shape. Thus, the 
procedure appears to take into account the physical 
conditions determining the downstream hydrograph. 

There is no procedure a priori for evaluating 
the routing coefficients. For a given channel, they 
are determined by observing physical waves and the 
channel, or by computing waves based on an accurate 
method of computation, such as those by Harris using 
the accurage integration scheme by the method of 
characteristics. 

The time-lag routing method, like the Muskingum 
method or its variations, assumes, in general, constant 
values of coefficients for all stages of a hydrograph. 
This condition is not physically possible for shapes 
such as the circular section of a partly full flowing 
conduit. However, for modest ranges of base flow, and 
the inflow hydrographs of limited range, the coeffi­
cients may exhibit reasonable constancy. 

The simplified methods, like the moving-average 
time-lag method, may offer an approximate flood routing 
of inflow hydrographs through storm drains for purposes 
of design. However, they do not permit a direct 
evaluation of corresponding depths. Neither do they 
give the maximum depth determined either as a function 
of position along the conduit or in time. Since the 
maximum depth does not occur at the same time as the 
maximum discharge, it is not to be expected that the 
routed discharge hydrograph would be an indicator 
of maximum depth. 

7.6 Non-dimensionality Approach 

Parameters of non-dimensionality. A convenient 
procedure for estimating discharge and depth hydro­
graphs is by a non-dimensional generalization of 
functions of time and distance, boundary and initial 
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conditions, and other factors. This approach 
requires the identification of pertinent physical 
properties of the system, the quantitative measures 
of the phenomenon studied, and the appropriate dimen­
sionless relations between them. 

For unsteady flow in open channels the given or 
assumed parameters are basically those describing the 
channel geometry. The boundary conditions are des­
cribed by the characteristics of the inflow hydro graph 
and the depth-discharge relations at either the up­
stream or the downstream cross sections. For sub­
critical flow, the second boundary condition is at 
the downstream end, and for supercritical flow, the 
second boundary condition is at the upstream end. A 
third group of variables describes the initial 
conditions. 

Within each of these three basic groups are 
numerous variables, some of which are of primary im­
portance and some of which may have only negligible 
effects on the quantity to be predicted. The three 
basic groups of variables are: 

A. Channel Geometry. 

1. Cross section shape 

a. Circular shape, diameter, D , 

b. Trapezoidal shape, base width and 
side slope, Bo' z , 

c. Parabolic shape, rate of change of 
width with depth, k 

2. Channel bed slope, So 

3. Channel boundary roughness 

a. D~rcy-Weisbach friction factor, f ) 

b. Velocity distribution coefficients, 
Ct and a. 

B. Boundary Conditions. 

1. Inflow hydrograph 

a. Base flow, Qb 

b. the Peak flow, QQ + Qb ' with 
maximum discharge in excess ~~ the 
base flow, 

c. Time from beginning of hydro graph 
time of maximum flow, tp 

d. Volume of hydrograph, W 

e. Time to center of mass of wave, 

f. Time duration of hydrograph, 

2. Downstream depth versus discharge 
relation, y(Q), or 

tb 

3. Upstream depth versus base discharge 
relation, y(Q) . 

C. Initial Conditions. 

1. Steady uniform flow with a constant 
depth, yo ' or 

to 

tg , 
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2. Steady nonuniform flow with 

a. Subcritical slope or 

(1) Backwater or Ml curve, y(x) , or 
(2) Drawdown or M2 curve, y(x) • 

b. Supercritical slope 

(1) Sl curve, y(x) , or 
(2) S2 curve, y(x) • 

Thus, there are numerous variables to be 
related into a reduced number of significant dimen­
sionless parameters describing the conditions of 
the phenomena. 

The functions to be related to the above basic 
variables are: 

A. Wave Profiles as a function of 

1. Distance, y(x) , 

2. Time, yet) . 

B. Maximum Depth as a function of 

1. Distance, yp(x) , 

2. Time, yp(t) . 

C. Discharge Hydrograph at any location, Q(t,xJ. 

The significance and usefulness of these 
quantities depend on the reason for the analysis. 
For example. for the design of a storm drainage 
system, one important consideration is the determina­
tion of the peak depth as a function of distance. 
From this information the location of a change in 
channel size can be determined. For the problems of 
an existing storm drainage system related to time, 
the desirable information would relate the discharge 
to the time. The recording of existing conditions 
and then the prediction of a later event would permit 
direct control and reductions of peak flows. 

The complications of the problem of non­
dimensionality may be realized if one considers the 
number of independent dimensionless parameters that 
describe the unsteady flow process. According to 
the Buckingham Pi theorems, the number of independent 
dimensionless parameters necessary to describe a 
physical process is equal to the number of variables 
minus the number of dimensional categories Csuch as 
length, force, time). For the description of un­
steady flow, considering all variables listed above, 
there would be approximately 20 variables and 2 
dimensional quantities (length and time). The number 
of dimensionless parameters would then be approxi­
mately 18, depending on the physical conditions to 
be represented. The systematic correlation of these 
parameters requires holding all but one or two of 
them constant at a time and then observing or com­
puting their effect on the quantity to be predicted. 

An exploratory attempt was made to demonstrate 
a non-dimensional approach to the description of 
unsteady flow. A series of flood waves were computed 
by the method of characteristics for the subcritica1 
and supercritical base flow conditions. The hypothe­
tical inflow hydrograph was defined by a Pearson Type 
III distribution: 

QCt)= Qb+QOe-(t-tp)/(tg-tp)Ct/tp)tp/Ctg-tp)' 



The shape was defined by the base flow Qb ' the 
maximum discharge in excess of the base flow, ~o' 
the time to the maximum discharge, t , the tlme to 
the centroid of the inflow hydrograph~ tg , and e, 
the base of the Naperian logarithms. These parameters 
were varied over a limited range to identify their 
effect on the resultant maximum depths of flow. 

Subcritical flow. The conditions used for the 
subcritical flow computer runs are listed in Table 7.1. 
The dependent variable computed for each of these con­
ditions was the maximum depth ·of flow as a function 
of position along the conduit. Figure 7.2 presents a 
typical attenuation curve for the maximum depth for 
subcritical flow. For that position of the curve, 
relatively unaffected by the free outfall end condi­
tion, the depth may be represented by the relation 
o = a + ix , in which i is the attenuation rate. 
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Fig. 7.2. Maximum depth versus distance for Run 
No. 200 of Table 7.1. 

In the subcritical flow, Qb and Qo played a 
more important role in the rate of attenuation of wave 
than tp and t g . It was found that the attenuation 

rate varied as (1/~+Qo)0.34 , as seen in Table 7.2. 
The effect of the relative values of Qb and Qo is 
shown in Table 7.3; (~/Qo)0.3 was found to be the 
appropriate dimensionless parameter. The effect of 
the relative values of tp and tg was negligible, 

b h f . . d 0.1 ut t e rate 0 attenuatlon varle as tg , as 
shown in Table 7.4. Table 7.5 shows the effect of the 
diameter; the effect of the diameter was defined by 
00.8. 

Table 7.2. Effect of absolute values of ~ and 90 
in subcritical flow for t = SO sec. , p 
t = 100 sec. g 

0.34 0.34 
Qb Qo t t 1 

i(Q :Q ) p g (Q +Q ) 
Run cfs cfs sec. sec. b 0 i b 0 

200 10 10 SO 100 0.360 -162.6sxlO -6 -s8.6xlO -6 

201 5 5 SO 100 0.457 -122.6sxlO -6 -s6.lxlO -6 

202 7.5 7.5 SO 100 0.398 -141.ssxlO -6 -s6.4xlO -6 

203 9 9 SO 100 0.374 -ls3.76xlO -6 -s7.sxlO -6 

S3 

Table 7.3. Effect of relative values of 
~B and Qo in subcritical flow for tp = sec. , and 

tg 100 sec. 

Qb Qo t t (~r i(~:r p g 
Run cfs cfs sec. sec. i 

204 17 10 SO 100 1.173 -168.9xlO-6 -198xlO-6 

205 10 17 SO 100 .856 -2s3.4xlO-6 -2l6.sxlO-6 

206 12 IS SO 100 .935 -22l.4xlO-6 -207xlO-6 

207 IS 12 SO 100 1.069 -186.sxlO -6 -199.lxlO-6 

Table 7.4. Effect of absolute value of tg in 
subcritical flow for ~ = 10 cfs, and 
Qo 10 cfs 

Qb Qo t t (t )0.1 i(t )0.1 P g 
Run cfs cfs sec. sec. g 

i g 

208 10 10 SO 100 1.66 -27s.9xlO-6 -4s7xlO-6 

212 10 10 40 80 1.62 -283.7xlO -6 -4s9xlO-6 

213 10 10 30 60 1.57 -292.lxlO -6 -4s9xlO-6 

214 10 10 60 120 1.69 -268.7xlO -6 -4ssxlO -6 

Table 7.5. Effect of diameter in subcritical flow 
for ~ 10 cfs, Qo = 10 cfs, tp = 50 sec. , 
and tg = 100 sec. 

Qb Qo t t 0 P g 
00.8 Run cfs cfs sec. sec. ft i i(0)0.8 

208 10 10 SO 100 3 2.41 -27s.9xlO-6 -66sxlO-6 

215 10 10 SO 100 5 3.62 -176.3xlO-6 -636xlO-6 

216 10 10 SO 100 7 4.75 -lsO.2xlO -6 -71sxlO-6 

Four dimensionless parameters were found to 
define the rate of atten~ation of the wave peak in 
the subcritical flow: 

TIl i, the rate of attenuation; 

(
Qb)0.3 

TI2 = , the parameter defining the relative Qo 
value of base flow to the superimposed peak flow; 

( 
1 ) 0 . 34 0 1 0 8 0 22 

TI 3 = Qb +Qo (tg)' (D) • (g)' , the parameter 

representing the absolute values of ~, Qo' tg/O, 
and the gravitational acceleration, and 

S 
TI4 = f2.~8 ' the parameter measuring the effects of 

the channel slope and friction factor. Combining TIl' 
TI2 and TI3 into one-dimensionless parameter gives 



Q
b 

0.3 0.34 
'IT ='IT 'IT 'IT =i(-) (_1_) (t )0.1(D)0.8( ) .22 

5 1 2 3 Qo Qb+Qo g g 

A plot of 'ITs versus 'IT 4 is shown in Fig. 7.3 
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Fig. 7.3. Attenuation of wave peak for a theoretical 
hydrograph in subcritical flow. 

Supercritical flow. The condition for transition 
from subcritical to supercritical flow may be estimated 
from the Darcy-Weisbach energy loss equation and the 
expression for critical flow. 

S 
a 

T 

1 = 

Q2 

8gRA2 

Q2B 

gA3 

- Darcy-Weisbach 

- Critical flow. 

The ratio of these two equations results in: 

For a circular conduit flowing one-half full, the 
wetted perimeter P = 'IT D/2 and the surface width 
B ='D. Thus 

0.2 

It is to be noted that Solf required for the 
change of flow from supercritical to subcritical flow 
is approximately one-tenth of Solf needed for change 
of flow from an attenuating to an amplifying wave. 
The waves in subcritical flow always attenuate, while 
the waves in the supercritical regime can either 
attenuate or amplify. 

To determine how the profile of an attenuating 
wave in supercritical flow responds to parameters of 
slope, friction factor, and diameter, four consecu­
tive runs were made in which the inflow hydrograph 
was the same for all four runs. The conditions of 
these runs are given in Table 7.6. Figure 7.4 shows 
the profile of Run 97. The profile is initially con­
vex, it then becomes concave. Figure 7.5 shows the 
profile of Run 98 which depicts the effect of an in­
crease in slope; the profile is a straight line. 
Figure 7.6 shows the profile of Run 99; the effect 
of a decrease in friction factor is the same as an 
increase in slope, and the profile is again a straight 
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line. Figure 7.7 is the profile of an attenuating 
wave, Run 100, routed in a conduit with a diameter of 
7.0 ft, as compared with a'diameter of 3.0 ft in the 
previous three runs. The profile still has the ini­
tial convex segment with the following concave seg­
ment, but the concavity and convexity are not very 
pronounced. Another type of wave profile encountered 
in the course of computer runs is when the depth of 
the base flow is near one-half full. The profile of 
Run 45 is shown in Fig. 7.8 and it has a pronounced 
concavity. 

Table 7.6. Conditions of Runs 97, 98, 99, and 100 

Run 

97 

98 

99 

100 

1.64 

1.65 

1.62 

30 

30 

30 

30 

10 

10 

10 

10 

t 
P 

sec 

50 

50 

50 

50 

t 
g 

sec 

100 

100 

100 

100 

S 
a 

0.01 

0.03 

0.01 

0.01 

f 

0.02 

0.02 

0.005 

0.02 

D 
ft 

3.0 

3.0 

3.0 

7.00 
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Fig. 7.4. 

DISTANCE - FEET 

Maximum depth vs. distance for 
Run No. 97 of Table 7.6. 
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Fig. 7.5. Maximum depth vs. distance for 
Run No. 98 of Table 7.6. 
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Maximum depth vs. distance for 
Run No. 100 of Table 7.6. 
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Fig. 7.S. Maximum depth vs. distance for 
Run No. 45 of Table 7.7. 

Fig. 7.9. Maximum depth vs. distance for 
Run No. 18 of Table 7.7. 

The condition for the amplification of a wave in 
the supercritical regime was assumed to be So/f > 2 
(or Froude number F > 2). The amplitude of waves 
grows but only slightly, as observed by comparing Figs. 
7.8 and 7.9. In Fig. 7.8 the general slope of the 
curve is 116.2 x 10-6 , where as the general slope of 
the curve in Fig. 7.9 is 0.614 x 10-6 . If the above 
condition for amplification is satisfied, then the 
profile of the wave amplification is nearly a straight 
line in this case. Figure 7.9 shows a typical amplifi­
cation of maximum wave depth. 

The attenuation characteristics of a Pearson 
Type III function inflow hydrograph in the super­
critical regime were analyzed by computational methods. 
The parameters of the hydrograph control the volume 
and steepness of the wave. The effects of given param­
eters of the physical system, conduit diameter D , 
its slope So' and the friction factor f, on the 
attenuation rate of flood waves were investigat~d. 
The attenuation rate of the maximum depth was 
defined for the supercritical flow by 

ix 
yp = ae (7.17) 

in which i is the parameter of the exponential 
attenuation rate. The parameter i in Eq. 7.17 
was determined for each attenuating wave. 

The conditions of each run are given in Table 
7.7. Parameters defining the attenuation rate are 
representative of the hypothetical conditions. The 
use of attenuation rates beyond the computed range, 
however, may not be reliable. 

The attenuation rate was correlated with the 
characteristics of the inflow hydrograph and the 
circular conduit. To determine the general param­
eters in question, computer runs were carried out 
which simulated actual conditions. The effect of 
each of the seven variables was evaluated by chang­
ing one of the variables while keeping the rest 
constant. It was found that the attenuation rate 
varied as [(tg-tp)/tg]0.25, as seen in Table 7.8. 

The effect of the absolute value of tg is shown 
in Table 7.9, the attenuation rate varled as 

(tg)0.75. Tables 7.10, 7.11, and 7.12 show that 

[L/(Qb+Qo)]0.47 CGb/Qo)0.5, and DO. 8 may be 

appropriate parameters. 

Table 7.S. Effect of the relative value of tp and 
tg in supercritical flow for ~ = 25 cfs, 
and Qo 10 cfs. 

Qb Qo t tg(U(S i i(\:P( p 
Run cfs cfs sec sec t 

g 

53 25 10 50 100 0.841 -1l6xlO -6 -97.8xlO -6 

55 25 10 70 80 0.595 -170xlO-6 -99.5xlO -6 

66 25 10 60 90 0.760 -129xlO-6 -98.0xlO -6 

67 25 10 40 110 0.893 -1l1xlO-6 -99.0xlO -6 

Table 7.9. Effect of the absolute value of tg in 
supercritical flow for ~ = 25 cfs, and 
Qo = 10 cfs 

t 
P 

Run cfs cfs sec 

53 25 10 50 

54 25 10 25 

63 25 10 75 

64 25 10 100 

t 
g 

sec 

100 

50 

150 

200 

Ct )0.75 i 
g 

31. 6 -116xlO-6 

18.8 -174xlO-6 

42.S -S28xlO-6 

53.0 -608xlO-6 

i(t )0.75 
g 

-3665xlO-6 

-3270xlO -6 

-3542xlO-6 

-3225xlO-6 

Therefore, the attenuation characteristics of 
the waves in the supercritical regi~e of flow can 
be defined in terms of five dimensionless parameters: 

~l = i , the rate of attenuation; 

Table 7.10. Effect of the absolute values of ~ and 
~ in supercritical flow for tp = 50 
sec. and tg = 100 sec. 

t 
P 

. Run cfs cfs sec 

t (_1_)°·47 
se~ Qb +Qo i 

d_l_)0.47 
lQb +Qo 

57 20 S 50 

58 15 6 50 

59 10 4 50 

55 

100 

100 

100 

1 
4:8 

1 
Ds 

1 
3.46 

-88.3xlO-6 -lS.4xlO-6 

-66.2xlO-6 -15.8xlO-6 

-47.1x16-6 -13.6xlO-6 



Table 7.1- Conditions of different runs in the subcritical regime Table 7.7. Conditions of different runs in the supercritical regime 

Run ~ Qo t t S f 
P g 0 0 Qb Qo t tg 

cfs cfs seconds seconds ft 
p S 0 

Run cis cfs sec sec 0 ft 

200 10 10 50 100 .001 .01 3 
201 5 5 50 100 .001 .01 3 

6 10 100 150 .006 .01 2.9262 

202 7.5 7.5 50 100 .001 .01 3 
7 15 12 100 150 .006 .01 2.9262 

203 9 9 50 100 .001 .01 3 
8 10 8 100 150 .007 .01 2.9262 

204 17 10 50 100 .001 .01 
10 10 8 100 150 .010 .01 2.9262 

205 10 17 50 100 .001 .01 
11 20 16 100 150 .015 .01 2.9262 

206 12 15 50 100 .001 .01 
12 20 16 100 150 .050 .01 2.9262 

207 15 12 50 100 .001 .01 3 13 20 16 100 150 .030 .01 2.9262 

208 10 10 50 100 .0005 .01 3 14 20 16 100 150 .070 .01 2.9262 

209 10 10 70 80 .0005 .01 3 15 10 8 100 150 .025 .01 2.9262 

210 10 10 40 110 .0005 .01 3 16 20 16 100 150 .008 .01 2.9262 

211 10 10 60 90 .0005 .01 3 17 15 12 100 150 .015 .01 2.9262 

212 10 10 40 80 .0005 .01 3 18 10 8 50 100 .025 .01 2.9262 

213 10 10 30 60 .0005 .01 3 19 10 8 150 200 .025 .01 2.9262 

214 10 10 60 120 .0005 .01 20 20 16 50 100 .010. .01 2.9262 

215 10 10 50 100 .0005 .01 21 20 16 50 100 .008 .01 2.9262 

216 10 10 50 100 ,0005 .01 7 22 20 16 25 50 .02 .01 2.9262 

217 10 10 50 100 .0001 .01 4 23 25 20 25 50 .01 .01 2.9262 

218 10 10 50 100 .0001 .02 4 24 15 12 25 50 .01 .01 2.9262 

219 10 10 50 100 .0001 .03 4 25 20 16 25 50 .05 .01 2.9262 

220 10 10 40 90 .00005 .01 4 26 20 16 10 20 ,OS .01 2.9262 

221 9 8 50 90 ,00005 .01 4 29 20 15 100 150 .02 .01 2.9262 

222 9 8 70 80 .00005 .01 4 30 20 15 75 100 ,02 .01 2.9262 

223 10 10 60 70 .00002 .005 4 31 20 15 25 50 .02 .01 2.9262 

224 9 8 50 80 .00002 .005 4 32 20 15 10 20 .02 .01 2.9262 

225 8 40 80 .00002 .005 4 33 20 15 20 20 .02 .01 2.9262 

226 10 50 100 .00001 .006 5 
34 20 16 100 150 .07 .01 2.9262 

227 10 50 100 .00003 .006 5 35 20 14 25 50 .06 .01 2.9262 

228 10 50 100 .00004 .006 5 
36 20 14 35 40 .06 .01 2.9262 

VI 
C\ 229 10 50 70 .00006 .007 3.5 

37 20 14 30 40 .06 .01 2.9262 

230 15 10 40 80 .00007 .007 3.7 
38 20 14 60 80 .06 .01 2.9262 

231 8 9 40 80 .00001 .006 5 
39 20 10 50 100 .005 .01 2.9262 

232 2 4 30 50 .00001 .006 5 
40 10 20 50 100 .005 .01 2.9262 

234 14 9 40 70 .00003 .006 5 
41 5 25 50 100 .005 .01 2.9262 

235 5 4 30 80 .00003 .006 5 
42 10 10 50 100 .005 .01 2.9262 

236 17 10 50 100 .00004 .006 5 
43 10 5 50 100 .005 .01 2.9262 

237 5 7 40 80 .00004 .006 5 
44 20 10 50 75 .005 .01 2.9262 

238 5 5 150 100 .00006 .007 3,5 45 20 18 50 100 .003 .01 2.9262 

239 7 4 40 70 .00006 .007 3,5 47 20 10 75 100 .006 .02 2.9262 

240 10 8 50 100 .0002 ,01 4 48 30 10 50 90 .01 .02 2.9262 

241 9 11 60 90 .0002 .'02 4 
53 25 10 50 100 ,005 .02 2,9262 

242 12 10 60 80 .0002 ,01 4 
54 25 10 25 50 .005 ,02 2.9262 

243 13 8 50 100 ,0003 .03 4 
55 25 10 70 80 .005 .02 2.9262 

244 10 10 50 too .0003 ,03 4 
56 15 20 50 100 ,005 -:02 2'.9262 

250 10 10 40 80 .0004 .01 3 
57 20 8 50 100 ,DOS ,02 2,9262 

251 10 10 50 90 .0008 ,01 3 58 15 6 50 100 .005 .02 2.9262 

252 4 3 50 80 .00001 .01 6 
59 10 4 50 100 .005 .02 2.9262 

254 15 25 80 100 .001 .02 4 60 20 15 50 100 .005 .02 2.9262 

255 15 10 50 100 .0015 .02 4.5 61 10 25 50 100 .005 .02 2.9262 

256 10 9 60 100 .0005 .02 3 62 5 30 50 100 .005 .02 2.9262 

257 8 6 50 30 .00005 .02 7.5 63 25 10 75 150 .005 .02 2.9262 

258 15 10 60 120 .00001 .02 7 64 25 10 100 200 .005 .02 2.9262 

259 5 5 60 90 .001 .03 4 65 25 10 10 20 .005 .02 2.9262 

260 12 10 40 80 .0005 ,03 4 66 25 10 60 90 .005 .02 2.9262 

261 10 10 50 100 .0002 ,03 4 67 25 10 40 110 .005 .02 2.9262 

262 5 4 50 90 .00005 .03 4.5 69 40 20 50 100 .01 .04 5.00 

263 15 12 60 90 .002 ,03 3 70 40 20 50 100 .01 .04 8.00 
71 40 20 50 100 .01 .04 10.0 
73 25 10 75 150 .04 .02 2.9262 
74 25 10 75 150 .08 .04 2.9262 
75 25 to 75 150 .0028 .01 2.9262 
76 25 10 75 150 .0025 .01 2.9262 
77 40 30 100 200 .003 ,005 7.00 
78 20 15 100 200 .003 .005 7.00 
79 50 20 100 ZOO .003 .005 7.00 
80 60 30 100 200 .003 .005 7.00 



Table 7.11. Effect of absolute and relative values of ~ and Qo 
in supercritical flow for tp = 50 sec, and tg = 100 sec. 

Qb Qo t t 
p g 

Run cfs cfs sec sec 

39 20 10 50 100 

41 5 25 50 100 

42 10 10 50 100 

43 10 5 50 100 

Table 7.12. Effect of diameter 
Qo = 20 cfs, tp 

Qb Qo t t 
P g 

Run cfs cfs sec sec 

69 40 20 50 100 

70 40 20 50 100 

71 40 20 50 100 

'IT = 2 
, the parameter defining the effects of 

the relative value of base flow to peak superimposed 
flow; 

(~).S(~).47 
Qo Qb Qo i i(~tsr~r7 Qo Qb Qo 

0.285 -48.5xlO -6 -13.8xlO-6 

0.0903 -145 xlO -6 -13.lxlO -6 

.245 -51. 3xlO -6 -12.5xlO -6 

.396 -28.5xlO -6 -11.3xlO -6 

in supercritical flow for Qb 40 cfs, 
50 sec, and tg = 100 sec. 

D 

ft (D)0.8 i i(D)0.8 

5.0 3.62 -71.5xlO -6 -260xlO-6 

8.0 5.27 -47.lxlO -6 -248xlO-6 

10.0 6.31 -41.4xlO -6 -260xlO -6 

= ( 
tp- -tU )0.25 

'IT 3 ~ , the parameter defining the effects 
g 

of tp and tg 

'lT4 = (Q !Q )0.47 (t
g
)0.75(D)0.8(g)0.6l, where g is 

b 0 

gravitational acceleration, and 'IT 4 correlates the 

absolute value to tg'~' and Qo ; and 'ITs = 
S /fO. 5 , the parameter correlating the effects of 
cRannel slope and friction factor. 

A new parameter was obtained by combining 'IT 1 , 

into , or 

o(Qb )0.5(t -t )0.25( 1 )0.47 0.75 0.8 0.61 
'IT =1. - ~ -- (t ) (D) (g) 

7 Qo tg Qb+Qo g 

The plot of 'lT7 versus 'ITs is given in Fig. 7.10. 

In conclusion, it is possible to approximate the 
attenuation rate of a flood wave peak in the super­
critical flow in a plot of: 

0.47(Q )0.5 0 75(t -t )0.25 ° 8 ° 61 i(~) ~ (t)' ~ (D)' (g) . 
Qb Qo Qo g g 

S 
versus 0 ,and in the subcritical regime of 

fO. 5 

1.0lQb)0.3 (--:;-1 )0.34 ° 1 ° 8 ° 22 (tg) . (D) . (g)' versus 
Qo Qb Qo 

S 
o 

f2.88 

57 

-lxlO 

-2 xlO 

002 

Fig. 7.10. 

o Computed 

- Fitted 

0.1 

Attenuation of wave peak for theoretical 
hydrograph in supercritical flow. 
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This analysis is only an attempt to show that the 
non-dimensionalization of variables in gradually 
varied free-surface unsteady flow has some promise 
in the future research. The accurate integration of 
hypothetical waves and conduit conditions by the 
method of characteristics may yield computer t'experi­
mental data", for further investigating the non­
dimensional approach of flood peak attenuation. 

It is not recommended that the rate of highly 
amplifying flood waves be studied by this approach, 
because the transition of the gradually varied waves 
to rapidly varied waves may have just the same cri­
terion as the criterion when a wave starts to amplify. 
In other words, the gradually varied unsteady flow 
equations may be used for studying ,the conditions when 
waves start to amplify but not for studying the rate 
of amplification. The non-dimensionality of changes 
in unsteady flow regimes requires that the conduits be 
prismatic and very long. The local energy losses have 
to be incorporated into the general conduit losses. 



Chapter 8 

ANALYSIS OF ERRORS IN THE 

SOLUTION OF PROBLEMS 

8.1 Errors in Geometric Parameters 

The steel conduit used for free-surface unsteady 
flow experiments was 3 ft in diameter, l/2-inch thick 
rolled-plate with a longitudinal welded joint. The 
20-ft sections were butt-welded together and were 
supported on steel rails at approximately 20-ft 
spacing, not necessarily at the conduit joints. As a 
result of the manufacturing process, handling, field 
welding, and the method of support, the conduit is not 
perfectly circular and does not possess a straight 
line invert profile. The errors caused by physical 
departures from the mathematical geometric forms in 
the conduit cross section and longitudinal invert 
slope are defined as the errors in geometric parameters. 

Errors in parameters as a function of errors in 
depth. The error in each of the dependent parameters 
can be expressed in terms of the relative error in the 
depth as follows: 

(1) Wetted perimeter P = De/2 has the relative 
error dPIP = dale, with a = 2 cos-l(1-2y/D), the 
central angle of water surface, in which y is the 
water depth at the invert of a partly full circular 
conduit, and D is the conduit diameter. The relative 
error is then 

da 
e D k -1 (- -1) 2COS (1 

Y 
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lative error 
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D sin (a/2) has the re-
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(3) Area A D2(a-sin e)/8 has the relative 

(6) Section factor Z 
k 

AR 2 has the relative 
error 

(8.6) 

These relative errors (Eqs. 8.1 through 8.6) as 
functions of depth are plotted as ratios of the 
relative-depth error in Fig. 8.1. The relative errors 
in all parameters except for the wetted perimeter and 
hydraulic depth decrease as depth increases for a 
given relative depth error, dyly. The significance 
of these curves is demonstrated in the calculation of 
friction factors and Reynolds numbers. 

Hydraulic 
Radius 

Relative Error 
Relative Error in Depth 

error Fig. 8.1. Relative errors in parameters of circular 

dA = 1 - cos e (da) 
A 1 sin e e --e-

(8.3) 

(4) Hydraulic depth y* AlB has the relative 
error 

dA dB 
A B 

(8.4) 

(5) Hydraulic radius R = AlP has the relative 
error 

(8.5) 
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cross section versus relative error in depth. 

Errors in parameters as a function of ellipticity. 
Since no physical conduit has a truly geometric circu­
lar shape, it is necessary to determine the effects of 
deviations from circularity. An elliptical shape is 
assumed. Parameters describing the departure from a 
circular cross section are then the eccentricity and 
the direction of the principal axes. The eccentricity 

is defined as e = Il-(b/a)2 , in which a and b 
are the major and minor ellipse semi-diameter, respec­
tively. The direction of the principal axes is the 
angle a that the minor axis makes with the vertical 
as shown in Fig. 8.2. 

To compare circular segments with elliptical 
segments the percent of difference between the two 
was computed for depths from the bottom up to the 
center of the ellipse. Eccentricity was varied in 
increments of 0.05 up to 0.30 and a ranged from 0 



to n/2 in increments of n/lO. The area of the 
complete ellipse was made equal to the area of the 
complete circle. Depth was relative to the center of 
the ellipse. The results of these calculations are 
shown in Fig. 8.3. 

Acs - CIRCULAR SEGMENT - 0 
Acs -AES 

% DIFF." Acs x 100 

AES - ELLIPTIC SEGEMENT-~ 

e =J -<{-)2 

Fig. 8.2. Definition sketch for the relation of 
circular and elliptical cross sections. 
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These calculations indicate 
(1) that the relative error in area increases 

with increased eccentricity; 
(2) that the relative error in area decreases 

with increasing depth, and 
(3) that the relative error in area is maximum 

at the vertical and horizontal positions of the 
principal axes and is minimum at an angular position of 
45

0 
with the horizontal. 

Measurements to the nearest 0.001 inch were made 
of the inside diameter of the pipe at 600 intervals 
at cross sections spaced 40 feet apart before the in­
side of the conduit was painted and at intervals of 20 
feet after the inside was painted. An ellipse was 
fitted to the three measured diameters at each cross 
section and its orientation determined. The results 
of these calculations are presented in Table 8.1. The 
differences between the means of each of the para­
meters for the two surveys are not significant on the 
5 percent level. This indicates that the painting of 
the conduit had no effect on the internal geometry, 
and that doubling the number of stations did not 
significantly improve knowledge about the inside 
geometry of the conduit. 

Accepting an average area of 968.41 square inches 
(6.725 square ft) the mean diameter of the conduit is 
2.9262 feet. This figure was used for the conduit 
diameter in all calculations. 

Because of the interrelated effects of depth, 
eccentricity, and a it appears that an error in the 
computation of the flow area by assuming a circular 
cross section instead of an approximated ellipse may 
range from zero to 3 percent with 1 percent representa­
tive . 
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Fig. 8.3. Percent difference in area versus eccentricity and depth. 
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Table 8.1. Geometry of the experimental conduit. 

Number 
of Standard 

Stations Maximum Mean Minimum Deviation 

Major 21 17.869 17.617 17.538 0.175 
Axis (in.) 41 17.913* 17.604 17.554 0.047 

Minor 21 17.626 17.516 17.435 0.0375 
Axis (in.) 41 17.680 17.510 17.430 0.031 

Eccentri- 21 0.176 0.1021 0.046 0.0310 
city 41 0.175 0.0993 0.051 0.0244 

Alpha . (I 21 165.58 84.84 13.71 46.5 
(degrees) 41 160.37 82.94 7.78 49.43 

Area 21 989.5 969.47 965.3 3.84 
(sq. in) 41 994.9* 968.4 964.1* 3.94 

Wetted 21 111.51 110.373 110.13 0.2769 
Perimeter 41 111.82* 110.314 110.07* 0.2167 

(in) 

Hydraulic 21 8.87 8.7785 8.76 0.0183 
Radius (in) 41 8.89 8.7742 8.75* 0.0181 

*occurred at same section; 
The first row of figures refers to the unpainted 
interior of the conduit, while the second refers to 
the painted interior. 

Errors because of vertical displacements of a 
circular cross section. The deviations of a given 
conduit from a mathematically straight alignment may 
be: 

(1) the surface irregularities which contribute 
directly to viscous shear and consequent hydraulic 
roughness; . 

(2) unintentional misalignments of the conduit 
which occur gradually when it is extremely long; 

(3) intentional changes in conduit direction to 
alter the direction of flow. 

The effects of surface irregularities and in­
tentional conduit realignments on surface profiles, 
in general, are easily computed. However, the gradual 
conduit misalignments are usually ignored or assumed 
to have a negligible effect on the surface profile. 
Based on energy conversions relating to such changes 
in cross section area, the foregoing assumptions may 
be justified, since energy transfers are small by 
definition, and may well be masked by the uncertainty 
of the mean turbulent energy loss as well as by the 
time variable. Depths computed from any commonly 
used formula represent only the time-distance mean 
values. Equations 8.7 and 8.8 given by Henderson [6] 
are used in this study to estimate the effect of 
vertical conduit misalignments on the water surface 
elevations by considering a sinusoidal channel-bottom 
profile. (Details of the derivations of Eq. 8.7 and 
8.8 are given in Hydrology Paper No. 45). The ampli­
tude of the depth wave can be evaluated from 

£ = - (B.7) 

in which £ is the ratio of amplitude to the uniform 
depth Yo' and $ is the phase angle for the depth 
wave. The value of $ is 
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(B.8) 

with z and L the amplitude and wave-length of the 
sinsoid~lly varying bottom, respectively, So is the 
bottom slope, and Fo is the Froude number in uniform 
flow. 

Equations B.7 and B.8 were solved for various 
combinations of channel slope, wave length of channel 
irregularity, amplitude of channel irregularity, and 
normal depth. The Darcy-Weisbach friction factor was 
taken as a constant 0.012. Table 8.2 presents the 
results of these calculations. As expected, for a 
Froude number greater than one the depth wave is 
nearly in phase with the bottom wave. The slight 
difference is due to flow resistance. For a Froude 
number less than one the depth wave is out of phase 
with the bottom wave by essentially ~. Again, the 
slight difference is caused by flow resistance. 

The amplitude of the depth wave is unchanged for 
various 'lengths of the bottom wave, provided that other 
parameters are also unchanged. The amplitude of the 
depth wave compared to the length of the bottom wave 
ranges from approximately one for low Froude numbers 
to approximately three for Froude numbers close to one. 

Because of unavoidable irregularities in success­
ive sections of the conduit and the method used to 
join sections, it was impossible to completely elim­
inate all deviations from the mean slope. Table 8.3 
presents the results of mean slope determinations and 
the corresponding maximum and root-mean-square devia­
tions from the slope of the least-square fit. These 
results show that the invert profile of the conduit 
had an undulating bottom with approximately 0.01 foot 
of amplitude and 20 to 40 feet of wave length. 

8.2 Errors in Hydraulic Parameters 

Errors in friction factor. To estimate the 
effect of observational errors on computed friction 
factors, certain assumptions are required. For the 
following analysis the assumptions about the numerical 
values of parameters and errors are: the internal 
diameter of the conduit (D) is 3 ft, the depth (y) 
is 1.5 ft with an error of ±O.OOS ft, the bottom 
slope So is 0.001 with an error of ±.00001, and the 
discharge (Q) is 30 cfs with an error of ±0.3 cfs. 
These values will be used in the' expression for the 
friction factor 

f (B.9) 

By differentiating Eq. 8.9, the error equation for 
the assumed independent errors in the four quantities, 
y, Sf = So' RA2 ,and Q is 

2 [ af J 2 [af 2 ] 2 £ (f) = as e:(Sf) + --2- £(RA) 
f a (RA ) 

(8.10) 

+ [
af ] 2 aQ £ (Q) 



Table 8.2. Theoretical effect of bottom irregularity on water surface profiles. 

Froude z -ft L-ft <p-Rad f:.Y 0 -ft Slope No. a 

.0100 2.582 .01 20 6.266 .002 
40 6.249 .002 
60 6.232 .002 
80 6.216 .002 

.02 20 6.266 .004 
40 6.249 .004 
60 6.232 .004 
80 6.216 .004 

.03 20 6.266 .005 
40 6.249 .005 
60 6.232 .005 
80 6.216 .005 

.04 20 6.266 .007 
40 6.249 .007 
60 6.232 .007 
80 6.216 .007 

.001 .816 .01 20 3.170 .030 
40 3.198 .030 
60 3.227 .030 
80 3.255 .030 

.02 20 3.170 .060 
40 3.198 .060 
60 3.277 .060 
80 3.255 .060 

Table 8.3. Slope deviations of the experimental conduit 

Slope 

.0000052 

.0000157 

. 0000303 

.0001325 

.0005197 

.0010101 

.0074578 

. 0200690 

Max. Deviation, ft 

+.0188 
+.0182 
+.0214 
+.0195 
+.0347 
+.0279 
-.0240 
+.0375 

Root-Mean-Square 
Deviation, ft 

.0116 

.0135 

.0099 

.0099 

.0117 

.0119 

.0133 

.0141 

2 in which e:(f), s(Sf), s(RA), and e:(Q) represent 
errors in f, Sf, RA2, and Q, respectively. The 
term RA2 is called here the section factor. The 
error s(RA2) of this section factor is evaluated 
from the error in the depth (y), and given as s(y). 
The derivatives af/asf, af/a(RA2), and af/aQ are 
computed from Eq. 8.9, and the above numerical values 
of parameters are used to numerically determine these 
derivatives in Eq. 8.10. 

Assuming that the errors in y (to.005 foot), Sf 
(±O.OOOOl), and Q (to.3 cfs) are their respective 
standard deviations of random errors, then the standard 
error of random errors in the friction factor, o(f), 
is 

o(f) {(2.681 x 0.00001)2 + (0.000286 x 0.0997)2 

2 k -5 + (0.0001787 x 0.3) }2 = 6.61 x 10 . 

For the representative constant friction factor of 
0.012 for this conduit and the range of Reynolds numbers 
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Froude z -ft L-ft <p-Rad Slope No. a e:yo-ft 

.03 20 3.170 .090 
40 3.198 .090 
60 3.227 .090 
80 3.255 .090 

.04 20 3.170 .120 
40 3.198 .120 
60 3.227 .120 
80 3.255 .120 

.0001 .258 .01 20 3.142 .011 
40 3.143 .011 
60 3.144 .011 
80 3.145 .011 

.02 20 3.142 .021 
40 3.143 .021 
60 3.144 .021 
80 3.145 .021 

.03 20 3.142 .032 
40 3.143 .032 
60 3.144 .032 
80 3.145 .032 

.04 20 3.142 .043 
40 3.143 .043 
60 3.144 .043 
80 3.145 .043 

used in this study, this estimated standard error of 
6.61 x 10-5 represents only a 0.55 percent error. 
For this particular numerical case, the largest contri­
bution of errors to the friction factor is from the 
errors in discharge measurement. The standard error 
in the friction factor of 6.61 x 10-5 may be consider­
ed as a lower boundary in practical evaluations of 
random errors . 

The other aspect of errors in the friction factor 
is the effect of replacement of a changing friction 
factor with Reynolds number by an average factor on 
the shape of computed hydrographs along the conduit . 
These conditions of the Darcy-Weisbach friction factor 
fare, therefore, that a (1) single constant value 
of f is used, and that a (2) friction factor f is 
a function of Reynolds number given by the Prandtl-von 
Karman equation of hydraulically smooth boundaries. 

To find the effects of various values of f on 
flood evaluation, a hypothetical inflow hydrograph in 
the form of the Pearson Type III function is used, with 
its shape and the numerical values of parameters given 
in Fig. 8.4. This inflow hydrograph is considered as 
the inlet boundary condition, and waves are integrated 
by using the specified intervals numerical integration 
scheme of the method of characteristics, described in 
Chapter 5 of this paper, with additional details 
giyen in Part IV, Hydrology Paper No. 46. 

The friction factor in this study varied between 
0.010 to 0.14. Three values of f, 0.010, 0.012 and 
0.014, were tested for their effects on flood hydro­
graph evolution. Figure 8.5 shows the computed depth 
hydro graphs at three positions x = 50.0, 410.0, and 
771.7 ft along the channel with the above three con­
stant values of f, as lines (1), (2), and (3). 
These results and their comparison lead to four con­
clusions; 

(1) Differences of depth hydrographs for f = 
0.010 and f = 0.014 at x = 50.0 ft from the inlet 



are of the order of 5 percent of the channel diameter. 
These differences decrease with an increase of x. 
This decrease can be explained by both the initial 
conditions being a M2 curve and the downstream bound­
ary conditions being in the critical flow at the 
conduit outlet. 

20.0 
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15.0 

10.0 

5.0 I 
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Fig. 8.4. 
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Fig. 8.5. 

Hypothetical inflow hydro graph of the 
Pearson Type III function, Eq. 5.32, with 
the selected parameters: Qb = 6.21 cfs, 
Qo = 8.00 cfs, tp = 100.00 sec, and tg = 
150.0 sec. 

x = 50.0. ft. 

t, seconds 

100 200 300 400 500 

Effect of changes in friction factor, f, at 
various positions along the channel: (1) f 
0.010, (2) f = 0.012, (3) f = 0.014, and 
(4) f = f(Re). 
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(2) The smaller the friction factor, the smaller 
are the depths, in general, and the peak depths, in 
particular, at various positions along the channel. 
For Fig. 8.5, the differences in peak depths between 
f = 0.010 and f = 0.014 in relation to the conduit 
diameter amount to approximately 4 percent at x = 
50.0 ft, 3 percent at x = 410.0 ft, and 0.1 percent 
at x = 771.7 ft. Table 8.4 gives the percentage 
ratios of peak depth to conduit diameters, at various 
positions x along the conduit for f = 0.010, 0.012, 
and 0.014. 

(3) The smaller the friction factor the earlier 
the peak depth occurs. The differences of the time 
at the peak depth for f = 0.014 and f = 0.010 are 
approximately 3 percent of the inflow hydrograph rising 
time (t) at x = 50.0 ft, 6 percent at x = 410.0 
ft, and Rbout 7 percent at x = 771.7 ft. Table 8.5 
gives the times of peak depth percentages to the inflow 
hydrograph rising time; this shows how significant the 
effect of the friction factor is on the time occurrence 
of the peak depth. 

(4) Because of downstream boundary conditions of 
a free fall at the outlet, there are no systematic 
trends in peak depths, nor are there any at the time 
of the peak depths along the downstream portion of the 
conduit within 100 ft of the outlet. 

Figure 8.5 and Tables 8.4 and 8.5 give the 
respective properties of the depth hydrographs when 
the Darcy-Weisbach friction factor follows the Prandtl­
von Karman resistence equation for hydraulically smooth 
conduits. The comparison of the results of three con­
stant values of friction factor and the friction fac­
tor computed by this equation as a function of Reynolds 
number gives the following conclusions: 

(1) Only a very small difference is shown between 
the depth hydrographs computed by using the average 
value of f = 0.012 and f as the function of Re , 
for the given range of Reynolds numbers. The differ­
ence is on the order of 0.3 percent of the conduit 
diameter. 

(2) The differences in peak depths computed by 
f = 0.012 and by f as the function of R are less 
than 0.4 percent of the conduit diameter af all posi­
tions along the conduit, as shown in Table 8.6. 

(3) The differences in the time of the occurrence 
of peak depth computed by f = 0.012 and by f as the 
function of Re range along the conduit from 3.9 to 
8.5 percent of the rising time (t) of the inflow 
hydrograph. These differences at ~arious positions 
along the conduit are shown in Table 8.7. 

Errors in velocity distribution coefficients. By 
definition the minimum values of the two velocity 
distribution coefficients, a and. 8, are a = 1 and 
8 = 1. As soon as the time mean velocity at points 
in the cross section is not uniformly distributed, the 
coefficients are a > 1 and 8 > 1. It was found in 
this study that for partly full flowing conduits, and 
for the depths between 0.3D - 0.8D, with D the 
conduit diameter, the average coefficient values are 
a = 1.03 and S = 1.01. In practice, the values 
a = 1 and S 1 are nearly always used for the 
numerical integration of the two partial differential 
equations of gradually varied free-surface unsteady 
flow. The investigation of the effects of various 
values of a and S, particularly of the assumptions 
a = 1 and 8 = 1, on the evolution of flood waves 
along a long storm drain has been accomplished and is 
presented as follows. 

The hypothetical inflow hydrograph (Fig. 8.4) 
and the numerical integration scheme as it was 
used to study the friction factor are also used to 



Table 8.4. Percentages of peak depth to conduit diameter at various positions, x , along the conduit 
and various values of f. 

x, position in feet along the conduit 

f o 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 

0.010 49.95 49.62 49.28 48.94 48.59 48.23 47.86 47.48 47.07 46.64 46.16 45.63 45.03 44.36 43.56 42.39 39.76 

0.012 52.11 51.72 51.32 50.91 50.50 50.08 49.64 49.19 48.70 48.18 47.61 46.99 46.29 45.50 44.51 42.99 39.81 

0.014 54.01 53.56 53.11 52.65 52.18 51.70 51.20 50.68 50.12 49.52 48.88 48.17 47.38 46.47 45.29 43.48 39.86 

52.00 51.66 51.30 50.94 50.56 50.17 49.76 49.32 48.86 48.35 47.79 47.16 46.47 45.67 44.70 43.27 40.21 

Table 8.5. The percentage ratios of the time of the peak depths to the rising time of inflow hydrograph, 
at various positions along the conduit, and for several values of friction factor. 

f 

0.010 

0.012 

0.014 

feR) 

400 

175.48 

180.16 

183.10 

172 .92 

o 
124.03 

126.21 

128.20 

123.03 

450 

182.74 

186.51 

190.74 

180.07 

50 

130.47 

132.55 

135.06 

128.65 

500 

189.18 

194.37 

198.39 

186.42 

x, position in feet along the conduit 

100 150 200 250 300 350 

136.90 142.78 149.29 155.89 162.63 169.05 

139.51 145.26 152.38 159.07 166.14 173.19 

141. 31 148.00 154.87 162.16 169.38 176.23 

134.89 141.24 147.57 153.91 160.24 166.59 

Table 8.5. Continued 

x, position in feet along the conduit 

550 600 650 700 750 800 

196.44 203.70 211. 78 222.39 216.93 208.00 

202.23 210.09 217.95 221.07 218.11 211.86 

206.82 214.45 220.89 222.45 219.40 215.58 

193.74 201.50 209.50 215.47 213.21 206.59 

Table 8.6. Difference in peak depths computed from f as the function of Reynolds number and three values 
of f, in percent of conduit diameter. 

x, position in feet along the conduit 

f 0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 

0.010 -2.05 -2.04 -2.02 -2.00 -1.97 -1.94 -1.90 -1.84 -1.79 -1.71 -1.63 -1.53 -1.44 -1.31 -1.14 -0.88 -0.45 

0.012 0.11 0.06 0.02 -0.03 -0.06 -0.09 -0.12 -0.13 -0.16 -0.17 -0.18 -0.17 -0.18 -0.17 -0.19 -0.28 -0.40 

0.014 2.01 1.90 1.81 1.71 1.62 1.53 1.44 1.36 1.26 1.17 1.09 1.01 0.91 0.80 0.59 0.21 -0.35 

Table 8.7. Differences in the occurrence of peak depths, computed from f as the function of Reynolds 
number and for each of three constant values of f, in percent of the inflow hydro graph 
rising time. 

x, position in feet along the conduit 

f o 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 

0.010 1.00 1.82 2.01 1.54 1.72 1.98 2.39 2.46 2.56 2.67 2.76 2.70 2.20 2.28 6.92 3.72 1.41 

0.012 3.18 3.90 4.62 4.02 4.81 5.16 5.90 6.60 7.24 6.44 7.95 8.49 8.59 8.45 5.60 4.90 5.27 

0.014 5.17 6.41 6.42 6.76 7.30 8.25 9.14 9.64 10.18 10.67 11.97 13.08 12.95 11.39 6.98 6.19 8.99 
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study the effects of the velocity distribution 
coefficients. 

The effects of the velocity distribution coeffi­
cient a were studied for three values, 1.01, 1.02, 
and 1.03, while the coefficient B was kept constant 
at B = 1.00. The effects of the velocity distribu­
tion coefficient B were then studied for the values 
of B = 1.005, and 1.010, and a = 1.00. The results 
can be summarized as follows: 

(1) The higher a value of a the higher the 
depths produced. The differences in depths for vari­
ous values of a and B, and for a = 1.00 and 
B = 1.00, with a = 1.01, 1.02, 1.03, and B 1.00, 
increase with an increase of time. They are of the 
order of 0.40 percent of the conduit diameter. 

(2) The differences in depths are higher at the 
upstream than at the downstream part of-the conduit, 
and are on the order of less than 0.10 percent of 
the conduit diameter. 

(3) The higher the a value, the higher are the 
peak depths at various positions along the channel. 
The differences in peak depths are less than 0.25 
percent of the conduit diameter, as shown by the 
numbers in the first three rows of Table 8.8. 

(4) The higher the a value, the later the peak 
depth, t, occurs. The differences in tp between 
a = 1.01,Pl.02, 1.03 and 8 = 1.00, and a = 1.00 
and 8 = 1.00, range from 0.5 to 2.0 percent of the 
inflow hydro graph time parameter, tp} as shown by 
the first three rows of Table 8.9. 

Table 8.8. Differences in peak depths, in percent of conduit diameter computed for various values of a and 
a, and for a = 1. 00 and 8 = 1.00. 

a B x, position along the conduit, in feet 

0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 

1.01 1.000 0.08 0.08 0.08 0.09 0.08 0.08 0.08 0.07 0.08 0.08 0.07 0.07 0.07 0.07 0.06 0.05 0.03 

1.02 1.000 0.17 0.17 0.17 0.17 0.16 0.16 0.16 0.15 0.15 0.15 0.15 0.14 0.14 0.13 0.13 0.11 0.05 

1. 03 1. 000 0.25 0.25 0.24 0.24 0.23 0.23 0.22 0.21 0.22 0.22 0.21 0.20 0.20 0.19 0.18 0.15 0.07 

1.00 1.005 0.01 0.02 0.02 0.03 0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.03 

1.00 1. 010 0.01 0.02 0.02 0.03 0.03 0.02 0.03 0.02 0.03 0.03 0.03 0.02 0.03 0.02 0.02 0.02 0.03 

1. 03 1.010 0.25 0.19 0.23 0.27 0.30 0.32 0.36 0.37 0.39 0.40 0.41 0.39 0.39 0.37 0.39 0.44 0.49 

Table 8.9. Differences in times of peak depths in percent of conduit diameter for various values 
of a and 8 and for a = 1.00 and B = 1. 00. 

B 
x, position along the conduit, in feet 

a 

0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 

1.01 1.000 0.72 0.63 0.09 0.70 0.35 0.71 0.69 0.51 -0.03 0.67 -0.05 0.14 0.66 0.21 0.66 0.12 0.66 

1.02 1.000 0.63 1. 34 0.62 0.87 1.04 1.40 1.11 0.57 0.65 1. 35 0.54 0.52 1.05 0.85 1. 30 0.78 0.51 

1.03 1.000 1. 33 1.32 1. 31 1. 23 1. 73 1.71 1. 24 1.24 1. 31 2.01 1.18 1.17 1.15 1.14 1.12 1.14 1.15 

1.00 1.005 0.31 0.24 -0.45 -0.17 0.02 0.05 -0.39 -0.38 -0.27 0.46 -0.33 -0.30 -0.29 -0.27 -0.26 0.02 -0.27 

1.00 1.010 -0.18 -0.15 -0.73 -0.08 -0.06 -0.01 -0.26 -0.75 -0.63 0.12 -0.66 -0.62 -0.57 -0.54 0.28 -0.25 0.25 

1. 03 1. 010 2.56 2.73 3.52 3.62 4.06 3.88 4.78 4.96 5.77 5.24 6.23 7.22 6.81 6.70 4.36 4.06 4.38 
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(5) The higher a value of 8 the higher the 
depths produced. The differences in depth between 
8 = 1.005 and 1.010 and 8 = 1.000 decrease with an 
increase of both the time and distance, and are on 
the order of 0.08 percent of the conduit diameter. 

(6) The differences in depths at the upstream 
part of.the conduit are of the same order as the 
differences at the downstream part of the conduit. 

(7) The higher a value of 8, the higher are the 
peak depths produced at various positions along the 
conduit. The differences in peak depths are less 
than 0.03 percent of the conduit diameter as shown 
by the fourth and fifth row of Table 8.8. 

(8) The higher a value of 8 the earlier the 
occurrence of the peak depth. The differences in 
tp between 8 = 1.005, 1.010, and 8 = 1.000 for 
a = 1.00 range from 0.01 to 0.75 percent of the inflow 
hydrograph parameter t p , as shown by the fourth and 
fifth row of Table 8.9. 

When both a > 1.00 and 8 > 1.00 are used, 
particularly a 1.03 and 8 1.01, the differences 
in Tables 8.8 and 8.9, the sixth row, show the largest 
values. The differences in peak depths between a = 
1.03 and 8 = 1.01 and a = 1.00 and 8 = 1.00 
reach 0.50 percent of the conduit diameter at x = 
800 ft. This value is relatively negligible. 

In summary, replacing the average values of a = 
1.03 and B = 1.01 of free-surface conduit flow, for the 
flow depths y = 0.3 D - 0.8 D, by minimum values of 
a = 1.00 and B = 1.00, only slightly affects the 
evolution of flood waves along the circular storm 
drainage conduits. 

8.3 Errors in Computations 

Computational errors resulting from procedures 
used in this study are the product of the following: 

(1) The approximation of infinitesimal variations 
by finite values. This is a result of assuming, in 
general, linear relations rather than true curvilinear 
relations. This is a systematic error, which is not 
readily determined since it may be positive or negative 
during different stages of the computations. 

(2) Truncation of numerical values. This is due 
to the limited precision of any discrete-element cal­
culator. The computer used for these studies was 
programmed for single precision computations using 15 
decimal digits. 

(3) Round-off in the printed output. The computer 
used for the calculations rounded off all numbers in a 
manner similar to a manual calculator. 

The following discussion evaluates the effects of 
control variables in the solution of the unsteady flow 
equations. These equations are considered under the 
computational schemes with the incremental length and 
incremental time interval during which the integration 
process proceeds. 

Determination of computational parameter 6t. The 
grid sizes of 6x and 6t in the computational 
schemes is limited by the characteristic directions 
~+, ~_, encountered during the integration. In order 
to assure that this condition exists, it is necessary 
that 

6t < 
6x (8.11) 

Computations require that 6t be computed before 
the integration process. The incremental distance 
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6x was arbitrarily established. The computed velo­
city (V) was based on conditions that would produce 
the maximum critical velocity. The geometric term 
gAIB, which goes to infinity for full size flOW, was 
computed for a depth of 0.82 of the diameter. 

Effect of computational parameter 6x. The 
method of characteristics using a specified intervals 
scheme gives the complete numerical solution of the 
free-surface unsteady flow. The accuracy of the re­
sults depends on the size of the rectangular grids 
6x and M. 

If n is the number of intervals along the 
conduit and XL is the length of the conduit, then 

6x 
XL 

(8.12) n 

with n an arbitrarily selected number. The smaller 
the 6x presumable the more accurate are the results. 
But also, the smaller the 6x, the greater the re­
quired computing time. In compromising these two 
conditions to satisfy the objectives of this study, 
several values of n for the fixed XL were tried 
for the inflow hydro graph of Fig. 8.4 and the circular 
experimental conduit of this study. 

Figure 8.6 shows the effect of the size of 6x 
on the depth hydro graphs at three positions along the 
conduit. The upper graph is the depth hydrograph at 
a position 50.0 ft downstream from the inlet and for 
a 6x of 40.91, 20.45, 10.23, and 5.12 ft corres­
ponding to n values of 20, 40, 80, and 160, res­
pectively. The center and lower graphs are the 
depth hydrographs at 410.0 ft and at 771.7 ft from the 
inlet, respectively. The initial condition for each 
computation is the steady-state water surface for a 
free outfall. 

1.6 y, ft 

1.oL..------L. ___ ....L.. ___ .L..-__ ---''--__ ---' 

1.4 

1.3 

1.2 

1.1 

1.0 

0.9L..-----'----....L..---.L..-----'--__ --' 

1.4 y, ft 

1.3 

1.2 

1.1 

1.0 

t I seconds 

0.BO~--.,..,10.f:.0,.----::2cd-00=----"""30!:-::0:-----:-:40~0---5~00 

Fig. 8.6. Effect of 6x on hydro graphs at various 
positions along the conduit; (1) 6x = 40. 
91 ft, (2) 6x = 20.45 ft, (3) 6x = 10.23 
ft, and (4) 6x = 5.12 ft, at three loca­
tions of conduit x = 50.0 ft (upper graph) 
x = 410.0 ft (center graph), and x = 771.7 
ft (lower graph). 



Comparing the depth hydro graphs of Fig. 8.6 with 
the inflow discharge hydrograph of Fig. 8.4 it was 
found that: 

(1) The critical portion of the conduit for com­
puting depth hydrographs is near the outlet where 
there is the greatest curvature of the base-flow 
water-surface profile. The maximum differences be­
tween the computed depths, with 6x being 40.91 and 
5.12 ft, are approximately 0.3, 0.6, and 1.0 percent 
of the conduit diameter at 50.0, 410.0, and 771.7 ft 
from the inlet, respectively. 

(2) There is no significant increase in accuracy 
over 0.005 ft or 0.15 percent of the conduit diameter 
when 6x is less than 10.23 ft. Therefore, a 6x 
equal to 10.23 ft, or n equal to 80, was selected 
for computations. 

The peak depth y and the time to peak depth 
tp are two important ~arameters describing a depth 
hydrograph. The required accuracy of a computed 
hydrograph at various positions along the conduit can 
be measured by the peak depth, y, relative to the 
diameter, D, of the conduit, fo¥ various lengths 
~x. Also, the accuracy can be measured by the time 
to peak depth, t p , relative to the peak discharge, time 
t p , of the inflow discharge hydrograph of Fig. 8.4, 
for various lengths ~x and the same positions x. 

From the selected criteria for defining the 
accuracy of a computed hydro graph for a given ~x, it 
was found that the percentage differences of yp' 

x 100 

in which the index "min" refers to the depth YP of 
the smallest difference used, ~x = 5.12 ft, and the 
index "i" refers to depths of any other ~x > 5.12 ft, 
ranged from 0.0 percent to 2.1 percent for ~x ranging 
from 5.12 to 40.91 ft, and at various positions x, 
as shown in Table 8.10. At the upstream part of the 
conduit there was no significant difference between 
y /D for different values of ~x as expected. At 
tRe approximate middle of the conduit there was a 
0.2 percent difference. At the downstream end, the 
difference was 2.1 percent. No significant change in 
the percentage difference of y /D was found when 
~x ,was reduced below 10.23 ft. P 

Table 8.10. Difference in YE computed from various 

In using the other parameter, Tp to define the 
accuracy of computed depth hydrographs with different 
values of ~x and various positions x, the measure 
of accuracy was 

x 100 

in which the indices "min" and "i" refer to ~x = 5.12 
ft and all other values of ~x, respectively. It was 
found that there were no significant differences for 
values ~x > 5.12 ft, and for various positions x. 
The percentages were about 1.2 percent at the upstream, 
2.0 percent at the middle, and 8.5 percent at the 
downstream part of the conduit. It was also found 
that there was no significant change of the percentages 
of Tp to tp (which was about 1.9 percent) when 
~x was reduced below 10.23 ft, as shown in Table B.ll. 

Tables 8.10 and 8.11 show the percentage differ­
ences of YP to the diameter D of the conduit, and 
Tp to tp. respectively, with different values of ~x 
and at various positions of x. These values at even 
distances (0,50,100, ... ,ft) were computed by linear 
interpolation from the values in the grid system; 
therefore, some error may have been introduced. How­
ever, the change in shape of the depth hydrograph due 
to varying ~x was considered to be small. Larger 
~x produced a lower and later peak depth. 

B.4 Errors in Experimental Observations 

Errors in geometric variables. A summary of this 
type of error has been already presented in Section 
B.l. The two sources of geometric errors, the 
irregularities of conduit cross section and invert 
slope, were discussed in Chapter 6, Hydrology Paper 
No. 44 for the observed results, and were analyzed 
in detail in Chapter 2, Hydrology Paper No. 45. 

Time difference errors. A systematic error was 
introduced into all tests because the flow-measuring 
orifice was located 82.2 feet upstream of what was 
considered the beginning of the test conduit. For 
much of this distance the conduit was flowing full 
and providing instantaneous transmission of changes 
in flow. This systematic error effected primarily 

sizes of ~x (in percent of conduit diameter D) . 

~x Distance, ft 

(ft) 0 SO 100 150 200 250 300 350 400 450 500 550 600 650 700 750 BOO 

40.91 0 -0.02 -0.16 -0.04 -0.06 -0.08 -0.11 -0.16 -0.24 -0.31 -0.41 -0.50 -0.59 -0.70 -0.94 -1.43 -2.07 

20.45 0 -0.01 -0.02 -0.02 -0.03 -0.04 -0.04 -0.06 -0.10 -0.13 O.lB -0.22 -0.27 -0.39 -0.42 -0.66 -0.99 

10.23 0 0 -0.01 0 -0.01 -0.01 -0.01 -0.02 -0.03 -0.04 -0.06 -0.08 -0.09 -0.11 -0.14 -0.23 -0.39 

Table 8.11. Difference in Tp computed from various sizes of ~x (in percent of tEl. 

~x Distance, ft 

(ft) 0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 BOO 

40.91 1. 23 -0.09 0.18 0.14 -1.21 -0.36 -1.62 -2.04 -2.02 1.81 -1.09 1. 21 -0.96 -1.43 -8.47 -7.32 -3.48 

20.45-0.40 -0.09 0 0.14 0.05 -0.06 0 -0.40 -0.40 -1.81 -2.73 -0.42 -0.40 0 -3.58 -4.07 -2.04 

10.23 0.41 0 0 0.14 0.05 0 0 -0.22 -0.40 0 -1.90 -0.24 -0.42 0 -1.49 1.62 -0.41 
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the time correlations of observed and computed depths. 
A secondary effect is due to a minor modification of 
the inflow hydro graph between the hydro graph observed 
at the orifice and the actual hydro graph observed at 
the beginning of the conduit. The distance between the 
point where a free surface formed and the beginning 
point of the test conduit, however, provided a varying 
time lag between observed and computed data of from 
8 to 14 seconds. That is, the time recorded by the 
orifice transducer for a given flow discharge was 
ahead of the time when that discharge actually reached 
the conduit test section by the amount of time it took 
the wave to travel the 82.2 feet. To eliminate this 
difference, time shifts can be estimated visually 
from comparison plots (depth versus time) and experi­
mental times can be adjusted by this amount. This 
shift in time is discussed more fully in Chapter 6. 

Instrumentation errors. Instrumentation errors 
were analyzed on the basis of calibration results. 
Since the true values of physical quantities are 
never exactly measured, the calibration process of 
each inst~ument was considered to be an accurate 
estimate of the errors in the measured quantities. 

A common method of placing boundaries on the 
errors used the unbiased standard deviation, s, 
defined by 

(8.15) 

in which qi is the individual reading observed in a 
given range, qo is the corresponding reading from 
a reference curve in the same given range as qi, 
and N is the total number of observations. 

For a Gaussian distribution of errors at an 
approximately 95 percent significance level, the 
physical quantities measured by each instrument can be 
expressed as 

(8.16) 

Equation 8.16 means that 95 percent of the mea­
sured quantities qi lie within the range of + 2 s 
of qo. 

Table 8.12 gives a summary of the calibration 
results of the orifice meters, current meters, and 
pressure transducers using Equation 8.16. 

Reproducibility errors. An attempt was made to 
perform some experiments with conditions exactly the 
same as conditions of some selected previous runs. 
This was done t~ have some measure of the errors that 
were inherently reproduced in the experimental system. 
By running two runs under exactly the same conditions, 
the differences between the observed wave depths would 
be a measure of this type of error. If no errors were 
generated by the system, the observed values for both 
runs would be the same. This manner of comparison 
would not, however, be a measure of the random errors. 

During the experiments, seven attempts were made 
to duplicate the conditions of previous runs. Only 
one of these runs, however, was successful. The other 
six could not be used in this evaluation because either 
the base or peak flows did not correspond to the 
earlier conditions or the time of one wave was longer 
than that of the previous run, resulting in different 
total water volumes. The runs with matching conditions 
were 010013 and 019913. The error was small. 

Table 8.12. Estimate of instrumentation errors. 

Orifice 
Meters 

Current 
Meters 

Pressure 
Transducers 

Small Opening 

Medium Opening 

Large Opening 

Large Opening 

s 
Standard Deviation 

0.00413 

0.00220 

0.00320 

0.01619 ft 3 

0.0141 ft/sec 

0.0451 ft/sec 

ft of 
0.0002 water 

ft of 
0.0003 water 

Error Bounds with 
2.5% Level Range 

a. a. ± 0.00826 Reynolds No. 3x105"'2xl06 

a. = a. ± 0.00440 Reynolds No. 2x105"'2xl06 

a. a. ± 0.00640 Reynolds No. 5xl05"'2xl06 

¥=¥ ± 0.03238 ft 3 Volume 8 '" 15 ft
3 

v v ± 0.0282 ft/sec Velocity '" 8 ft/sec 

v v ± 0.0902 ft/sec Velocity 8 '" 16 ft/sec 

ft of Pressure ± 1 psi 
H H ± 0.0004 water Voltage ± 3 volts 

ft of Pressure ± 5 psi 
H H ± 0.0006 water Voltage ± 3 volts 
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8.S Total Errors 

The discrepancy between a computed value of 
analytical waves and the corresponding observed value 
from a physical wave experiment is attributable to 
numerous sources. These discrepancies are the result 
of systematic and random errors in the observational 
system and possible systematic errors in computational 
procedures. Random errors are a result of unavoidable 
accidental variations in the physical system. 

The comparison of computed and observed waves, as 
discussed in Chapter 6, include both the systematic 
and the random errors. The systematic errors are 
mainly in the form of base depth shifts due to zero­
reading shifts, and in the form of time shifts be­
cause of the difficulty of coordinating the zero 
time of computed and observed waves. Additional 
systematic errors result in using average or lower 
bounds of friction factor and velocity distribution 
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coefficients. All other differences between the com­
puted and observed waves are attributable to random 
errors in observations and systematic errors in 
computations. 

In previous analysis of individual sources of 
errors, and effects of various simplifications in 
hydraulic parameters, can not be simply integrated 
into the expression of a total error because: (1) 
errors are of different types, and (2) they may be 
dependent, with the dependence unknown. Therefore, 
it was not considered feasible to attempt to develop 
an overall formula for total errors. 

It is reasonable to state that the gradually 
varied free-surface unsteady flow is in such a stage 
of development that the theory can be less effective 
for further contribution than a systematic analysis of 
all sources of errors. 



Chapter 9 

CONCLUSIONS, LIMITATIONS AND RECOMMENDATIONS. 

9.1 Conclusions. 

General conclusions, regarding this Part I, 
Hydrology Paper No. 43, as well as general results 
presented in detail in Parts II, III, and IV, Hydrology 
Papers 44, 45, and 46, are summarized as follows. 

(1) The comparison of the solution of the 
theoretical equations of unsteady flow by numerical 
integration with accurately observed waves or the . 
comparison of analytical and physical gradually.v~r~ed 
free-surface waves, with the same boundary and lnltlal 
conditions shows good practical agreement, provided 
systematic shifts in depth or in the time in some of 
the observed waves are considered. 

(2) Observed waves in this study were subjected 
to a variety of sources of systematic and random errors. 
The systematic errors in recording the base flow depth, 
the recorded discharge as a function of time at the 
entrance into the conduit, and the energy head losses 
at the junction boxes are sometimes much larger than 
the cumulative random errors of various other sources 
of errors (measurements of discharge, depths, hydraulic 
parameters, etc.). 

(3) Though the experimental conduit was 3 ft in 
diameter and 822 ft long, the observational errors on 
waves produced in this conduit, and the co~putatio~al 
errors in the numerical finite-difference lntegratlon 
methods of the unsteady flow differential equations, 
did not permit an assessment of the differences between 
the physical and analytical waves, with these 
differences resulting from the basic hypotheses under­
lying the development of the continuity and mom~ntum 
partial differential equations of gradually varled 
free-surface unsteady flow. 

(4) The unique experimental facilities in this 
study of flow in conduits made it possib~e, through 
experimental investigations and observatlon~, to 
understand various aspects of gradually varled free­
surface unsteady flow. 

(5) The geometric and hydraulic parameters such 
as area, depth, surface width, hydraulic rad~u:, 
friction factor velocity distribution coefflclents, 
junction box 10~ses, etc., which de~ine ~he coef~icients 
in the continuity and momentum partlal dlfferentla1 
equations, have been evaluated with su~ficient 
validation from the experimental condult so that a 
reliable numerical integration of these equations can 
be obtained. 

(6) The recommended numerical integration 
procedure, which is based on experimental evidence, is 
the specified intervals scheme of the metho~ of 
characteristics, in which case the four ordlnary 
characteristic equations equivalently replace the two 
partial differential equations of unsteady flow. 

(7) To simplify the coefficients of the 
characteristic equations, the velocity distribution 
coefficients, a and B, are taken as unities. This 
research shows that substituting constant a and B 
for functions of a and B on Reynolds numbers or on 
the depth of water in partly full conduits does not 
significantly affect the floods routed along the 
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circular conduits. Similarly, the use of a Darcy­
Weisbach friction factor, f = 0.012, for the range 
of Reynolds numbers in this study, insteady of using 
the function f(Re) , did not significantly affect the 

routed flood waves. 

(8) It is doubtful that simplified flood routing 
methods have any significant advantage over numerical 
solutions of the theoretical equations for the design 
of storm drains. Simplified flood routing methods may 
be useful in those cases when the diameter of the 
conduit may be obtained explicitly from the equations 
or graphs, as the initial assumed dimension for the 
more accurate computations by the method of character­
istics, or when these methods substantially save 
computer time with only a small loss in the accuracy 
of the solution. 

(9) Research results in this study are considered 
as the basic information necessary for the expected 
development of practical flood routing methods for 
stOrID drain design, based on the unsteady flow approach 
to flood routing through a storm drain by using the 
most complete differential equations. 

(10) The only flood routing method that can meet 
various field conditions is a method that uses the most 
complete differential equations of unsteady flow .. A 
versatile new flood routing method should be app11cable 
under various conditions such as branching of storm 
drains, upstream flow under particular condition~,. 
different boundary and initial conditions, subcrltlcal 
and supercritical flows and their transitions, etc. 

(11) It is expected that in the future more 
accurate estimations of inlet flood hydrographs will 
be produced and the hydraulic conditions of storm 
drains will become better known so that extremely 
accurate flood routing methods will be both required 
and justified in practice. For that purpose, the use 
of digital computers and numerical integration schemes 
of the complete differential equations of unsteady flow 
will be used for both the design of storm drains, and 
the eventual prediction of flood hydrographs at 
particular points of existing storm drainage systems. 

Conclusions in more detail are given in the last 
chapters of Papers 44, 45, and 46. 

9.2 Limitations in the Developed Results. 

The proposed method of using the most complete 
differential equations of unsteady flow for flood 
routing through storm drains, particularly in applying 
the numerical integration by the finite-differences 
specified intervals scheme of the method of character­
istics, has some limitations and conditions of 
application; they are as follows. 

(1) The method is applicable only to gradually 
varied free-surface unsteady flow, which implies a 
neglible vertical acceleration, or, in general, the 
method is applicable to flood waves which attenuate 
as they progress along the conduit. 

(2) Waves must be one-dimensional or the velocity 
components in the horizontal direction normal to the 
conduit axis are negligible. 



(3) The hydraulic resistance and velocity 
distribution coefficients in unsteady flow do not 
deviate significantly from the resistance and 
coefficients in steady flow, for the same Reynolds 
numbers. 

(4) The method can not accommodate accurately 
the case when the flood wave moves on a dry bed, 
particularly for the frontal part of the wave. 

(5) The method as developed can not take into 
account the instability and air entrainment effects 
in a conduit flowing nearly full. 

(6) The second boundary condition at the upper 
end of the conduit (the first being the inflow hydro­
graph) in the supercritical flow, as a discharge­
versus-depth relation, is assumed usually to be the 
normal depth relation. This approach may depart from 
actual physical conditions, which makes it difficult 
for computed waves to correspond with physical waves, 
at least at the upper sections of the conduit. 

(7) Unavoidable inaccuracies in estimating 
junction box energy losses, particularly with the 
lower inlet position of laterals, result in significant 
differences between observed and computed flood hydro­
graphs in storm drains. 

(8) Though the method of characteristics with 
its specified intervals scheme may be improved by 
nonlinear interpolations of velocities and depths 
along the initial time t. , when their values at time 

J 
tj+l must be computed, there is still a lack of 

information for determing whether the interpolation 
should be made through three or four points for the 
supercritical regime; there is also insufficient 
information for determing what advantage four-point 
interpolation can produce. This is a limitation in 
assessing the accuracy of results under the various 
conditions of nonlinear interpolations. 

(9) The basic limitations in applying the 
proposed finite-difference scheme is related to the 
accuracy available in describing boundary and initial 
conditions. The better they are defined and the 
closer they are to the physical boundary and initial 
conditions, the more reliable are the numerical 
solutions. 

9.3 Recommendations for Future Research. 

Recommendations for further experimental research 
are given in more detail in subchapter 8.2 of Part III, 
Hydrology Paper No. 45; the potential of the developed 
facilities for further experimental investigations is 
given in subchapter 7.2 of Part II, Hydrology Paper 
No. 44. Recommendations for further studies of 
numerical integration schemes of complete differential 
equations of unsteady flow are given in subchapter 
5.2 of Part IV, Hydrology Paper No. 46. Although 
recommendations in detail can be found as cited, 
general recommendations for future research are 
summarized as follows. 

(I) The energy head losses of certain types of 
singularities, which occur in storm drains, should be 
investigated systematically. Such energy losses occur 
at various junction-box structures, boxes with various 
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angles and diameters of joining drains, or boxes at 
which the direction and/or the slope of the main drain 
change, drop-structures for which there is a backwater 
effect of downstream reach on the upstream section during 
the peak flows, and similar types of structures aiong 
the storm drains. Of particular interest is the 
dissipation of additional turbulence created by the 
structures of concentrated energy losses along the 
immediate downstream section of storm drains. 

(2) Investigation is necessary for the air­
water interaction when the conduit flows nearly full; 
all instability phenomena in the passage from the free­
surface flow to flow under pressure, or the opposite, 
should also be investigated. Because the drain 
dimensions are determined by the design flood hydro­
graph, and because the peak depth for that hydrograph 
should approximately coincide with the depth of the 
largest drain capacity in free-surface flow, which 
occurs in the depth range of relatively unstable flow, 
this air-water interaction has particular relevance 
to storm drain design. 

(3) The peak depth of a well designed storm 
drain is largest immediately downstream of the junction 
box, or the peak depth is at the upper end of the 
conduit between the two junction boxes, if the flood 
hydrograph is in the attenuation regime. This is the 
case if the flow is with the Froude number approximately 
less than F=2. The second largest peak depth may be 
produced immediately upstream of the junction box 
because of the backwater produced by the energy loss 
at the junction box. The section downstream of the 
junction box is also subject to dissipation of surplus 
turbulence generated in the junction box; this is 
equivalent to additional roughness. Therefore, the 
critical design conditions are either in the conduit 
sections where both the instability of nearly full 
conduit flow of air-water interaction and the 
additional turbulence occur, or in the section where 
significant backwater effect occurs. These phenomena 
which greatly affect design conditions, need to be 
researched. 

(4) Observations in the 3 ft diameter and 822 
ft long conduit, containing both systematic and random 
observational and computational errors, were unable 
to throw light on the differences between analytical 
and physical free-surface conduit waves, with these 
differences resulting from the five hypotheses under­
lying the derivation of the continuity and momentum 
partial differential equations of gradually varied 
free-surface unsteady flow. This objective of studying 
effects of basic hypotheses. should be pursued in 
future research with appropriate improvements in the 
accuracy of all observations and computations~ Future 
research in gradually varied unsteady flow might be 
more relevant if the accuracy of solutions are 
determined rather than reworking in the new light 
fundamentals of the basic equations. 

(5) New finite-difference schemes for integrating 
the quasi-linear hyperbolic partial differential 
equations are proposed from time to time. Thus, 
literature should be surveyed systematically for these 
various schemes; they should be then subjected to 
investigations, particularly if they concern stability, 
accuracy, versatility and flexibility of application, 
and economy of computer time. 
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APPENDIX 1 

Description of Research Project 

UNSTEADY FLOW IN A STORM DRAIN 

Part One 

THE BROAD PROBLEM 

Construction of highways in urban areas (and 
sometimes elsewhere) requires disposal of storm water 
by means of underground storm drains because property 
values and other considerations prohibit carrying 
storm water in open channels. These systems frequently 
include picking up storm water contributed by areas 
outside the right-of-way. The usual design procedure 
is to compute sizes of pipe by the so-called "rational 
method." When the highway is depressed the highway 
department usually attempts to exclude all water fall­
ing outside of the depressed section so that the size 
of the system collecting water for the highway itself 
(and usually requiring pumping) will be a minimum. 

Storm drains for depressed highways sometimes are 
miles in length (West Route in Chicago for example is 
about six miles) this producing a watershed that is 
very long in relation to its width. There is good 
reason to doubt that the rational method is reliable 
in such a case, (nor for that matter has the rational 
method been scientifically proved in any case). A 
flood-routing procedure beginning with routing of 
overland flow to inlets is generally conceded to be 
the logical approach especially since digital computers 
would permit investigation of various storm patterns 
both as to time and areal distribution in testing the 
probable functioning of a given system and indicated 
modifications. Such a procedure would make it poss­
ible to know where every cubic foot of water was at 
any time so that opportunities for temporary storage 
reducing the peak load could be investigated. Major 
economies in initial cost might result and are worth­
while exploring since the usual storm-drain system 
for a depressed highway will cost around $500,000 per 
mile. 

To my knowledge no one has developed a procedure 
for routing storm water through a storm drain by any 
except grossly approximate methods. 

The problem then is to study the hydrodynamics of 
unsteady flow in storm drains with the objective of 
developing a sound procedure adopted to a digital com­
puter, verifying the procedure by hydraulic model tests 
and field measurements as may seem necessary. The 
ultimate purpose is to provide a working design method 
applicable to any situation where storm drains are 
used for removal of storm water. However, there are 
many variations possible in the physical set-up as will 
be shown in the following paragraphs. 

Part Two 

AN OUTLINE OF THE FACTORS INVOLVED IN THE 

HYDRODYNAMICS ANALYSIS 

The inflow hydro graphs to the storm-drain system 
will not be considered as part of the hydrodynamics of 
the storm drain as that is a separate problem. It can 
be assumed that methods of computing inflow hydrographs 
will be provided. The system will also be assumed to 
consist of a single continuous line of pipe with inflow 
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from inlets, or from laterals collecting flow from a 
series of inlets all located on the highway right-of­
way. The right~of-way may include large interchange 
areas in which case lateral inflow may be substantial 
in relation to flow in the main drain and conceivably 
may be large enough to require analysis as a system 
by itself. For purpose of analysis it may be assumed 
that flow entering system at any point will have no 
momentum in the direction of the outflow pipe. 

Conduit may be circular or of any shape commonly 
used, either precast or monolithic concrete, generally 
will increase in size in downstream direction, changes 
in size being made at manholes open to atmospheric 
pressure, and crown-lines will match up except in case 
where a drop manhole occurs. The latter would be equi­
equivalent to a free outlet for system upstream. In 
large drains especially those of monolithic construc­
tion, conduit may be continuous with manhole rising at 
one side in which case transitions will be used for 
changes in size. 

The slope of the main drain will change usually 
with breaks at manholes but could be constructed on 
a vertical curve. Slopes may be subcritical or super­
critical and can be very steep, slopes of 3-5% some­
times occurring in main drains. The latter may pro­
duce augmented rates of discharge. A single line may 
involve a wide range of slopes, the usual situation 
involving steep slopes on upstream reaches becoming 
mild on downstream end. A break to a steeper slope, 
however, is also possible. 

Alignment commonly will be straight or with rel­
atively small deflections at manholes. Curved align­
ment is possible but rare. As a rule the main drain 
will not involve abrupt changes in direction such as 
90° except at a connection to existing interceptor 
which case should be given special treatment which is 
beyond the scope of this problem. 

Design criteria ordinarily provide that conduit 
will not flow under pressure for the design storm. 
But it should be possible to compute what will happen 
in the main drain when any part does flow full. Out­
flow may be either free, or subject to back pressure 
from stream or conduit into which drain discharges, 
or from water in wet well of a pumping station. In 
the latter case flow may be subject to surges created 
by sudden stoppage of pumps due to power failure. 

Manholes are commonly constructed either round or 
square with or without a stream-lined invert conform­
ing to invert of conduit; section through manhole nor­
mal to direction of flow will be as large or larger 
than cross section of conduit. Common practice is to 
bring all laterals in at manholes and may be at any 
elevation at or above flow line of main drain. The 
laterals for individual inlets are brought increas­
ingly in a a T or Y connection (inflow from one 
inlet is usually so small relative to flow in main 
drain that momentum in downstream direction may be 
neglected). 



InfloW hyd~ographs mar have a single peak, or 
more than one peak. A situation will also occur where 
a second storm follows so closely after the first that 
only a part of the volume from the first storm will 
have been discharged from the system, when the inflow 
from the second storm begins. 

Part Three 

LIMITATIONS OF ANALYTICAL STUDY FOR THE FIRST YEAR 

The numerous possible variations in boundary con­
ditions, inflow hydrographs, and outlet conditions re­
quire that the analytical study contemplated for the 
first year be limited so that initial solution for ~he 
more simple cases will be possible. 

During the first year the study will be limited 
to hydrodynamic analysis of a single storm drain on 
straight alignment with single-peak hydrographs (not 
necessarily identical) introduced at discrete points 
along the line, and a free outlet. 

The conduit shall be considered to be circular 
in cross section (other cross sections may be intro­
duced if feasible), changing in size at manholes, with 
crown lines matched up and changes in slope at manholes 
but not necessarily at every manhole. 

The conduit shall be considered to be smooth con­
crete with resistance factor Darch-Weisbach "f" vary­
ing as a function of the Reynolds Number of the flow 
in accordance with latest results from full-scale 
tests made for the Florida State Road Department and 
Public Roads at the St. Anthony Falls Hydraulic Lab­
oratory. In the event this requirement complicates 
the solution unduly, then an average value of "f" for 

73 

each size may be used. 

Only the case of free-water surface at atmospheric 
pressure is to be studied initially. Flows as intro­
duced to line shall be considered to have no momentum 
in direction of outflow line. Both subcritical and 
supercritical slopes shall be studied but not as steep 
as to augment the rate of discharge. Disturbances 
created by discontinuity of boundary at manholes shall 
be given consideration based on assumption that man­
hole is an abrupt enlargement over entire periphery of 
conduit except at flow line and distance across man­
hole in direction of flow is not more than three pipe 
diameters. 

The hydrodynamic analysis shall be made having 
in mind conversion of the results to solution by a 
digital computer. The contract will provide for em­
ployment of a consultant on machine computation to 
assist in that development. It is hoped that the end 
result will be a program whereby the outflow hydrograph 
for the simple case herein described may be printed out 
for any set of inflow hydrographs which do not cause 
the line to flow under pressure at any point (i.e. to 
flow full). 

The analysis is quite likely to require experi­
mental verification and establishment of certain con­
stants by empirical tests. The study should outline 
the tests and how they should be made, but no experi­
mental work is to be included under the intital con­
tract. 

August 1960 
Washington 25, D.C. 

Carl F. Izzard, Chief 
Div. of Hydraulic Research 
U.S. Bureau of Public Roads 



APPENDIX. 2 

GENERAL REFERENCES ON FREE-SURFACE UNSTEADY FLOW 

This general list of references follows closely 
the method of annotation given in the IIBibliography 
and Discussion of Flood-Routing and Unsteady Flow in 
Channels," U. S. Geological Survey Water-Supply Paper 
1690, U. S. Government Printing Office, Washington, 
D. C., 1964 (prepared by V. Yevjevich). 

References on subjects devoted to the general 
theory of wave motion in channels as well as references 
describing practical methods and procedures for flood 
routing are included. Only references which are not 
included in the above mentioned bibliography are given 
in the following list, mainly containing the works 
produced or published during the decade 1960-1969. 

The list comprises references to papers that are 
original reprints of studies made, and also references 
to papers that are restatements, summarizing the 
results of previous studies. No abstract of 145 
references is given in this list. The list gives 
references in the chronological sequence by years, 
and within a particular year the sequence of references 
is by author's name, in alphabetical order. Thus 
arranged, references have been numbered consecutively. 
Each reference can therefore be identified by its 
number, author or authors, and year of publication. 
No index by authors or by subjects is provided. The 
coverage of years 1968-1970 is not as complete as 
is for the previous years. 
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APPENDIX 3 

COMPARISONS OF OBSERVED AND COMPUTED WAVES FOR 
DEPTH VERSUS TIME RELATIONS, AND 
DEPTH VERSUS DISTANCE RELATIONS 

A total of 50 runs is included in Appendix 3. They are grouped 

into two different conduit slopes (S ); the first 14 runs are for 
o 

S = 0.00048 and the last 36 runs are for S = 0.00099. Under o 0 

each slope, graphs of this appendix are arranged as follows: first, 

inflow into the main conduit without inflows through laterals; 

second, inflow into the main conduit plus inflow through one lateral, 

and finally inflow into the main conduit plus inflows through all 

three laterals. Inflow hydrographs of laterals are given in the 

graphs whenever there is an inflow through laterals. In each group 

of the same type of inflows, the graphs are arranged in the order of 

increasing base flow discharge in the conduit (QB). For each run 

presented in this appendix, the inflow hydrographs, the plots of 

depth versus time at six different positions, and the plots of depth 

versus distance at six instants in time are presented. Identification 

of the six positions, the six instants in time, variables and units 

of coordinates, and the peak flow discharges (QP), all appear in 

graphs and are self-explanatory. 
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x···. 50.00 n X .• ';254.24 n X ..• ~7.70 f"T 

~ 

§ 

CONDS :;; CONDS 
~ 

~ 
:r 

~ 

.; ~ TlI'E - SECONDS i .; T[I£ - SECONDS i ..; T 11£ ' SECONDS 
~ 

,. 
" ,. ,. 

TIME • 120. 18 SECONDS Tt!1£ • 40.2' SECONDS TtME • 80.1' SECONDS Tll£ • 120.0' SECOIIDS 
.. cotPvtU ·'_"'0 *, ... "'" 

~ 
.... vtt .. OIKIVU ·_00 

i i 
~ t:! 
\I \I 

,ltt""''''011 ,tl.cr .. ruT : .; III'uttnt""lI.rt-rttT i .; IUll.tAO .. ttl."''' rttT : .: tlSTIIItt .. OIl liUt - JUT : 
,- ,. . 

TI!1£ • 160.1' SECONDS Tt!1£ • 200.09 SECONDS TI!1£ • 210.16 SECONDS TlI'£ - 160.26 SECONDS TII£ • 200.16 SECONDS TII£ • 240.06 SECONDS 
.. ,,,,,,,,,. -e_ -'_uTD -c_ -e_ ,e_ 

~ 
• ottO'" 

~ 
·_00 

~ 
• otlP'itD 

~ 
._10 

~ 
._10 

~ 
._10 

...... ..... 
i i! i , , , 

Q 
~ ~ t:! II! II! ~ 
\I \I II 1I \I 1I 

.. ~. ~. I. " . I 

.; tlSTO*( "OIl liUt ' JUT i . .; tlST"'" "00 llLET - JUT i .; DI,T ... " ntOf' ''I.e' .. ruT i .; JlSTO*( ..... IIUT • JUT i .; tllTO*( ...... liUt - JUT i .; IIITO*( ..... I,,, - JUT 

R.N NJ1£R 100002 so- .000.480 Q8 • 12.3<4 CF'S r.s> • 19.58 CF'S R.N ti.fvHR 120002 so· .000.480 Q8 • 12.5' CF'S r.s> • 19.25 CF'S 
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~:.: 

~:. : 
MAIN PIPE 08 • 7.281 

MAIN PIPE 08 • 6.981 QP ·'6.860 
QP ·'6.406 

(J) 
Lo.. 

(J) oJ 
Lo.. 
oJ 

W 
C> 

W ~ C> :r 
~ oJ 
:r !!! 
oJ Q 

!!! 
Q 

O • 

Q. 
.,: T [1£ - SECONDS ... 

.,: TIME - SECONDS ~ 

'.0 
•• 0 

LATERAL AT X· 410.75 F!£T 08 • 2.127 
LATERAL AT X • 410.75 F!£T 08 • 2.386 

(J) QP • 4.375 Lo.. 
(J) QP • 5.050 

oJ 
Lo.. 
oJ 

W 

w ! C> 

~ :r 
~ Q 
Q ;;;I 
-:;J m f5 
~ -' 
-' 

I. 

I. .,: T n£ - SECONDS ... 
.,: TII£ - SECONDS ... 

R.N NJf£R 100001 IN=tCl.J HY[R)GRAA£ 
R.N NJf£R 120001 IN=tCl.J HY[R)GRAA£ 

X' 50.00 FT x • 254.24 FT x • 387.70 FT 

T 11£ - SECONDS - SECONDS i ..: TII£ - SECONDS 

,. ,. s. " 
TIME • 40.22 SECONDS TIME • 80.10 SECONDS TIME • 120.31 srCONDS TIME • 40.29 SECONDS TIME • 80.24 srCONDS TIME • 120.20 srCONDS ·t_ .,- . """"'to ·, ... \lTtO "C:~[D ""''''U 

~ 
·_10 

~ 
.000000Ct 

@ 
•• tpttll 

~ 
.01"«0 @ 

.ot"lb'n 
@ 

.OIIP«» 

i i , ~ -R 
~ ~ . 
;'I ;! 

OltT"", "'"" lOUT • JUT i .; ttITAIK[""fIt 111." ... rttf i'..; ,1S1'i.1K£ "011 ttl.[' .. FU' i 
'j. 

It$lMUI'UfIU&O-rttT : .; JfSt.utCt "011 1",[1 ~ JUT : .; JHSf4IKE f'Uft UI.[T .. f'UT 

,. ,. 
TIME • 160.20 SECONDS TII£ • 200.08 srCONDS TIME • 240.29 srCONDS TII£ • 160.15 srCONDS TIME • 240.06 SECONDS .,- """"'D -c_IJTlD ,,"'\ITO ·, ... \lTtO 

@ 
._lID 

@ 
. ...,m 

@ 
.ot"~D 

@ •• KIt"O 
~ 

.00Klh'[0 

~. . ,~ , ~ ~ 

R =------ "'" Q 

"""'" 
Q 

~ ~ ~ ~ !l! 
;'I ;'I ;'I ;! 11 

• 1. 
tI.TI.It( .. '" IIU1 • raT i .; tI.tO.It( ..... I ... " • raT i ..; Olrt4lCtC"0fI11rIL"" ru' t • ." . .1r'UItI: ..... IIU1 • raT .IIT&ltCE ,.0" 1'1.[1' .. ruT 

: - DI"UC't ..... IIUT·rttT : 

R.N N..MiR 120001 50 - .000480 QB- 6.98 CF"5 QP • 16.41 CF"5 
R.N N..MiR 100001 so- .000480 QBo 7.28 CF"S fI' • 16.86 CF'S 
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.; .. ~ .l:.: 

MAIN PIPE QB .. 9.961 MAIN PIPE Q8 -10.142 
Of' -20.570 QP ·20.320 

tn tn \.0.. \.0.. U U 

W 
~ i ~ M M 0 0 

~. o • 
.; T 11£ - SECONDS :I: .; TII£ - SECONDS :I: 

I.a 
•• 0 

LArERAt. AT X .. ", 0.15 Fll:T QB .. 1.601 LATERtU.. AT X - 410.15 Fll:T QB • 3.259 
~ rIP .. 3.013 UI rIP to 6.239 u \.0.. u 

I w 
C> 

~ M u 
0 tn 

0 

~ ;I 

~ ...J 
...J 

t. 
O. .; T UE - SECONDS ... .; T[I£ - SECONDS :I: 

R.N ttMIR 120005 n'fLa.I HY~ R.N NJi:IR 120004 Itfl.G-J HY~ 

)'. 50.00 n x • 254.24 n x • 387.70 n 

- SECONDS i ..; - SECONDS .. T 11£ - SECONDS i .; - SECONDS .. 

,. ,. ,. ,. 
" 

TlI'£ • 40.52 SECONDS TU£ • 80.52 SECONDS TII£ • 120.51 SECONDS TIM( • 40.24 SECONDS TIM( • 80. 17 SECONDS TIM( • 120.09 SECONDS 
.COIII'II'Itt -c_ -,- -'_lITt. -C_\IfU -(OOPlIT1:t 

is 
.... ~) 

~ 
.~ ._'" is ..... ¥to ._m ·_m , ~ : 

Q Q 
t! t! t! t! t! t! 
I I I I I I 

!I, ,. 
.: IISfUlU: ..... IIUT-ruT 

;: - t, ... "", ...... IIUT - rut i- ,ISfUlU: '- IIUT - rut ;: .: IHITUlCt"'o-. .-.e .. rtt1 i .:. O'tTUCE no", fILtt w ruT : .. '1"''''" ..... IIUT - f1V ;: 
,- " 

TI~ • 160.51 SECONDS TI~ • 200.50 SECONDS TI~ • 240.50 SECONDS TIlE • 160.01 SECONDS TlI'IE • 200.26 SECONDS TIlE • 240.18 SECONDS -t_ -c_ .,- -c_ -,- -,"""" 
~ 

._00 
~ . - ~ 

._00 
f.s 

..... 1£ • 
is 

,_00 
f.s 

..... .0 

i! 

""'"' i i i! i- i! 
Q Q Q 
te ~ i i ~ ~ 
I I . " I 

. . !.I. 'I. !.I. II· I. 
tlSf_ .... IIUT • IU'I .ISf_ ..... IIUT - rut t.Sf_ ..... IIUT - f1V "IT_ .. IIOIUU·-ruT '"'''''' ,..~ IIUT ' IU'I 11,1_, ...... til." .. Itt' .: i .: i .: i .: i .: i .: i 

R.N NJ11R 120005 50· .OOOA80 QB. 9.96 ers fI' • 20.57 er5 R.N NJ11R 120004 so- .OOOA80 Q8 - 10.14 ers fI' • 20.52 ers 
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",C.: ,;.; 

MAIN PIPE 08-10.198 MAIN PIPE C8 ·'0.210 
OP -20.797 fIJ ·20.5"75 

(/) (/) 
L.. L.. u u 

w W l!> 

i ~ 
:I: u M ~ 

Q 0 

O. I. 
c: T H£ - SECONDS .; T Itl: - SECQtI)S i ... 

'.a 1.1 

(/) 
LAT£RAL AT X - 410.75 F!£T Q8 - 1.472 LATERAL AT X • 41 0.75 F'[[T C8 • '.059 

L.- OP - 2.916 ~ fIJ • 5.69' u u 

w 

I l!> 

~ 
:I: 

~ 
C a 
-J 

e ~ 
..J ..J 

I. I • 
.; T HI: - SECONDS .; T Itl: - SECONDS i ... 

RLN N.J1IR 100005 Itf1...()..JHY~ RN NJiIR 100004 Itft.()..J~ 

TII'£ - SECONDS ! .; TII'£ - SECONDS i ..; TlI'£ - SECONDS II: 
~ 

,. 
TII'£ - .&0.29 SECONDS TIME - 80.25 SECONDS ·11£ - 120.21 SECOllDS TII£ - .&0.31 SECONDS TIME - 80.31 SECONDS TII£ • 120.30 SECONDS 

~ co.,,'" .,- ·, ... ",u ·,"""",1 ""'II'U ·, ... ",u 

~ .OI"~. .... .0 

~ 
._.0 .01"'«1 

~ 
.... .0 

~ 
• ..... ~D , i , i i 

!:! !:! !:! 

" " " 
~. 

11"UltE f'll0il lILt' • rut 
; - DI"-., "OR IILt1' • rut i ..: IIIT"",,"OOII1"' - FUT - DI"UICE""" I ... "· f'Ul i ..: .1"UlctntORllLcr·rttt i ..: JIlT""" -.oor 1 .. 0 - FUT 

,. 
TII£ • 160.17 SECONDS TlI£ • 200.13 SECONDS T11£ • 2.&0 _ 09 SECONDS TlI'£ • 160.29 SECONDS T11£ - 200.28 SECONDS T11£ • 2.&0.27 SECONDS -,- -,- -,- - 'WIIfO - 'WIIfO -,-

~ 
._10 

~ 
.... 10 

~ 
._10 

~ 
. -. 

~ • ... 10 ~ 
.... W't • 

.~ ~ 
l l l ~ ~ , i Q ...... Q Q Q 
!:! !:! !:! !:! 

" " " " 
IIITIIItI: -.oor laEf - FUT 

~. 
IIITIIItI: .... 1 .. 0 • FUT 

,. 
IIITIIItI: -.oor laEf • ruT IIITIIItI: .... laEf • FUT 

,. 
IIITAIIt[ .... laEf • FUT 

~. 
i ..: i ..: ..: i ..: i ..: IIIT .. <[ -.oor 1 .. 0' FUT i 

RLN N..MIR 100005 so- .000.&80 as - 10.20 crs rs> - 20.80 crs RLN N..MIR 100004 so- .000.&80 as - 10.21 crs r:p - 20.57 crs 
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.:: ~: I I .It.Q 

MAIN PIPE OB ·'2.002 MAIN PIPE OB ·'2.1.(2 
OF' ·'9.066 QP ·'9.687 

Ul ~ 4-
<.) <.) 

w 

~ 
~ 

~ ~ 
:x: :x: 

M M 
Q Q 

c. I I I I. 

.; TUE • SECONDS .: T(fo£ - SECONOS lit .. 

•• a , , I I I '.0 
LATERAL AT )( .. 410.7S F'££T OB .. 2.056 LATERAL AT )( .. 410.7S rt£T OB • 1.570 

b QP·3.191 ~ QP • 2.540 
<.) 

w w 
~ 

C) 

:x: ... ~ 
M M 
Q 

~ 
Q 

:;J :;;J 

e ~ 
...J ...J 

O. 
I . t • 

.: T U£ - SECONDS .: T(fo£ - SECONDS ... '" 

JUJ NJi:£R 120003 Itf1..(l.j HY~ JUJ NJi:£R 100003 1tf1..(l.j HY~ 

x. 50.00 n x .254.24 n x • 387.70 n X' 50.00 n X" 254.24 n x • 387.70 n 

o. 
O' II: 

l. 1 
,. ,. 

TIME: • 40.29 SECONDS TIME: • 120.ZZ SECONDS TII1E • "0.32 SECONDS T 11£ • 80.31 SECONOS TlI1E • 120.30 SECONDS 
·t"""'EP 

.,.........u """""n """"'0 • tOl!P<fIt~ 

• ot"'Y£~ ~ 
.. 0I110h'[0 

~ 
• HIOtt» 

~ 
.01"«' 

~ 
.oe •• 'ltO 

.... 
l! """ £ i i ......... 
ft 

~ ~ ~ ~ ~ ~ 
~ ~ ~ >1 >1 ~ 

I 

OIfTANa_'''''''P'£tT i"· DI""":' ntoI , ... " • <ttT i',; '11T....:£ ...... I ... "·<ttT Ot"""t ntO'l ftLtT P'£tT 
1I. 

DI$Tif«t ntO" 11&.£1 .. rttT DIst4lf(:t ",OIl II .. " ~ J't(T ,; :: i ,; i .:. :: 
,. ,. ,. 

TIME: • 160.18 SECONDS TIME: • 200.15 SECONDS 1110£ • 24Q.ll SECONDS TII1E • 160.29 SECONDS TIME • 200.28 SECONDS TIME: • 240.28 SECONDS 
.tOOlO\l!D ·tOOlO\l!D .,.........u t""'.rrtf "OOIO\I!D • <""'<fin 

i 
._YEII 

~ .- ~ 
._YEII 

~ '_YEII ~ 
._YEII 

~ 
·OIKlm , , i i l! i i 

I ~ ~ ~ ~ ~ 
t ~ t t >1 

I. ~. 
""...:' ...... rIL"''ItT 

.. ""W' "'"" , ... " . ruT tllT....:£ "''''' IfLtT • <ttT 
,. 

IfITANa"'OtIIILt'·<ttT 
~. ,1$' ... £ ...... , ... "."', .; tllT_ "'OIl IfLtT • rut i .; i ,; i .; i .; i .: i 

R.N tU1IR 120003 so- .000480 QB .. 12.00 crs or> • 19.07 C~s R.N~ 100003 so- .000480 QB .. 12.14 crs or> .. 19.69 ers 
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X' 50.00 rr 
-tON'UTC' 
· ,nuVl:. 

x • 254.24 n 
·t,lPVTtO 
.00stOVl:' 

x • 387.70 .7 
• e~ .. ~t: 
.00SEt...:: 

to.,;: llfilE"SECONDS 

RUN NUr13ER 19909 

TIME: • 40. 19 SECONDS 
(ON'UTED 

+QlsPtvtO 

• + . . 

m£· 120.26 SECONDS 
-tWl/Ttll 
·onttm 

SO, .000990 os· .90 crs QP. 30.48 CF"S 

TIME • 80.07 SECONDS 
.. COfIIUTtO 
+OIKllvtf! 

TlP1£' 14Q.20 SECONDS 
·tON'\lTtD 
+otSDtYEO 

DlSTlIOttl'llOllIIUT-l"[tT 

, 

TIME' 100.01 SECONDS 
~ COf'Pvf(1) 
.OlstllvtD 

IHSTAfrtt£ fROI! HI.tt ~ rUT 

TIME:' 160.14 SECONDS 
.. tOfPVTtO 
.. OISE_'ftn 

iF'~~--~-------

I 

WAvt: COt1'ARISONS AT INSTANTS IN TIME RUN NUMBER 19909 

2·,,""TTfTXIT1.fT'TT5lTO"'.""0 oTl1Jrr:m-tr ,,""TJ1T'X"'.""""25rn4TT.2Tf'4'"."T'fTT1"1f ,","TTTX,.,..rrm31'T87TT.TT-:rTo lT1.rn-:-rT1:I 

RUN NUTi3ER 8 

TIME • 40.27 SECONDS 
-CO""VT[fI 
+OISEllvtD 

TI~' 100.18 SECONDS 
-(WI/TtlI 
+OIISDtVl:O 

DISTIIOtt ..... tllLT - tUT 

-t'lPVTt. • (ON'UTt. • ",.,rc: 
• OI'SPvU • OIS[RvtD " ~$[I·'t: 

x • 462.56 F"T 
-tWVTO 

::.: 

TIPC _ stcONJ)$ ~o'.; 

x • 771.55 ."!" 

· ontt"D ~ 

x • 669.83 rr 
-tOllOUTED 
._Vl:O 

::.: 

-co .... v'tto 
.. ~st.·i£~ 

SO, • 00099~ os· 1.91 crs O?· 2J.Jj CF"S 

TIME • 60.24 SECONDS 
-co"UYtO 
+O,SEJlvtD 

TIME:· 120.15 SECONDS 
-CO"'VTtD 

TIME' 80.21 S£COtmS 
·CO"(JT£D 
+OISO"/[ti 

• OI$[RY[D ~ 

TIME· 140_12 SECONDS 
" tOJPvrEO 
.. OIS£lItvttl , 

i~~ ____ -- ~--~--

WAVE COf'PARISONS AT INSTANTS IN TIME RUN NUMBER 8 

87 

X· 50_00 n x • 38i" 7~ F! 
.. c )jft~J"l't~ 
· ast.v[: 

RUN NUr13ER 10 SO· .000990 OS, 2.08 C'S QP. 28.33 crs 

I 

TII'£ • 40.00 SECONDS 
• (_UTtI 
+OIStIvtD 

TtM£ • 80.00 SECONDS 
-(OlPVTt. 
·OIKlvtD 

TIME:' 100.16 S£COIlDS 
• ("'UTE. 
.00SE.vto 

TII'E' 120.01 SECQI'{OS TIt£· 140. t7 SECONDS TIME' 180. t7 SECONDS 
-'_UTE' 
+ OISElytD-

-(WI/TtlI -tOll'UTED 
• oesovo .. o.SEltYtO 

~ 

OtsTAIK£ rlOfl 1'1.£t M ruT 

WAVE COt1'ARISONS AT INSTANTS IN TIME RUN NUMBER 

INF"LOIoi HYDRO GRAPH 

X' 50.00 rr 
• (O"UTU . ot".vt. ~ 

x • 462_56 rr 
·'_UTED 
._IVI:O ~ 

x • 254.24 rr 
-(ON'UTED 
.01"0'£0 

x • 669.83 F"T 
• CON'UTEO 
• OISUY[» ~ 

t:' 

10 

x • 387.70 n 
• ~O"vTE~ · OI"O"~ 

X· 771_55 n 
·tOfltvttD: 
.otstavto 

RUN NUMBER 020001 SO, .000990 OS· 2.21 crs QP· 1 Q.23 crs 

r:ME: • 30 .24 SEC ONDS 
"ON'UTCD 
.QIS[Ivtl) 

~ 
i~ 

'-............... _---

TIME: • 60.12 SECONDS 
.(OII'I/TO 
.-.0 

Tll'E • 90. 36 SEC~t:~S 
·t."M: 
• 0IIt.'~:' 

: 

.:.....~OI+.ST:"':-IIOtt"'="'= .. ~ ... :'",~OU:-!:T:-L--:tUT:±'-......... ~{.t..o ......... ~.,I'I!:-IIOt~E ':: ..... ~I~II.£T~--::FI[T~..........,·t.t;.· ....".~OI-!:I'I:"':-IIOtt±-'= ...... ~I~II.£T-:!:-'.-:tUT==-' ......... ~: 

i 

I I • 

TlI'E' 120.2' SECONDS 
·cOll'llTO 
.... VI:O ~ 

~,........,,....,..,,....,..,,....,..,,......,.,......,,......,......,'.,...........,..TT."T"T""T"T""T"T"."T""I"....,...,....,...,r"'I 

TII£. "0.28 SECONDS TII'E' 18Q.36 SECONDS 
-cOII'I/TO -tWl/Ttll 
.-.0 p ._.0 

i~ __ ~~~ __ -~~~' 
i 
I 
~-.,--~-...--

i 
I 
~---¥--~----~--' 

•
t.. ............. ,.L.J, ..... ..!.1...>.._..L..I.,..L _ _!: _..L ._~-:±'-....... ~ ••• I:.o...'-'-~~~~~·~~.t·l:.o... ....... tt+.I'I .... III(..Lc~ ..... ,.w.,..Lru-!:,..L-~ra::±'-, ......... ~ _ ... - _ .. _. i" D'I'IIIIICC_'II.£T-FI[T i" • 

WAVE COf'PARISONS AT INSTANTS IN TIt-'[ RUN NUf"BER 020001 



RUN MJ13ER 029901 

~ 
~ 

TI~· 50.22 SECONDS 
- cWVTt. 
• OISPvtD 

ih'-..-............. _ __*_ 

OIST_£ ,..~ tff..£t - nrr 

, 
TIM(' 150.29 SECONDS 

• cWUTtO ._m 

X' 50.00 f"T 
-CDllOUTtJ 

x • 254_24 f"T -c_ x • 387.70 f"T 
-CDll"Jl'U 

tI 

.-. ~ _....n ~ -_m 

SO· .000990 QB. 2.27 CF'S op. 10.36 CF'S 

mit. 100.07 SECONDS 
-c ... 1/TtlI 
• .. avo 

~ 

. . 
TIM(' 130.28 SECONIlS 

-CDII"JI'U 
·_vtD 

i~ __ ~--~--~~ 

DISTUIC[ f"IOft IIIL£T - rttT 

TIM(' 190.32 SECONDS 
-c-
• anom ~ 

. 
, , 

TIM(· 220.16 SECONDS 
-C_D ·_m 

~ i , 
i~ __ -.--~ __ --~~_J i~ __ ~ __ ~ __ ~~~- i~ __ -. __ ~ ____ r-" 

WAVE COMPARISONS AT INSTANTS IN TIME RUN NUMBER 029901 

I,,*,LOIoi HYOROCRAPH 

RUN NUr13ER 029902 

TIME' 70.23 SECONDS ., ... II'I't. 
• OISPyto 

X· 50.00 f"T x • 254.24 f"T 
-tOfllVTED 
... um 

x • 387.70 f"T 
-''''II'I'U 
."Uvt • 

• tWUT£D ._vtD 

x • 462.56 f"T 
t......u 

x • 669.83 f"T -c_ X' 771.55 n 
"WII'I'U 
.".Im 

tI 

.OIDVO ~ .0IIC1vtlI ~ 

SO, .000990 08' 2.41 CF'S op. 24.40 CF'S 

TIME' IT 0.26 SECONDS 
'CW\l'i'tD 
• QlKlva 

TlHE' 130.28 SECONDS ·c_. 
.011[1",0 

, 
TIM(' 170.31 SECONDS TIM(' 200.18 SECONDS TIM(· 240.21 SECONDS 

'C"'II'I'U 
• OIlOytO 

·c_ 
.0IItII", 

~ , 
iL.._-----

WAVE COMPARISONS AT INSTANTS IN Tlr£ RUN NUMBER 029902 

88 

INF'LOIoi HYDROGRAPH 

RUN NUMBER 020002 

TIM(· 50.07 SECONDS 
·C"'JTU ,_m 

TIM(' 130.05 SECONIlS 
,C_ 

X' 50.00 f"T 
• CW\l'l't. 
· .. SEtvt. ~ 

x • 462.56 f"T 
•• ......u 

• 0IItIIvt. ~ 

x • 254.24 n 
-co~tlI 
.OMtIIvt. 

x • 669.83 n 
- COfPUT£O ._vt. 

tI 

x • 387.70 f"T 
-COPI'UTEO 
."S£lvt. 

X' 771.55 F'T 
• tWll'l'to 
._vtD 

SO, .000990 08' 2.48 CF'S QP. 20.57 CF'S 

TIM(' 90.06 SECONDS 

. 

'CDllOUTtJ 
'-.0 

TIM(· 180. 12 SECONl)S 
·t_ 

TIM(' 110.22 SEcorcs 
.: ... V'U 
'-.0 

. . 
~ , .-.0 i .- ~ 

TIM(· 220.11 SECONDS 
-CM'lll'O ,-, , 

II! ,.,,-, __ -

1 t.:-' __ ....... -~ 
II! 
1 ~_ .... ,.....-.-.:~_,.., I~ __ ~ __ '-__ -J~-~~-

WAVE COf'f'ARISONS AT INSTANTS IN Tlr£ RUN NUr13ER 020002 

I"*'LOIoi HYDROCRAPH 

RtlT'l tlUT13ER 9 

TIME' 40. 16 SECONDS 
-t~TtD 
·OISClytti 

DIStiNC[ rliM'lI .... CT - raT 

TIM(' 12Q. IS SECONDS 
-COflt\l1tD 
·OISEIlllY[D 

IHIT&NC[Ao.. 1It",,::T - rUT 

x • 462.56 n 
'CWllTtll ._vt. ~ 

x • 669.83 f"T 
-COfltUTtD 
._vt. ~ 

X' 771.55 f'T 
- tMt'JT[: 
.0ISt1Yr.: 

SO· .000990 08' 2.60 CF'S QP. 26.1':' CF'S 

TIME' 60.24 SECONDS 
-co,.VT(1) 
.ont_vtD 

OTST&NC[rROMt'LtT-ra:T 

TIME' 140.23 SECONDS 
·c~to 
.00SlIllly[D 

DISTANC[rtO"I"ltT-rt£T 
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APPENDIX 4 

COMPARISONS OF OBSERVED AND COMPUTED WAVES FOR PEAK DEPTH 
VERSUS DISTANCE AND TIME WITH CSU DATA 

Graphs representing a total of 32 runs are included in this appendix. Test conditions of these 32 runs 

are listed in Table 6.9, entitled "Summary of Data on CSU Experimental Waves", in Chapter 6 of this paper. 

For each run the results are plotted as peak depth versus distance (upper graphs), and peak depth versus time 

(lower graphs). The order of arrangement of the graphs in Appendix 4 follows the same order used in Table 6.9. 
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APPENDIX 5 

COMPARISONS OF OBSERVED AND COMPUTED WAVES FOR PEAK DEPTH 
VERSUS DISTANCE AND TIME WITH WALLINGFORD DATA 

Graphs representing a total of 41 runs are included in Appendix 5. Test conditions of these 41 runs are 

listed in Table 6.10, "Swmnary of Data on Wallingford Experimental Waves", in Chapter 6 of this paper. For 

each run the results are plotted as peak depth versus distance (upper graphs), and peak depth versus time 

(lower graphs). The order of arrangement of the graphs in Appendix 5 follows the same order used in Table 6.10. 
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Key Words: Storm Drain, Flood Routing, Unsteady Flow, Numerical Solutions, 
Wave Experiments, Method of Characteristics. 

Abstract: This first part of a four-part series of hydrology papers on flood 
routing through storm drains presents results of experimental studies in a 3-ft 
diameter, 822-ft long storm conduit and theoretical studies of the unsteady free­
surface flow. The numerical integrations of differential equations by the 
specified interval scheme of the method of characteristics, the diffusing scheme, 
and the Lax-Wendroff scheme are discussed; the method of characteristics is 
selected for the practical integration procedure whenever the complete differential 
equations are used. Experimental and analytical investigations of the geometric 
and hydraulic parameters that define the coefficients of the two differential 
equations are summarized. The initial and boundary conditions are experimentally 
studied and are expressed mathematically for the numerical solutions. The 
analytically computed waves are then compared with the experimentally observed 
waves by using the same initial and boundary conditions. Qualitative and 
quantitative comparisons are given for depth hydro graphs at different positions, 
for depth wave profiles at different instants in time, and for the peak-depth 
versus both position and time. From a practical point of view, good agreement 
is indicated by these comparisons. The errors in conduit geometric parameters, 
in hydraulic parameters, in numerical computations, and in experimental observations 
are analyzed and discussed. 

Reference: Yevjevich, Vujica and Albert H. Barnes, Colorado State University, 
Hydrology Paper No. 43 (November 1970) "Flood Routing Through Storm 
Drains, Part I, Solution of Problems of Unsteady Free Surface Flow 
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