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PREFACE

Understanding the behavior of environ-
mental variables is a prerequisite to society’s
efforts to manage the environment in an
effective and efficient manner. Since the
1700s, when many of our current scientific
approaches to  studying environmental
variables were first formulated, the goal has
been 10 recognize patterns in behavior that
help society understand and manage these
processes. Durant, in his history of civi-
lization, notes that during the 1700s "science
strove to detect regularities in the vagaries of
weather.  The first requisite was reliable
records." Today we continue to try to
understand our environment and we continue
to need reliable records as well as data an-
alysis methods that convert the data to
information that advances our understanding.

This effort to gain more understanding of
our environment and its behavior received a
major boast during the 1960s and 1970s as
society’s impacts resulted in several major
environmental "catastrophes” that received
wide publicity. With each "catastrophe," there
appeared a new law to address that specific
problem in our society, especially in the U.S.
where a rather legal approach to environ-
mental management was utilized. As the
number of laws, agencies, personnel, treatment
plants, and environmental impact statements
increased, the environmental problems did not
seem to go away, even though there have
been some notable successes (e.g. Lake Erie
and the Potomac River). In recent years,
it seems that science has identified new
environmental problems faster than society
can solve the old ones.

Simply passing laws and spending large
sums of money to clean up old problems will
not permit society to protect the environ-
ment.  Effective management requires a
fundamental understanding of what the quality
of the environment is and why it is that way.

This recognition is causing many elements of
society to now reexamine what was previously
viewed as an adequate understanding of the
behavior of environmental variables. This is
especially true in water quality management!

As the public, its elected representatives,
and environmental managers seek to know
what the quality of water is and why it is that
way, the need for better information on the
behavior of water quality variables in the
environment is recognized. The means by
which this information is obtained is not
readily clear, as the environment iS a mixture
of complex processes that determine the
quality of water. Many traditional means of
"water quality monitoring" grew out of the
need to simply "monitor" compliance with
legal standards without really trying to
quantify an understanding of the what and
why of water quality.

As professionals in  water quality
monitoring attempt to shift their monitoring
efforts from a compliance only format to one
of obtaining a better understanding of the
behavior of water quality variables in the
environment, they offer no established body
of literature which can be used to direct the
redesign or reformulation of their approaches
t0 monitoring.

Colorado State University, following its
long history in developing measurement
procedures and data analysis methods in the
field of water resources, has had research and
teaching efforts underway in water quality
monitoring for the past 20 years. In 1979 a
short course on the design of water quality
monitoring networks grew out of these
research and teaching efforts. By the mid
1980s it became clear to many at Colorado
State that it was now time to begin pulling a
body of knowledge together that could be
readily accessed by water quality monitoring



professionals to assist them as they refocused
their monitoring efforts from simple-data
collection to meeting specific information
needs on water quality variable behavior.
U.S. Environmental Protection Agency
personnel were very supportive of efforts by
Colorado State faculty in attempting to bring
together monitoring design information.

On 7-9 June 1989 an International
Symposium devoted solely to the design of
water quality "information” systems was held
in Fort Collins, Colorado. The Symposium
was sponsored by Colorado State University
and the U.S. Environmental Protection
Agency. By using the word "information" in
the title of the Symposium, the organizers
hoped to focus water quality monitoring away
from data as an endpoint and indicate a
larger purpose focused on water quality

information.  Thus, the Symposium was
designed to bring together environmental
scientists, engineers, managers, and
statisticians ~ concerned  with  utilizing

monitoring to develop a better understanding
of the behavior of water quality variables in
the environment. While water quality
monitoring involves a number of "steps"--
sampling, laboratory analysis, data handling,
data analysis, reporting, and, ultimately,
utilization of the information, the Symposium
emphasized the "information" end of the
system (the last three steps).

ii

The Symposium focused on determining
how water quality monitoring efforts could
answer the questions: "What is the quality of
the water?" and "Why is the quality of the
water what it is?" The goal was to determine
how monitoring can provide information that
could be used to answer specific management
questions.

The attendees, being focused on the rather
narrow topic of water quality information
systems, created a dynamic and stimulating
discussion of the subject. Hopefully, these
proceedings capture the essence of the
presentations made 7-9 June 1989.

Robert C. Ward
Jim C. Loftis
Graham B. McBride!

Colorado State University
Fort Collins, Colorado USA
October 1989

10n leave from the Water Quality Centre,
Department of Scientific and Industrial
Research, Hamilton, New Zealand.
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WELCOME

Neil S. Grigg, Director
Colorado Water Resources Research Institute
Fort Collins, Colorado, U.S.A.

We are pleased to have you at Colorado
State University to attend the conference on
Water Quality Information Systems. CSU is
a leader in the international water resources
field, and the convergence of the two subjects
of water quality and information systems is
critical for the future of water resources
management.

From my own background on water quality
management, | have considered what some of
the important problems related to monitoring
are. Ir's not a complete list, but here are
some problems that impress me with their
importance and difficulty:

(1) How do we measure micro-contami-
nants to show the full effect on ecosystems of
different kinds of human activities? The
microcontaminants are difficult to measure as
the size and diversity change, and even if we
can measure them, we don’t always know the
health or the ecosystem effects. We need
more emphasis on biomonitoring.

-(2) Is the job of environmental monitor-
ing becoming too expensive? We need new
approaches 1o integrate information and to
optimize the use of networks, such as in
estuary water quality monitoring.

(3) How do we reconcile the different
economic abilities to provide environmental
monitoring? Consider the difference between
the U.S. and Africa, where the economic
ability to provide sophisticated scientific input
or instrumentation is vastly different.

(4) Even after the information is
collected, how do we manage it? Processing
environmental information to lead to manage-

ment decisions is the bottom line, an
we can reliably and consistently mar
data and analyze it to produce
information, is it really worthwhile?

(5) Whose responsibility is it 10 n
In the case of estuaries, EPA, NOAA.
state government and even citizen n
are responsible for data collection. |
we coordinate this large and massive

What is the purpose of monitoring,
I believe there is a three-part purpos
The information system is only valu
part of a water quality management
The management System must begin »
understanding of what is going on
system. This is the first purpc
monitoring: to increase our underst
The second purpose of monitoring is t
us to process information leading to de
This is the decision-support system as
monitoring, and in this modeling can :
useful. Finally, the purpose of monitc
seen in actions that are taken to cle
water. Monitoring can be used to
rationale for the actions as well as to
up to see the results of the actions.

With such an important topic, we h
Colorado State to participate in researc
education into the future. Colorado Stz
a long history of involvement in
resources management. We started ]
19th century with emphasis on irri
engineering, which has been made famc
development such as the Parshall Flum
other contributions by scientists su¢
Robert Glover, who developed u
approaches to ground and surface
management. In more recent years, we



been known for our contributions in hydraulic
engineering and the hydrologic sciences as
well as our work overseas, such as interna-
tional irrigation projects in Asia. Now, some
of the water quality work that we are doing,
such as the research on design of water quali-
ty monitoring systems, offers promise to lead
us into the future.

Colorado State has an interdisciplinary
approach to water resources education. The
Departments of Agricultural and Chemical
Engineering, Civil Engineering and Atmo-
spheric Science represent the College of
Engineering’s approach to water; but we also
have a strong natural resources component

which includes the Departments of Fishery
and Wildlife Biology, Earth Resources and
Recreation Resources in the College of Fores-
try and Natural Resources. In Agriculture,
we have Agricultural and Resource Economics
and Agronomy, which are strong inputs to
our total water resources program. The
Colorado Institute for Irrigation Management
and the Colorado Water Resources Research
Institute, which 1 represent, are also
important organizational vehicles.

Again, welcome, and if we can do anything
for you here at Colorado State University
while you are here for this conference or
later, please let us know.



OPENING REMARKS

Robert C. Ward
Colorado State University
Fort Collins, Colorado, U.S.A.

An "Information” Symposium in water
quality!?!  What does this mean? What is
the Symposium going to cover?

I heard comments like this many times
during the planning and execution of this
Symposium. What is the background is such
a Symposium?

I thought 1 would use my introductory
remarks to provide a little background on the
Symposium, and more broadly, on the general
subject of information in water quality
management.

Anyone who has designed and operated a
water quality monitoring system knows that
collection of data is the easiest part of
obtaining information about water quality
variables in the environment. Most
monitoring systems operate relatively smoothly
the first few years of their life as there is
little analysis that can be done and the
enthusiasm for the effort is high among those
paying for the monitoring (or information
gathering effort). After several years (maybe
shorter), budgets get tight and the tough
questions begin to be asked.

What are we getting for the money we
spend on monitoring?

What happens if we reduce the monitoring
budget by 20%?

Why do we monitor water quality?

And then the most threatening question of all
is:

What is the quality of the water?

To me these types of questions, and our
inability to quantitatively answer them, is the

reason for this Symposium. There should b
a well defined information product produce
from every water quality monitoring effor
Thus, we want to design not just
monitoring program, but rather a wate
quality informa- tion system that has a wel
defined informa- tion product that permits the
operation of an efficient and effective wate
quality manage- ment program. If such wate
quality informa-tion products were associatec
with every water quality monitoring effort, the
type of questions noted above would be askec
much less fre- quently; and when they werc
asked we would have ready, quantitative
answers for them.

What do 1 mean by water quality
"information product?” P'm not sure [ carn
answer that question! What information.
about the behavior of water quality in the
environment, do we need to manage wates
quality efficiently and effectively? Naisbitt, in
his 1982 book entitled Megatrends, describes
how our society is evolving into an
information society and points out that
“uncontrolled and unorganized information is
no longer a resource in an information soci-
ety. Instead it becomes the enemy of the
information  worked Information
technology brings order .. and therefore
gives value to data that would otherwise be
useless.”  Jim Loftis, Graham McBride and
I, in a 1986 paper entitled "The data-rich but
information-poor syndrome in water quality
monitoring” bring Naisbitt’s observations to
bare on the water quality information pro-
blems.

Why does water quality management today
collect lots of data without a clearly defined
use for the resulting information? 1 believe
we have general uses for the data and
resulting information in mind when we set up
monitoring programs. ("In mind" is not



quantitatively design the means by which we
will convert the data into the information we
want. Also we rarely document, in writing,
the monitoring system design.

If we were to try to document a quanti-
tative design, I’'m afraid that we would have
very little guidance from the literature.
Water quality management simply has not
evolved to the point where the decisions that
have to be made can always be defined in a
quantitative manner. In addition, our
understanding of the processes that we are
trying the control in the environment is still
evolving rapidly. As we gain a better under-
standing, we realize that the monitoring
system we designed five years ago is already
out of date and the data less useful than we
had originally envisioned.

The program for this Symposium tends to
focus on how to get data and analyze the
data to obtain statistical results. Is this infor-
mation? It is if its use within management
is defined. TI'm afraid that too often we
produce statistical results (which is a lot
better than producing data alone), but we still
have a long way to go in developing a clear
picture of what information we are to be
producing for water quality management de-
cision making.

How has this Symposium been developed
and organized? Water quality monitoring can
be viewed as a system through which the flow
of water quality information is developed.
One interpretation that I have used in the
past is:

Sample collection
Laboratory analysis
Data handling

Data analysis
Reporting

Information utilization

The first three components have received
relatively consistent attention for a number of
years, and our success in their operation
Creates the large "data-rich” situation. The
last three components, however, have not
received much attention until recently, and
our lack of attention here results in the
"information-poor" situation. I have been par-

ticularly impressed by the advancements made
in the area of data analysis over the past five
to ten years. You will see and hear about
many of the advancements during the
Symposium.

We are working on the concepts of
reporting within a water quality management
program; however, I'm not sure how far we
will get until we attack the last component--
information utilization. How do we make
water quality management decisions, what are
those decisions, and how does information on
the behavior of water quality variables
influence those decisions? As we go through
the next few days, I hope we can address
some of these issues in our individual con-
versations and, perhaps, begin to develop
future studies or evaluations of our water
quality management decision-making process
50 we can begin to complete the information
system with a quantitative definition of the
"information product” that our monitoring
system is to produce.

We really can’t begin to complete the
system until we fully understand the current
state of the art of various components of the
system. The program for this symposium has
been organized to bring you up to date on
the monitoring system, particularly the latter
parts of the system--those dealing with the
information end.

We begin with Dr. Marshall Moss giving
us an overview of water quality data in an
information age. Representatives of three dif-
ferent segments of the water quality monitor-
ing field will then respond to Dr. Moss from
their perspective.

Next, we have a series of papers that
describe efforts toward the design of
monitoring systems in different parts of the
world. Goals, approaches, implementation
strategies, and results can be very different
and we can all learn from each others efforts.

We then enter into presentations that
focus on more specific topics related to the
monitoring system components.

First, we address statistical aspects of
monitoring system design--you define an



information goal and then establish your
statistics to achieve that goal. Thursday, we
move into the question of how do we assure
that we have good data to work with? Next,
how do we handle the large amounts of data
we collect so that it is ready for easy and
statistically ~ correct  analysis. Data
management iS evolving rapidly as new
computer hardware and software are
constantly being introduced. What is
happening in the field of data analysis?

While those of us in research often
struggle with specific details in our research,
many of you have to put everything together
and make it work. We finish the Symposium

on Friday with a number of case studie
where we will learn of the success an
failures of people who have had to "get th
job done."

We, the organizers of the Symposium, ar
very glad you have been able to join us as w
discuss this very important topic. Please us.
the breaks and meal times to visit with eacl]
other--we all have a lot to learn from eacl]
other!  Please let me know if there 1
anything 1 can do to make your time spen
here at the Symposium more professionall;
rewarding or your stay in Fort Collins mor«
enjoyable.



WATER-QUALITY DATA IN THE INFORMATION AGE

Marshall E. Moss

United States Department of Interior
Research Project Office

Federal Building, FB-44

300 West Congress Street

Tucson, AZ 85701-1393

For those of you who have studied the
program of this symposium in sufficient detail,
you will note that the two-part initial title of
my talk has been truncated. To survey the
history of water-quality data collection and
make even subjective evaluations of our
current level of proficiency in this realm of
science, I found to be a task too monumental
to undertake in a brief presentation; and to
project where we are going without a firm
basis of where we now stand would be pure
folly on my part. [ think that we can
-congratulate the conveners of this symposium
.and ourselves if, in the next three days, our
deliberations provide a first approximation of
where we stand. As to where we are going,
each water-quality scientist and program
manager will have to make an individual
determination, for we are each driven by
somewhat different sets of goals and
constraints. Although the determinations of
where we are going will be individual ones,
they are not independent of each other;
through the development and implementation
of new technology for the generation of
- water-quality information, a synergistic effect
is created that a rational decision maker
cannot ignore. My talk this morning will
atiempt to describe how I think this synergism
functions and how we can best take advantage
of it as individuals.

The title of this symposium, the Design of
Water-Quality  Information  Systems, is
- indicative of a significant step in the evolution
of the sciences that deal with the quality of
- the waters of our globe. For too long, we
have been concerned with establishment of
water-quality data networks without sufficient
recognition that the data were not ends

unto themselves. Quantification of the
information that the data contain and the
design of systems that optimize, in some
sense, the information that is generated
represent significant progress toward rectifying
the somewhat myopic views of the past.- Yet,
information is not an end unto itself either.
1t has been demonstrated in other facets of
water-resources  decisionmaking that the
economic impacts of data are not linearly
related to the information that the data
contain (Moss, 1970; Maddock, 1973; Dawdy,
1979). In fact, information that is misused
can have a deleterious effect on a decision,
and, in such instances, the underlying data can
be said to have a negative economic value
(Moss and others, 1978).

Samples for chemical compounds that
occur at lower and lower harmful at these low
levels, new data and information now can be
collected for the betterment of humankind.
However, for chemicals that do not harm the
environment at such concentrations, infor-
mation on their occurrence in a water body
can lead to reactionary and wasteful spending
trying to "remediate” a non-problem. Had the
data on the existence of the non-harmful
chemicals not been available, the hypothetical
funds would not be expended. Thus, misuse
of the data and their attendant information
can lead directly to the worsening of a
situation.

The point of the above example is that the
design of an information system must be
influenced by the decisionmaking technology
that will be used in addressing the objective
or set of objectives that is the impetus for the
system’s creation. If the decision technology



and the information system are not coupled at
the system-design stage, the impacts of the
ultimate decisions almost certainly will not be
optimal and may even be negative.

To help clarify how this coupling is
manifested, 1 would like to refer to Figure 1,
which is a depiction of an information system
and the role it plays in decisionmaking,
Ideally, the information system is imbedded in
a natural progression of actions and decisions
that begins with the perception of an
opportunity and  culminates in the
implementation of decisions that maximize the
net  positive impacts provided by the
opportunity. Frequently, in the field of water
quality, the initial perception is not one of an
opportunity, but of a problem. However, by
duality, the existence of a problem can be
considered an opportunity if some means of
minimizing the negative effects of the problem
exist. (We who work in the water resources
field would find little opportunity to exercise
our skills without the existence of
water-resources problems.)

Figure 1 joins the progression at the stage
of the conversion of the perceived opportunity
into an objective or set of objectives that will
be used to direct subsequent decision making.
Frequently, the specification of clear, relevant
objectives that lead to quantification in the
decision process is one of the most difficult
steps in the progression.

Once the objectives have been chosen,
appropriate technologies can be selected to
address those objectives. Selection of the
decision technology entails: (1) the choice of
the relevant variables and parameters that
describe both the water quality and the socio-
economic setting of the opportunity; (2)
specification of the means by which the
variables will be combined to dictate
subsequent actions; and (3) definition of the
process for dealing with the inherent
uncertainties in the variables and parameters.
With the decision technology firmly in mind,
the designer of the information system can
specify the procedures to be used to analyze
the water-quality data. These data-analysis
technologies may be any one or a combina-

w

‘with

tion of models that account for tt
probabilistic, stochastic, or determinist
natures of the water-quality phenomena ¢
interest.

In the ideal setting depicted in Figure
each of the steps described above should b
taken prior to consideration of the design ¢
a water-quality data-network. The design ¢
the data network answers the questions: (1
what is to be measured, (2) where is it to b
measured, (3) when is it to be measured, an
(4) how accurately is it to be measured
Network design has been depicted (Moss
1982) in a structural analogy as a pyramic
shown in Figure 2. The base of the triangl
is denoted hydrology, but it is hydrology ir
the broad sense, ". .. the science that deal:
with the waters of the Earth, their occurrence
circulation, and distribution, their chemica
and physical properties, and their reactions
their environment, including theil
relation to living things" (Federal Council for
Science and Technology, 1962). In discussing
network design for water quantity, I believe
that much of the -success of early data
networks can be atiributed to the fact that
understanding of the hydrologic processes is
the basis for network design. In comparison
with the situation in water quality, however,
I believe that, frequently, our successes in
network design have come in spite of, not
because of, the inclusion of process under-
standing.

The second tier of the network-design
pyramid consists of three blocks. The block
to the right is probability. In my opinion,
probability theory is the key to understanding
what we don’t know about hydrology, includ-
ing water quality, and networks can never be
truly optimum unless they are based on a
quantification of what we don’t know as well
as what we do know. Resting on probability
theory is the set of tools known as statistics.
Two tools that are commonly used in network
design, sampling theory and correlation and
regression analysis, are only representative of
the full statistical tool box. Capping statistics
is Bayesian analysis, which is simply a
formalization for quantifying the uncertainties
of tiers below.



Figure 1--Components of an Information System
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On the left side of the structure is a
somewhat amorphous set of blocks labeled
socio-economic analysis, which is not as
distinct as the right side because to date we
commonly have failed to include it properly in
our network designs. 1 think that these
failures can be attributed not onmly to the
difficulties involved, but also to our
ineffectiveness in interesting fellow scientists
from the fields of policy, sociology, and
economics in such probiems as they relate to
water. However, with respect 10 the details
of the structure, I think that we can hazard
a guess that the topmost block also must be
Bayesian analysis. Surely, the uncertainties of
socio-economic analysis are at least as great
as those in hydrologic analysis.

The central pillar of the pyramid is labeled
optimization theory and represents another set
of tools. Its central location is not due to its
relative importance vis-a-vis the blocks to
either side, but because of the hybrid nature
of many of its components. For instance,
optimization is used in defining the
parameters of many deterministic models that
describe  basic hydrologic understanding.
Thus, optimization theory is contiguous to the
very base of the structure. Similar examples
can demonstrate its relevance to each of its
adjoining blocks.

The capstone of network design, upon
which the data network itself rests, is decision
theory. Decision theory is the integrator of
al]l components below it in the structure.

As might be suspected, the real world does
not always follow the ideal prescription. For
example, consider the National Stream Quality
Accounting Network (NASQAN) operaied by
the U S. Geological Survey. The Geological
Survey saw the establishment of NASQAN as
an opportunity to redress the set of generic
problems with U.S. water-quality-data bases
pointed out by Wolman (1971). Those
problems were: (1) short record lengths, (2)
changes in locations and frequencies of data
collection, (3) incompatibility of water-
quality-data  collection  with  hydrologic
understanding, and (4) lack of knowledge of
temporal variability as a prerequisite to
detection of significant trends. The objectives
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for NASQAN, which evolved directly from the
generic problems, were: "... (1) to account for
quantity and quality of water moving within
and from the United States, (2) to depict
areal variability, (3) to dctect changes in
stream quality, and (4) to lay the groundwork
for future assessments of changes in stream
quality" (Ficke and Hawkinson, 1975).
However, there is no evidence in the
published literature that indicates that design
of NASQAN took into account the decision
technologies nor the data-analysis technologies
that would be wused to address those
objectives. Therefore, the inevitable budgetary
pressures have caused NASQAN to be
modified without the benefit of knowledge as
to how the changes would impact the network
objectives. In response to this situation, the
Geological Survey is performing a thorough
redesign of NASQAN that has begun with
revisiting its objectives. In this redesign,
data-analysis technology, particularly for trend
detection, is playing a major role.

Subsequent to the design of the network,
it is possible to take the answers to the
"how-accurate”  question and  develop
procedures to assure the potential user that
the quality of the water-quality data are
known. Traditionally, many data users have
been simply too pleased by the existence of a
data set to question its accuracy; their
attitudes seemed to be that the data may not
be perfect but it’s the best information
available. As more water-resources decision-
makers become aware that their decisions are
sensitive to the quality of the data that they
use, the issue of quality assurance becomes
more important. As an extreme example, the
expenditures for quality assurance of data
collected by the Geological Survey in support
of the decisions concerning the Nevada
Nuclear Waste Storage Site are of the same
order of magnitude as those for the collection
of the data themselves.

At this point in the progression, actual
data coliection can begin, and it is also at this
point that feedbacks, represented as dashed
arrows in Figure 1, ideally begin to take
place. All of the previous steps were based
on a specific level of knowledge about the
water-quality conditions of interest. As data



are collected, this level of knowledge
increases, and new data-analysis techniques
and new network designs may be appropriate.

In the information age, no discussion of
information systems would be complete
without a few words about data-management
systems. Part of the synergism mentioned
carlier can be attributed to the existence of
robust data-management systems, like the
STORET system of the U.S Environmental
Protection Agency and WATSTORE of the
Geological Survey. The information contained
in properly identified data entered in such a
robust system is available for a multitude of
uses other than those for which it may have
been originally collected. But, with robustness
comes a price tag. The first part of the cost
of a robust system is that the options
inherent in such a system tend to make it
difficult to use; this part of the cost can be
minimized by user-friendly system design. The
second cost is the potential loss of
information that the robustness entails.
Because the data-management system cannot
be all things for all people, compromises must
be made. These compromises usually result
in data compaction or loss of data attributes,
such as its accuracy and quality--each of which
is a diminution of information. To
ameliorate the loss of information, subsystems
that retain more objective-specific information
can be appended to the central, robust system.

The product of the information system is
ultimately developed by processing the data
through the same data-analysis technology that
initially was crucial in defining the data
network.  The progression culminates by
integrating the water-quality information into
the decision process for which it was designed
to have an optimal impact. The key to
obtaining this optimality is the compatibility

among the decision technology, the
data-analysis technology, and the data
network.

Now, I would like to return to the concept
of synergism in water-quality information
systems. I think that such synergism can
derive in three ways. Firstly, information is
a commodity that is not destroyed by its use.
Thus, if it is properly preserved, it can be
made avaijlable at minimal cost for many uses
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“shown in Table 1.

that were not anticipated at the time of its
collection. Secondly, information can be used
to improve understanding of water-quality
processes. By improving  process
understanding, the information content of the
existing data and all future data are enhanced.
Thirdly, synergism evolves from our taking
advantage of the accomplishments of others.
New approaches and new technologies for the
design of information systems, like the data
they contain, are recyclable commodities.

To illustrate the unrealized potential for
synergism in water quality information, I
would like to relate some results from a study
that the Geological Survey has conducted here
in Colorado. This study and a companion
conducted in Ohio surveyed Federal, State,
local, and regional agencies and universities to
determine the amounts and types of water-
quality data collected during the 1984 water
year and to determine how many of those
data could be collated to define the ambient
water quality in each State. The studies were
implemented in a series of steps (Hren and
others, 1987), starting with a compilation of
all non-commercial entities that might be
collecting such data within each State.
Within Colorado, 115 data-collection programs
were identified. A survey form, sent to the
managers of each program, was used to
develop a data base for the remainder of the
study. The study then progressed with a
series of screens t0 determine whether the
data from a program had utility in defining
ambient conditions. Phase 1 of the study
used five screening criteria:

1. Do the data represent ambient stream or
aquifer conditions, as opposed to
wastewater effluent or treated water?

2. Are the data available for public use?

3. Can the sampling sites be readily located?

4. Is quality-assurance documentation avail-
able?

5. Are the data in computer files?
The 338,000 samples collected in Colorado

during the 1984 water year yielded the results
After screening for the



Table 1--Water-Quality Data in Colorado

Surface Ground Total
Water Water
All
Samples 308,120 30,080 338,000
Available/
Ambient
Conditions 145,470 12,310 157,780
Meeting All
Phase |

Criteria 105,840 8,440 114,280



first two criteria, that is, publicly available
measures of ambient quality, the number of
remaining samples was reduced by more than
half. The main factor cauwsing this reduction
was the elimination of samples that were
collected for the permit requirements that
could not be related to ambient conditions.
After application of the final three criteria,
only about one third of the original samples
remained. Of the final three criteria,
computerization of the data was ihe most
stringent.

The second phase of the study expanded
the analysis to investigate the adequacy of the
quality-assurance  programs  (Oblinger,
Chiidress, and others, 1987). The 114,280
samples that passed phase 1 were determined
to have had 240,000 analyses and
measurements performed on them. The
quality assurance of the field and laboratory
procedures used to make these analyses and
measurements were explored in some detail,
and it was found that only 26,400 of the
analyses and measurements had adequate
quality assurance for the purpose of
determining ambient conditions. The major
deterrent to data adequacy was the lack of
representativeness of the samples collected in
the field. 1f two thirds of the samples were
deleted in the first phase and then almost
ninety percent of the measurements performed
on the remaining one-third were deleted in
the second phase, it seems that there is ample
opportunity for future development of
synergism in Colorado.

I would like to close with a note of
caution. If synergism iS created by three
factors, it also can be prevented by three
factors. Lack of adequate quality assurance
procedures, both in data collection and in its
management, preclude the perpetuation of the
data’s information. Second, poor access 10
the data limits its information utilization as
well.  Lastly, poorly informed managers and
users are perhaps the biggest drawback to
attaining the desired synergistic effect. The
obvious remedy for this last malady is the one
that you are all taking by being at this
Symposium.

Thank you.
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"WHY MONITOR?"

Jay J. Messer
U.S. Environmental Protection Agency, MC-75
Research Triangle Park, North Carolina 27711

INTRODUCTION

In his keynote address, Marshall Moss
highlights a critical aspect of the monitoring
business that appears to be at the heart of
our previous successes and failures: clearly
articulating goals and objectives that are
responsive to the needs of decision makers.
These goals and objectives not only drive the
design of water quality information systems,
but also determine whether long-term
monitoring programs can compete for
resources with shorter-term research and
management activities. Managers often ask,
"Why should I spend a dollar on monitoring
to find out in five years that I have a probl-
em when, instead, I could use that dollar to
fix a problem that I know I have right now?"
That is a good question!

Paul Portney of Resources for the Future
thinks that, in order to make economic sense,
monitoring programs should save at least as
much as they cost by targeting control and
mitigation resources at the highest-valued
outputs. Monitoring goals and objectives thus
should be tied to decisions: should
enforcement activities focus on one polluter
or another; should limited research dollars be
applied to acid rain or non-point source
pollutants; should expensive control programs
be continued unaltered, modified, or
abandoned?

My remarks today are based on my
experience over the past two years in
designing an Environmental Monitoring and
Assessment Program (EMAP) for the EPA’s
Office of Research and Development. The
broad goal of this program is to assess the
status and trends in the condition of the
nation’s ecological resources at the regional
and national scale. Its objectives are to

16

determine whether the sum total of our
environmental protection efforts are truly
protecting our ecosystems, and if not, where
additional efforts should be targeted.

I also should say that these remarks
represent my own point of view and not
necessarily those of the EPA. This is not just
a disclaimer. EPA’s monitoring responsibili-
ties are spread throughout at least a half-
dozen offices (EPA 1989), each with their
own goals and objectives. Unanimity of
opinion would probably be undesirable. 1
also will make some assertions that are meant
to pique your curiosity, but which may not
stand up under careful scrutiny. I encourage
you to take issue.

MONITORING--
BANDWAGON OR A GOLDEN AGE?

We appear to be entering a period of
widespread receptivity toward monitoring in
the environmental community in general
Virtually every federal agency has a major
initiative for FY 1990 aimed at inventory and
monitoring of the resources for which they
are responsible. I believe that this
phenomenon is being driven by at least three
forces in our information-based society. the
needs for 1) better information for decision-
making, 2) empirical data to confirm or
precede complex theoretical models, and 3)
demonstration of success.

The incremental cost of solving problems
increases exponentially as you near the
endpoint, whether it is removing the last ten
percent of a pollutant from a waste stream 10
putting the finishing touches on a final report.
We have made considerable progress on the
simple, low-cost part of the environmental
problem solving curve. Rivers no longer



catch fire, epidemic waterborne disease is a
thing of the past, and many previously "dead"
lakes again support commercial and game

fisheries. Solving the more subtle, long-term’

environ- mental problems that remain is going
to be more costly and will require that we
focus our limited resources on the most
problems and regions where the current or
potential damage is the most serious.

This thinking is the basis for the "risk-
based approach” adopted by the EPA to focus
its regulatory activities (EPA 1984, Yosie
1987). The concept of prioritizing toxic and
carcinogens for regulatory action based on a
comparative hazard evaluation which takes
into account potency and expected exposure
levels is by now familiar to all environmental
scientists.  This approach is helpful when
considering releases of chemicals a priori, but
what about retrospective, ecosystem level risk?
How many stream miles are unsuitable to
support a healthy fish community because of
acid rain, versus point and non-point sources
of pollutants or habitat loss? How do the
percentages vary among regions? With what
confidence do we know the answers to these
questions? If we had the data, how would
they be used to prioritize research funding or
regulatory attention? Monitoring information
is needed to answer these questions.

Monitoring data also bolsters our
confidence when theory is underdeveloped or
lacking. Observation of severe or widespread
damage often is sufficient to force action, and
observational data carry more weight than
model results in the decision-making process
when confidence in the latter are low.
Complex ecological responses to alternative
management options are difficult to predict
with much confidence. Over the past several
years, there has been a tremendous increase
in the attention given to several air pollution
issues. While a theoretical understanding of
the underlying physical processes is an
important factor in the current scientific and
regulatory thinking, I encourage you to refiect
on the relative impact of theory (process
studies and modeling) and observation
(environmental monitoring data) relative to
several of these issues.
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Field observation that acid deposition
harmed ecosystems and derived from
anthropogenic emissions apparently preceded
quantitative theoretical understanding of the
issue by a century (Cowling 1982). Wide-
spread concern over acid deposition in the
U.S. appears 10 have come about in the mid-
1970s with the publication of regional
deposition maps and findings of widespread
declines of fish populations in acidified
Adirondack lakes. Even today, our regional
acid deposition models (e.g., Schwartz 1989)
appear to be less influential than empirical
observations relative to determining acceptable
reduction strategies. The observation of the
Antarctic ozone "hole” and smaller lower
latitude stratospheric losses appear to have
precipitated international action (the Montreal
Protocol) even though theoretical predictions
of the effects of nitrous oxide and CFC’s on
stratospheric ozone were made over a decade
ago (e.g., McClroy and Salawitch 1989). The
possible effects of increasing tropospheric
carbon dioxide on global warming have been
known for decades, but the ability of current
general circulation models to quantitatively
forecast future regional responses is poor.
Recent public concern appears to have been
driven more by the observations that 1)
tropospheric levels of greenhouse gases have
shown dramatic increases over the past
decades, and 2) we have had a run of
unusually warm years during the past decade
(e.g., Kerr 1989).

In addition to stimulating concern and
action, monitoring data also often serve as the
basis for empirical management models that
often precede more complex simulation
models based on first principles, as elegantly
illustrated by Rigler (1975) for the
development of trophic state models for lakes.
By analogy, Dawes et al. (1989) recently
found that clinical (theoretical) assessments of
mortality from most diseases in humans are
not significantly superior to actuarial
(empirical) assessments.

Finally, the increasing incremental costs of
problem solving makes environmental con-
sumers cost-conscious. They are not content
to know that something is being done, but



express a right to know whether the current
pollution control expenditures  of $70-80
billion each year are solving the problem.
There have been increasing calls from
Congress, scientists, and the public for pro-
grams that disseminate environmental statistics
to the public that could be used to judge the
success of current efforts and the need for
.new ones (House of Representatives 1985,
_Portney 1988, GAO 1989).

PROSPECTS FOR EFFECTIVE
GOAL-SETTING

Given that the current scientific,
~managerial, and public climate appear to be
‘right for the inception of nmew monitoring
_efforts, what -are the most likely roads to
- ssuccess? What are the most likely pitfalls?
How are they related to the goal-setting
.process?

- A workshop was held at Cary Arboretum

~several years ago (Strayer et al. 1986) to
- .identify the critical components of successful
_ ‘dong-term monitoring programs. The attendee
‘list read like a "Who’s Who" in long-term
- senvironmental research.  The participants
“concluded that the most critical elements in
successful programs were: the commitment of
“a-"champion" who guided and defended the
wprogram - and provided continuity and
~..cohesion; clearly articulated goals and
- -objectives; and a vigorous program in analysis,
interpretation, and reporting of the data.
How do these criteria compare to the typical
situation in monitoring programs?

+= - Interviews with federal monitoring program
-managers. during the EMAP planning process
-revealed that programs tended to come and
‘20 as influential champions in the bureaucracy
-came and went, that goals and objectives were
~usually too broad to provide a clear measure
i pf likely or actual success, and that the first
tem to be sacrificed under the budget ax was
»i‘data analysis. Lack of a single "champion”
“has not ‘spelled doom, however, for such a
long term "monitoring" programs like the
CCHSUS, various Jabor statistics, the Dow-Jones
Industrial Average, or the nation’s
‘meteorological and hydrological monitoring
- Programs.  Each of these programs does,

however, produce high quality, interpretive
data products that form the basis for a great
deal of planning and decision-making. Ima-
gine life without these programs! While they
undoubtedly have produced benefits and met
needs not articulated by their originators,
their central utility in decision-making is clear.

Let us assume for the moment that
insuring the commitment of a champion is
either beyond our control, or may be critical
only up to the point that the program is
producing decision-making products that are
of undisputed value. We also must accept
that, however valuable the data might be, a
monitoring program will fail if they are not
communicated to decision-makers (including
the public). Given these points, how can
goals and objectives be used to maximize the
success of a new program?

The most common problem in goal setting
is lack of specificity. At the broadest scale,
this results in "motherhood” objectives that
provide little guidance to the design of the
information systems that are the topic of this
symposium. As an example, the broad goals
and objectives of the U.S. Geological Survey
National Water Quality Assessment Program
(Hirsch et al., 1988) and those of EMAP are
virtually identical. Discussions between USGS
and EPA scientists and planners, however,
revealed that the  programs  are
complementary, in neither case were the
stated goals and objectives sufficiently precise
10 unambiguously define the information

‘needs.

Lack of specificity often arises from trying
to summarize a complex idea in a few simple
"bullets" for a briefing or executive summary.

. Occasionally, specificity is seen as restrictive

and is avoided to keep from foreclosing
options, and objectives tend to evolve with
the policy climate surrounding a management
issue.

Several technical issues appear, however,
with alarming regularity; one is that of scale
specification. ~ Acute problems occur over
short time scales and affect local resources
and individuals or small groups. Chronic
problems occur over several years to decades
and affect regional resources and populations



of individuals.  Goals and objectives of
monitoring programs vary with these scales.
In a zero-sum game, tradeoffs between
temporal and spatial coverage may require
different monitoring designs for the two types
of programs. Local jurisdictions need
programs that monitor sources and receiving
media at relatively high frequencies to target
local and site specific problems. Regional
and national jurisdictions may conduct broad
surveys at annual or semi-annual intervals to
assess the need for changes in regional and
national strategies.

As an example compliance monitoring
programs may be targeted at single polluters
(e.g., NPDES permits) or at multiple polluters
in some jurisdiction (e.g., attainment of
ambient air quality in metropolitan areas).
Compliance monitoring tends to set very
specific targets on effluents or ambient
medium quality very near the source. This
approach maximizes enforceability, but does
not confirm that we are protecting complex
ecological communities in receiving streams
or the health of people exposed to air
pollutants in their homes, offices, and auto-
mobiles. Furthermore, the programs could be
under- or over-protective. Violation of dis-
charge standards could result in occasional
fish kills that do mnot affect long-term
community structure in streams, and humans
may physiologically adapt to air pollutant
concentrations that violate primary standards.
On the other hand, unknown pollutants,
synergistic effects, or other problems may
limit attainment of ecosystem quality or public
health  goals. Monitoring  ecological
communities and environmental epidemiolog-
ical data answer these questions, but are
usually very difficult to link to enforceable
actions.

Other technical issues have to do with
applicability of seemingly "generic” monitoring
information. In the water quality area, for
example, there is a cherished tradition that
water bodies integrate the goings-on in their
watershed (Hynes 1975). Spatially complex
processes in soils and disparate vegetation
types thus are integrated at some point in a
lake or stream and can be monitored on a
scale ranging from hours to decades. From a
management standpoint, the integrative nature

of sampling points is relevant and appropriatc
to the quality of water withdrawals
Conversely, if habitat is the issue, it is no
the average water quality at some downstrean
node in a watershed, but the distribution o
water quality throughout the reaches in the
watershed that determines the overal
condition of the system. Anyone who ha
tried to balance an element budget for a lake
based on routine monitoring data alsc
appreciates the difference between a progran
aimed at collecting monthly grab samples tc
estimate average water quality conditions anc
one designed to estimate loadings.

The National Acid Deposition Program
National Trends Network (NADP/NTN
program was designed to measure acid deposi
tion rates, based on a large number of fixec
site monitors. Time series of data can b¢
analyzed to determine whether depositior
rates are increasing or decreasing at one site
or at groups of sites. This is not quite the
same, however, as answering the question
"What is the average mass input of sulfur o:
nitrogen to the region where the collector
are located?" Dry deposition is not accountec
for, and the collectors have been sited «
avoid "local” pollutant sources and poorl
represent higher elevations possibly coasta
locations. Locations that have been excludec
to avoid "atypical" data that interfere witl
trend analyses that the networks wert
designed to measure are certainly part of the
ecological regions in which they are located
and may contain some of the most sensitive
ecosystems.

Increasingly, it appears that programs tha
are well-designed to meet one set of goak
and objectives are of less utility when applie
to new goals and objectives. The issue is les:
often data quality than data applicability
Scott Overton of Oregon State University alsc
points out that, like money buried in a shor
box, the value of data depreciates witl
changes in analytical techniques and our leve
of understanding of ecosystem processes an
effects. You are all aware of problems witl
early analyses of alkalinity, phosphorus, heav
metals, and plankton and microbial counts a
a basis for comparisons with current condi
tions. This is not to say that "found" dat;
and networks cannot provide valuabl



information when used in new contexts, but it
may be overly optimistic to expect them 1o
fully meet new goals and objectives.

ANALOGIES AND ATTITUDES

1 have become increasingly interested in
analogies related to environmental monitoring
as a way to explore issues relating to scale,
applicability, and value of monitoring systems.
For the new golden age of monitoring to last
more than several years, I think that our
ability to analogize may be critical to our
success in implementing and maintaining
monitoring programs. Two analogies appear
to me to have the most to offer: corporate
practice and the health field.

There is a school of thought that
government agencies are simply businesses
that are unusual in the way that they handle
information (Weisbrod 1989). If this is the
case, then those of us in the environmental
business provide environmental technology
and regulation products and services to the
consumer. Just as in a business, we are
constrained and protected by certain rules and
laws. The analogies to monitoring in business
appear to be market surveys ("anticipatory
monitoring”), quality assurance (compliance
monitoring), and sales figures and consumer
surveys ("effectiveness  monitoring”).
Anticipatory monitoring programs seek to
discover the extent and magnitude of emerg-
ing problems as a way to target resources at
the most needed environmental products.
Public opinion plays a critical role in this
process, but objective scientific data are
needed to inform public opinion. Compliance
monitoring determines that our products and
services are as we designed them to be.
Finally, effectiveness monitoring programs
determine that the product, however well
made, is providing a service (ie,
environmental protection and improvement)
valued by the consumer. Again, technical
surveys assure that the consumer is accurately
informed.

Imagine a food company that responds to
every idea in the suggestion box for a new
cereal or ice cream flavor or a book company
that publishes a 2000-copy run of every
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manuscript that is submitted. On the con-
trary, only a small fraction of products receive
the marketing and promotional attention
needed to establish a successful product.
Imagine an automobile company that con-
tinued to market the Edsel despite lackluster
sales, or a television network that continued
to broadcast a program with a small and
diminishing viewer share. Corporations spend
vast sums on monitoring to trumpet successes
and to limit their losses on mistakes. Would
this not appear to also apply to resource
management agencies at all levels of
government?

One reason for the luke-warm reception
given to "anticipatory" or "effectiveness” moni-
toring is our awareness of our limited
understanding of the environment. We are
concerned that our tools are too primitive to
deliver the promised product, or that there
are t00 many problems confronting us at
once. It is here that I find the medical
analogy helpful. Very few physicians are
blamed for not saving their patients from lung
cancer. On the other hand, we need to know
how best to allocate research resources among
lung cancer, heart disease, AIDs and other
diseases to minimize the overall risk of
premature death from some disease. Society
also has a right to expect that unsuccessful
programs to reduce risk will give way to more
successful approaches.

Who stands to win and lose in such a
scenario?  Aggressive monitoring in the
corporate world provides products and
services that best meet consumer needs. It
seems reasonable that the same would be true
for government. The careers of individuals
responsible for introducing new products or
services stand to suffer if their projects cannot
create a new market or compete successfully
for current market share. These individuals
thus are usnally insulated from the monitoring
process, which often is conducted by outside
"survey" organizations in the corporate world.
If the analogy is reasonable, monitoring
programs other than quality assurance
(compliance) in government agencies might
best be isolated interpally from the line
organization responsible for development and
implementation of regulatory programs.



CONCLUSION

I have tried to make a case for the
difficulty and importance of specifying the
goals and objectives that drive monitoring
design. Designers of water quality
information systems must seek specific goals
and objectives from decision makers that are
sufficient to allow them to present example
expected outputs to the decision-makers and
to ask them whether these outputs are
necessary and sufficient to make such
decisions. Designers should be aware of the
alternative uses of the data, as outlined above,
and determine what kind of program is
envisioned, being especially aware that there
are likely to be conflicting viewpoints as to
what monitoring should accomplish, De-
signers must be on the lookout for differences
in scale, purpose, or applicability that may
make competing programs complementary,
rather than duplicative. Finally, designers
should be prepared to interact continuously
and proactively with decision-makers to make
sure that the resulting data will reduce, rather

than increase, the overall cost of
environmental protection.
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WATER QUALITY INFORMATION SYSTEMS: PAST, PRESENT & FUTURE

AN INDUSTRIAL PERSPECTIVE

H. F. Bell
IBM General Technology Division
Hopewell Junction, New York 12590

INTRODUCTION

The design of water quality information
systems plays a key role in industry’s
environmental monitoring programs.  This
paper presents a brief chronology of the
evolution of one such program, the present
state of the art and some thoughts on future
challenges. The paper centers on an outline
of the information flow of a monitoring
program as described by Sanders et al. (1983).

Central to the theme of the symposium is
the  distinction between  "data” and
"information.” Data is a basic set of numbers
collected with some purpose in mind. The
data, however, may be collected without a
preconceived, specific statistical objective.
Little or no thought may have been given to
the errors associated with the data gathering
process. The ultimate impact of these errors
will be to lower the information content of
the data. Decisions based on the results of
the monitoring effort may be erroneous.

Information, on the other hand, is a set of
numbers gathered with a group of specific
objectives in mind for which the data will be
analyzed and used. The transformation of
data into information requires that we know
why we have collected the data, how we
intend to use the numbers (statistically
analyze and report the data) and that we have
a basic understanding of the uncertainties
associated with the data. It has been pointed
out (Rogers 1982) the most important factor
associated with reporting data is a clear
statement of the uncertainties which are a
result of the environmental matrix from which
the data is collected, the sampling and the
analytical process.

This symposium represents efforts to
describe a water quality information system
based on the transformation of collected data
into useful information.

PAST

Industrial experience with a groundwater
monitoring program can be viewed as a ten
year evolutionary process (Figure 1). The
process began with the mere collection of
data and now focuses on the information
product of the system.

The program was characterized by the
collection of large numbers of groundwater
samples, the analysis of those samples, and
some rudimentary attempts at data analysis.
The goals were simply expressed and were
meant to describe the groundwater quality at
an industrial site by answering the following
questions:
the

Does contamination  exist in

groundwater?

Where in the aquifers are the contaminants
located?

‘What are the sources of the contaminants?

Are the contaminant concentration levels
changing?

The early programs coliected large
amounts of data containing very large
amounts of variability. Attempts  to
statistically analyze the data were usually
unsuccessful. Although large amounts of data
were collected, the ability to turn it into
information was severely limited (Figure 2).
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Ward et al. (1986) have referred to this" as
ihe ndata-rich, information-poor syndrome”.

v There were techniques (monitori.ng
“petwork design, Figure 3) available ?vh.wh
_made use of data and common statistical
procedures and presented a more systemgtlc
approach to data collection gnd interpretation,
" These concepts offered a uniform approach to
the choice of sampling locations, frequencies
and statistical analysis procedures.

These methodologies began to stress the
need to better define the information goals of
the monitoring program prior to data col-
lection.

The implementation of monitoring network
design concepts resulted in reduced data
variability. This was a primary result of the
quality assurance programs which were begun
during this time period. Key components of
the program are the implementation of
uniform  sampling  frequencies, sample
validation procedures (which prevents data
containing gross errors from entering the data
base), and a more uniform approach to data
analysis.

If the overall variability of the data was to
be reduced and satisfactory statistical techni-
ques for data interpretation were to be imple-
mented, then additional factors ("data charac-
teristics) had to be taken into account.
Traditional statistical procedures frequently
failed when applied to environmental data sets
because the data sets were small and usually
were not normally distributed. In addition,
other "data characteristics" such as seasonality,
correlation, missing data, censored data (non-
detects), trends and variability resulted in data
sets which require a careful choice of sample
collection patterns and statistical methodolo-
gies.

PRESENT

Past experience proved that it was
necessary to develop protocols (Ward et al.
1988) to guide the data analysis procedures
(Figure 4) and to help deal with the
characteristics commonly associated with
environmental data.
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This would enable "non-statisticians” to
work with the data, make auditable decisions
and provide a consistent approach. This
approach is less subjective and does not vary
with personnel changes.

During this time frame, the concept of a
set of "information expectations” (Figure 5)
was advanced by Ward and McBride (1986).
These guidelines delineate the steps leading
from a reason to monitor (management and
monitoring objectives), to how the data are
analyzed and reported.

This approach is auditable, consistent and
transferable t0 new management and
personnel if required. Defining information
expectations should be the first step in any
monitoring program.

The core of a water quality information
system is a combination of a set of
information expectations, a data analysis
protocol, a quality assurance program and a
data base management system. The absolute

importance of these key items and the need
to implement them before the first sample is
taken, cannot be overstated. Consideration of
any other approach will likely lead to the
data rich, information poor syndrome discus-
sed earlier.

FUTURE

What are additional factors to consider
based on past experience in establishing a
water quality information system? There are
three items:

1. Visual interpretation of data.

2. The role of the legal community in the
development of information systems.

3. The education of peers in the concepts of
water quality information systems.

Based on experience, it is abundantly clear
that in many cases, environmental data sets
are of such small size and high variability that
the sole reliance on statistical data analysis
procedures leaves much to be desired. The
use of visual (graphic) methods of data
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interpretation often provides insights into the’
information contained in a data set and pos-
sibly can suggest alternative (objective)
statistical ~ procedures. For example,
seasonality in small data sets can often be
detected visually (and accounted for when
interpreting the data) long before statistical
techniques are capable of confirming the
cyclic pattern. The majority of the data
analysis protocol mentioned above is merely
& way to set up uniform and consistent data
files and carry out visual interpretation of the
data prior to the choice of appropriate
statistical procedures. This turns the data
into useful information. The excellent books
by Chambers et al. (1983) and Tufte (1983)
should be required reading for all who plan
to develop water quality information systems.

A key item not discussed previously nor
explicitly mentioned as a topic for the Design
of Water Quality Information Systems
Symposium is the role of the legal community
in the information process. Many manage-
ment and monitoring goals are the direct
consequence of a legal decision (regulations)
such as water quality standards. In the
United Sates, standards are considered
absolute numbers. The true risk associated
with the violation of a standard as well as all
the uncertainties related to the measurement
processes are seldom considered in either the
development of a standard or its application
in the monitoring program. Very little
information exists with respect to the true
health risks of contaminants in the
environment. Therefore goals for standards
are set at "zero" concentration levels and
working standards (such as maximum contam-
inant levels, MCL’s) are defined by the
present state of the art of our analytical
instrumentation.  This process has been
termed "regulation by analytical chemistry" by
Dowd (1985). One can expect that analytical
sensitivities will continue to increase. The
potential impact on moritoring and remedial
action resources must be considered. These
resources are not infinite, therefore they must
be carefully allocated on the basis of objective
priorities.

There is a rising awareness in the legal
community to the uncertainties associated
with data collection and information processes

[

Nt

(Ng 1989, Koorse 1989). Informatio
managers must take a more active role i
educating the legal community in an attem;
to more adequately control the allocation ¢
environmental resources through the propc
use of informa- tion systems. At the sam
time, we must try to understand the legal prc
cess and the liabilities that the collection ¢
data might entail.

Last, but not least, we must address th
question of the education of our peers. Th
breadth of topics to be discussed at the De
sign of Water Quality Information System
Symposium indicates a wide range of interes
in the concepts of the information processe:
There is clearly tremendous interest in th
subject and a desire to apply the principle
gathered by plan and circumstance in a
effort to more efficiently carry out the tasks

Unfortunately the necessity to develo;
information expectations and data analysi
protocols is not always apparent to all wh
must begin to collect or are collectin
environmental data. In many cases the nee
to develop an information system is viewed a
just one more bureaucratic step, somethin,
which results in increased costs and tim
delays for a monitoring program with Iittl
apparent value. Data users seldom realiz
that there is a problem until they are wel
into the data gathering process and attemp
to analyze the data. At this point, the dat:
may not be amenable to analysis and valuabl
time and resources may be lost.

The goal for information managers is t
clearly explain the necessity of water qualit
information systems. The concepts o
information  expectations, data  analysi:
protocols, quality assurance and databas«
management must be defined. - We mus
convince our peers that the time anc
resources committed to the development of ar
information management system will show ¢
return on investment in the long term. I
must also be made clear that ignoring these
concepts may result in the misinterpretatior
of data and incorrect actions based on false
assumptions.

The challenge is to clearly show the
difference between "data" and "information,'



provide the information systems which
efficiently collect and process data and to
strive to make the concept of the information
system the first item in any monitoring

program.
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THE EVOLUTION OF A WATER UTILITY’S WATER QUALITY INFORMATION

SYSTEM

Douglas M. Bloem
Joseph L. Glicker
Portland Water Bureau
1120 SW 5th Avenue
Portland, Oregon 97204

INTRODUCTION

The water supply system for the city of
Portland, Oregon, is comprised of a 106
square mile protected watershed, a 22-well
groundwater system, and a distribution system,
serving a population of approximately 700,000.
Sporadic collection of data on the system’s
water quality has taken place over the last
100 years, but systematic development of a
true water quality monitoring network and
information system has been limited to the
past twenty years. In that time, a sampling
network and a data management system have
been developed, and a process of using the
data to inform users of any significant changes
in the network (which hopefully represents
the system being monitored) has evolved.
This evolutionary process is a cyclic one of
collecting data, extracting information from it,
acting on that information by changing
something and/or collecting new data, and
repeating the cycle in a series of iterations.

What is now becoming clear, though, is
that the quantity and quality of data being
amassed should produce answers to questions
about the functioning of basic processes:
"How does the system work?" Only recently
has the monitoring system, and the Water
Bureau’s use of the system, matured to the
point of being able to suggest, and perhaps
answer, process-oriented questions about the
quality of water in the supply system. The
next step in the development of the water
quality information system, it is felt, is to
formulate these types of questions on a
regular basis in the operation of our data
management system. This paper will describe
the existing water quality information system
used by the Portland Water Bureau, showing
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how it evolved from its beginnings as a
simple data-collection network. Some
examples of process-oriented questions will
then be given, and the direction that the
answers to these questions suggest to future
development of the information system will
then be discussed.

SYSTEM BEING MONITORED

The city of Portland is located in
northwestern Oregon, at the confluence of the
Willametie and Columbia Rivers. The
population of the city proper is approximately
430,000, but the entire metropolitan area
contains about 1,000,000 people. The
Portland Water Bureau serves a population of
700,000, either directly or through wholesale
purchasers, within a 225 mi? (585 km?) area.
Base water consumption is about 105 million
gallons per day (MGD) (433 ML/day), while
peak sum- >r demands reach as much as 250
to 275 MGD (1030 - 1133 ML/day).

The primary source of water for the system
is the 106 mi® (276 km?) watershed of the
Bull Run River, located on the western slopes
of the Cascade Mountains, about 30 miles (48
km) east of the city. Most of the land in the
watershed (about 95%) is federally-owned and
is administered by the USDA Forest Service,
in consultation and coordination with the City
of Portland. The watershed is unique in that
it is administered under a federal law, PL
95-200, which pertains specifically to the
management of the Bull Run Watershed.

The law provides that the watershed shall
be managed principally as a source of "...pure
clear raw potable water.." for the City of
Portland, and mandates the establishment of



water quality standards, based on historical
data, as a means of determining whether the
quality or quantity of water produced has
been adversely impacted by management
practices.

The annual average discharge of the Bull
Run River is 530 MGD (2184 ML/day), but
low flows in summer can be as little as 40
MGD (165 ML/day). There are two man--
made reservoirs and a natural lake with
enhanced storage within the watershed, with
a combined storage of 21 billion gallons
(86,500 ML), that allow demands to be met
when they exceed the river’s discharge. The
intake to the distribution system is located at
the dam impounding the lowermost reservoir.
The water is coarsely screened as it enters the
supply conduits, and is disinfected by
application of chloramine, but is not
otherwise treated.

Portland’s secondary source of water
supply is a 22-well groundwater system
encompassing six aquifers, located within the
city limits along the south shore of the
Columbia River. The system was designed for
use as a backup supply for the watershed
should storage be severelyy diminished or
depleted, water transmission from the
watershed be interrupted, or water quality
problems arise. The groundwater system is
capable of pumping 105 MGD (433 ML/day).
It has been used to supplement watershed
supplies on two occasions, once for three
weeks and once for two months, since its
completion in 1984. It is anticipated that the
groundwater supply will be used more
frequently in the future as the population
served by the system grows.

Water from these sources is routed
through a distribution system that serves a
population of 430,000 in a 130 mi? (340 km?)
area, with connections to wholesale water
purveyors that cover an additional 95 mi?
(250 km?) and serve 270,000 more people.
The 190 square mile direct service area is
divided among seven major pressure zones
and contains approximately 1700 miles (2700
km) of distribution mains, connecting six
storage reservoirs and 68 tanks to about
150,000 services. Water is brought to the
distribution system from the watershed

)
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through three 25-mile (40 km) long conduits,

and from the wellfield through a single

two-mile (3.2 km) long connector.
SAMPLING NETWORK

Watershed Sampling

The most extensive water quality
monitoring in Portland’s water supply system
is concentrated in the Bull Run Watershed.
This concentration of effort results from a
number of factors--technical, legal, and
political. The technical reasons are the need
to address the concerns of source protection
for an unfiltered surface supply, the need to
assess the effects of land management
practices on water quality, the fact that it is
the primary source of supply (the groundwater
source is used infrequently), and the need to
understand watershed processes in order to
better manage the resource. Legal factors
include the mandate of PL 95-200, which
requires that water quality standards be
established and used for comparison to
current water quality measurements, and
regulatory considerations, such as the desire
to remain an unfiltered system under the
proposed Surface Water Treatment Rule.
The political factor that encourages the
establishment (and funding) of a large
monitoring system is the existence of a strong
and vocal public concern over the quality of
their drinking water and the potential effects
of watershed land use on that quality.

The sampling network in the watershed, as
it is currently constituted, uses a three-tiered
approach. The first level consists of five Key
Stations: four on the major tributaries to the
reservoirs and one at the inlet to the
distribution system. Water quality standards
for 37 different water quality variables, based
on historical measurements, apply at each of
these stations (USDA Forest Service, 1984a).
The second level consists of ten stations
located upstream from the Key Stations at the
confluences of major tributaries, and four
reservoir stations (two on each of the
artificial impoundments). The third level in
the network is a series of stations in close
proximity to the sites of specific land
management activities at various locations in
the watershed. (USDA Forest Service, 1984b)



The frequency of measurement at the Key
Stations--a function of the amount and
frequency of collection of data in the historic
data base--varies from daily to annually,
depending on the location and the constituent
being measured. When a particular consti-
tuent is found to be outside the range
prescribed by the appropriate standard, data
from the second and third tiers of sampling
are consulted in an attempt to locate the
source of the deviation and to determine if
any specific land management activity is the
cause.

Groundwater Sampling

Because the groundwater system is used
infrequently, sampling of the wells’ outputs is
also less frequent. Except when operating the
system as a supplemental supply, groundwater
samples are taken when the pumps are exer-
cised periodically (the target frequency is
three times per year). During periods of
operation for production, sampling is driven
by the operating scenario being used.
Monitoring concentrates on, but is not limited
to, constituents regulated under the Safe
Drinking Water Act. Monitoring not
associated with regulatory compliance has
been conducted in relation to known or
suspected sites of potential contamination,
such as locations where pesticides or volatile
organic compounds have been used, or where
iron and manganese levels have the potential
to cause problems.

Groundwater monitoring may also be
conducted in anticipation of upcoming
regulatory action, such as for radon or
pesticides. Somewhat greater effort is being
put into development of a model to describe
the behavior of the groundwater supply. This
work, using data from test wells to develop a
physically-based model of groundwater
movement in the Columbia South Shore
aquifers, is being conducted by the U.S.
Geological Survey under a cooperative funding
agreement with the City of Portland. The
project began in 1987 and is scheduled to be
concluded at the end of 1991.
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Distribution System Sampling

Routine bacteriological sampling of th
distribution system was probably the earlies
systematic monitoring conducted on any pa
of Portland’s water supply system. Th
current monitoring scheme utilizes about fift
sampling points, yielding approximately 50
samples per month, located to sample a
supply conduits, in-town reservoirs, and tanks
and to give representative samples from th
far ends of the major pressure zones. Whil
the majority of the samples collected continu:
10 be for bacteriological determinations, majo
nodes of the system are also checked fre
quently (several times per week to daily) fo
chloramine speciation, physical constituents
and biological nutrients. Three times per yea
distribution system levels of trihalomethane
species, metals, and all primary and secondar
EPA-regulated constituents are checked.

In addition to routine, scheduled sampling
of the distribution system, samples are col
lected in response to concerns or complaints
from water consumers. These samples are
usually analyzed for their physical anc
bacteriological characteristics, and occasionally
for some metals. Customer response samples
commonly number from twenty to fifty
samples per month.

The third type of distribution system
sampling conducted involves the establishment
of special studies designed to increase
understanding of the processes operating
within the distribution system, or to give a
clearer understanding of the meaning of the
routine sampling being conducted. An
example of this is a recent study of first-draw
samples from domestic plumbing systems that
examined the effects of materials and age of
plumbing, standing time, and sample volume
on the lead concentrations measured. (Lampi,
1988).

EVOLUTION OF THE WATER QUALITY
INFORMATION SYSTEM

The Portland Water Bureau’s experience in
gathering, analyzing, and responding to water



uality information has been that it is an
evolutionary process. When presented with
an existing water supply system, and asked to
answer the question, "What is the quality of
the water?" The response is to gather some
data and analyze it. When there are no data
to start with, the initial round of data
collection  will  necessarily focus on
generalities. After studying the information
provided by the sampling data, more specific
plans for investigating the sitvation can be
formulated.

For example, consider the case where
Portland annexed an area served by a small
private water system and acquired that
system’s wells. Initial sampling, just to see
what exactly it was that had been acquired,
turned up the presence of some synthetic
organic compounds. The question then be-
came, "Where did these compounds come
from?" The next round of data collection
involved study of land use information in the
area. This disclosed the presence of certain
industrial uses, which in turn provided
information on probable quantities and other
types of compounds likely to be found at the
site. From this, plans for response to the
. situation (whether and how to treat the water,
or to abandon the source) can be formulated.

The development of the Portland Water
Bureau’s water quality information system has
followed such an evolutionary, iterative pro-
cess. A description of the system’s develop-
ment in three areas--data management, remote
sensing, and data analysis and reporting--will
show how this process works in somewhat
more complexity than the above illustration.

Data Management

Prior to the acquisition of computer
technology, water quality data management
was limited primarily to simple record-keeping
functions. Data analysis was limited to
comparisons of observed values with a
threshold value or range, usually empirically
derived, above or outside of which a problem
was considered to exist. No analyses of
trends, relationships between variables, or
spatial comparisons were performed. Formal
reports were generally limited to those
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required for regulatory compliance, or in
response to some unusual event.

The initial impetus toward acquiring a
computerized data management ability was
given by the development of the watershed
water quality standards mandated by PL 95-
200. The calculations involved in standards
development required that extensive statistical
analyses be conducted on fairly large data
sets; the work would not have been feasible
without the use of electronic data processing.
To accomplish this, it was necessary to load
the historic data into the computer, which was
then used to conduct the initial development
of the standards. After the standards were
developed, the amount of work required to
enter the mass of historic data suggested that
new data, as they were generated by the City’s
laboratory, should continue to be entered into
the City’s computer data base, rather than let
another backlog accumulate. This data base,
however, was not used in checking compliance
of the new data with the standards, as
administration of the standards is the
responsibility of the Forest Service! The
knowledge and technology of data communica-
tions available to these agencies at this time
(1984) did not permit this data to be shared
electronically. Instead, copies of laboratory
data sheets were manually entered into the
database, by both of the agencies inde-
pendently, on a weekly basis.

It soon became apparent that manual entry
of the data from the written laboratory sheets
had some drawbacks. The additional step
slowed the availability of the data for
interpretive analysis, introduced an additional
opportunity for transcription errors to be
made, and did not take advantage of any of
the computer’s capability for data validation.

T Standards development was a cooperative
undertaking between the Portland Water
Bureau and the USDA Forest Service; the law
mandating the standard’s development
assigned administrative responsibility to the
federal agency, but the City of Portland had
both a strong interest in the process and
better local computing facilities on which to
perform the work.



The next step in the data system’s develop-
ment, then, involved the addition of appro-
priate hardware at the laboratory and the
development of front-end menus to allow data
entry by the laboratory analysts directly from
their bench sheets. The data thus become
available for use much sooner, and errors are
reduced by the reduction of the number of
transcriptions and the automatic flagging of
out-of-normal-range values upon entry. The
data are also required to be reviewed and
released by the laboratory director before
being added to the permanent data base.
After this process was implemented, electronic
transfer of data from the City to the Forest
Service was  implemented, completely
eliminating the need for hard copy data
transfer.

At this point, the data management system
was being developed to conform to procedures
already established for sample and data track-
ing in the laboratory. As more understanding
was gained of the computer’s capabilities,
modification of these procedures along with
further changes in the data entry functions
made the whole process more efficient and
less prone to error, and provided the
foundation for the development of a
laboratory information management system
(LIMS). The system is now being set up to
allow entry of field sample collection data
into the data base at the time the sample is
delivered to the laboratory, and no longer
requires that all analyses for a sample be
completed before the results are entered.
Samples will be tracked by a laboratory
sample number, and thus analyzed as blind
samples, rather than being identified by
station number and time of collection.
Quality assurance and quality control
(QA/QC) functions will also be incorporated,
with these samples (blanks and spikes)
included as blind samples in the sample
stream and the results automatically
incorporated into control charts as they are
entered.

The next step at the data entry end of the
information system will be to develop the
interfaces that will allow the direct transfer of
data from analytical instruments to the data
base. This capability will eliminate
transcription errors (the analyst simply accepts
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or rejects the results of a test) and will say
time and reduce tedium. There are also plar
to procede further in the development of
LIMS, including such functions as samp;
tracking, scheduling, and other functions th:
will be included as the need for them
perceived.

Remote Sensing

Another area in which the monitorin
program  is expanding is that of remot
sensing and telemetry. To a large extent, thi
has come about as a result of increases i
understanding of the system gained throug
earlier monitoring programs, which helped t
further define the information needs, couple
with growth in the technology enabling suc
monitoring to be done.

The development of remote sensing as -
component of Portland’s watershed monitorin
program serves as a good example. Th
watershed monitoring program, as it i
currently constituted, has been carried out fo
about five years. The intent of the progran
was to determine link ages, if any, betwee:
changes in water quality at the reservoi
tributaries and land management practices ii
various locations around the watershed. Thi
was to be accomplished through a three-tieres
hierarchy of sampling points (described abovi
and in USDA Forest Service, 1984b) wher
regularly-scheduled grab samples are collected
Data collected for development of the stan
dards, and in the early years of their applica
tion, indicated that most of the major impact:
on water quality occur during storm flow:
(Rinella, 1987), and that periodic grab sam
ples do not adequately represent these effects

In an attempt to remedy this problem, ¢
storm-sampling program was instituted. A
preponderance of stations and a shortage o
personnel, however, limited this program to ¢
single grab sample per storm at each station
The data generated from these exercises ver
quickly made it clear that this sampling
protocol was inadequate to, characterize the
behavior of the system. At the same time, i
was found that the intermediate tier ol
sampling stations provided little useful date
to tie together the other two tiers of the
system.



As a result of these findings, planning is
now underway to revise the watershed
monitoring  system. The second tier of
stations will be reduced or eliminated,
allowing reallocation of some of the
monitoring resources.  The thrust of this
reallocation will be first toward developing
continuous automated monitoring (including
remote telemetry and automatic sample
collection) at the reservoir tributaries, and
second toward conducting research that will
provide a better understanding of natural and
anthropogenic processes occurring in the
watershed.

Experience with remote sensing in the
watershed has led to an appreciation and
awareness of its capabilities. As a result, at
the same time that these data collection
systems are under development in the
watershed monitoring program, opportunities
for similar applications are being identified in
other parts of the system. This has led to
potential links between remote sensing and
the information technology that is being
planned for water supply and distribution
control purposes. Systems are now being
implemented for the remote monitoring and
control of supply functions such as system
_ pressure, pump status, and tank levels. These
systems, with the addition of the appropriate
transducers, can also measure and record

water  quality constituents of interest
throughout the water system.
Data Analysis and Reporting

As was indicated earlier, the initial
development of Portland’s water quality
monitoring  system concentrated  almost

exclusively on data collection with very little
effort spent on analysis and reporting of the
information contained therein. One of the
first steps toward routine data analysis came
with the requirement for development of
watershed water quality standards mandated
by PL 95-200. The intent of the standards is
to provide baseline water quality values,
defined by data collected during a five-year
period, against which to compare subsequent
measurements.

When the watershed standards were
developed, they contained not only values of
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water quality constituents that defined
compliance or non-compliance, but also
administrative requirements for the frequency
of compliance checks and specific procedures
to be followed in the event of non-
compliance. These requirements, as well as
the actual development of the standards,
forced the functions of the data management
system to change from that of simple data
collection and archiving to those of analysis,
interpretation, and reporting.  As these
standards have been applied, areas where
improvements in the monitoring system could
be made have become apparent.

The adoption of formal procedures for
analysis and reporting of water quality
information has had a number of effects on
how data and information are treated. It has
caused an information feedback loop to close,
resulting in evaluation and subsequent revi-
sion of the monitoring, It has resulted in a
closer scrutiny of the historic data base,
leading to evaluations of its shortcomings and
strengths.  On the negative side, formal
protocols for data analysis tend to foster a
rigid, one-track approach to examination of
the information. As a result, there is on
hand a large supply of data that have been
analyzed only one-dimensionally.

It is becoming clear that the greatest need
at present is to take a new look at the mass
of data collected in order to shed some light
on the basic processes that are occurring
within the system, and to indicate where to
look next. In another example from the
watershed monitoring program, a recent
analysis of water quality and air quality data
suggested that more than half of the dissolved
solids load in the water originates from
atmospheric inputs. This has important impli-
cations in assessing the relative impacts of
land use and airshed use on the quality of the
water, and leads to questions such as: How
representative are the atmospheric input data
(collected only at one site)? What are the
potential nearby sources of atmoshperic
pollution, and what specific constituents might
be of concern? These questions, in turn,
suggest changes that should be made in the
monitoring program and new analyses that
should be done.



The problem of formulating process-
oriented questions, particularly about meso-
scale processes within the system, is that such
questions tend not to get asked in the day-to-
day operations of such a system. One way to
deal with this is to maintain a full-time staff
position for the sole purpose of formulating
and investigating such questions. Another is
to establish a relationship with the academic
community where the utility provides some
funding and access to data in exchange for
research opportunities for graduate students.

SUMMARY

The experience of the Portland Water
Bureau has been that the development of a
water quality information system is an itera-
tive, cyclical process. The process starts with
the need to understand something about the
quality of water in the system: to answer the
basic question, "What do we have here?" The
first step in answering this basic question is
to collect samples, or otherwise gather data,
and look at what has been gathered. The
data will provide some information that sug-
gests more specific questions, shows something
that wasn’t even looked for, or perhaps
suggests that the looking was done in the
wrong place, in the wrong way, or at the
wrong time. From this point, more data are
gathered to investigate the new questions ,
and the cycle repeats. Examples of this
process can be found in a number of facets of
Portland’s water quality information system.

In the area of data management, the
system’s starting point was to gather some
data for a specific purpose and load it into a
computer. Once the data were available on
the computer, they were found to be useful.
When this utility was perceived, new data
continued to be added as they were generated.
As new data were added, more efficient ways
of getting the data into the computer were
conceived, and a greater awareness of the
computer’s capabilities developed. As these
capabilities became apparent, procedures were
modified that made the data collection
process, with the computer’s assitance, more
efficient.

As the ability to look at the data for its
information content was improved, it became
apparent that there were gaps in the monitor-
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ing coverage of storm-driven processes in tl
watershed. Some sampling was initiated :
address this problem, and the data generate
were examined. The information from th
first round of storm monitoring indicated th;
the sampling protocols were deficient. Th
process is now at the point of investigatir
and implementing new sampling technologie
-remote  sensing and automatic samp
collection--to fill in the storm monitorir
gaps. As these technologies are implemente:
they will generate data which will most like
dictate further adjustments in the samplin
practices.

In a slightly different example, th
institution of a formalized analysis an
reporting  procedure (rather than th
institution of a new data collection program
has engendered similar cycles of change. Th
process has led to closer scrutiny of both th
monitoring program and the historic dat
base. Evaluation of the analysis and reportin
process, after it had been in use some tim
(essentially, after data had been gathered o
it), has identified some shortcomings in th
process and suggests modifications. Thus, th
process has led to a search for new ways c
extracting information from the informatio
system; seeking new ways of finding the righ
questions to ask.
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What is the quality of the water? Can
this question, often asked by the public and
their elected representatives, be answered by
today’s water quality monitoring efforts?

The issues raised by the above two
questions have been discussed in a number of
public forums. The Committee on Science
and Technology (1983) held hearings on
national environmental monitoring efforts
because of their "concern about the condition
of the Nation’s environmental monitoring
programs, programs which are essential both
for enforcing existing environmental statutes
and for detecting future environmental
problems..."  Other forums for discussing
concerns for monitoring have been the
Council on Environmental Quality (1980), the
General Accounting Office (1981 and 1986),
National Academy of Sciences (1977) and the
National Research Council (1987).

In general all the above discussions of
monitoring have noted problems with existing
approaches. Quite often a specific bias will
come through the discussions, but the bottom
line is that the design and operation of
monitoring systems in the U.S. needs to be
based on a more scientific, information
oriented, foundation. Water quality manage-
ment, as with all aspects of environmental
management, is becoming increasingly complex
as more stringent goals are being requested by
the public and their elected representatives.
Setting appropriate goals and devising proce-
dures to ensure their achievement (as well as
measure such achievement in the environ-
ment) are causing a new definition of water
quality management that has an insatiable
need for information on the behavior of water
quality over time and space.
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The inability to provide the needed infc
mation is documented in many of the abov
cited reports. These criticisms have led
considerable research on the design of wat
quality monitoring systems over the past fir
to ten years. In addition, the over:
approach to the design of water quali
monitoring systems has also been examined

The purpose of this paper is to descril
past monitoring system design and operatic
practices and then propose a system’s fram
work to approach such design and operatic
that will overcome some of the past de
ciencies. Such a systematic approach is on
now becoming feasible as the science and st
tistics that are needed to underpin such &
information system are now being studied ar
formulated in a form that supports such
framework.

DEFINITION OF THE WATER
QUALITY MONITORING SYSTEM

Water quality monitoring is an effort
obtain an understanding of the chemice
physical, and biological characteristics of wat:
via statistical sampling. This understandir
needs to be cast in the context of tt
information needs of the chosen water quali
management strategy.

To achieve an understanding of chemice
physical, and biological characteristics
water, samples are collected; analyzed; da
from the sample analysis are stored; the da
are retrieved and analyzed statistically; repor
are written describing the behavior of wat
quality variables; and the reports must the
be read and understood. Such a view of



the monitoring system is shown graphically in
Figure 1.

CURRENT APPROACH TO DESIGN

Water quality monitoring has historically
peen viewed as needed to solve a specific
problem (i€, a water quality problem must be
quantitatively defined so a solution can be
formulated). The long term approach of
tracking and understanding the behavior of
water quality did not fit the concept of "water
pollution control” - control pollution on more
of a case by case basis. The concept of water
quality management is really rather new.

Even as the concept of management of
water quality has developed, much of the
thinking toward design of water quality
monitoring was to simply meet the legal
requirement. It is taking time for the true
meaning of water quality management to
develop and, especially, for its information
needs to be defined in a quantitative manner.
Millard (1987), and the comments to his
paper, present an excellent description of the
socio-political setting within which efforts to
better quantify environmental monitoring are
taking place.

Under the thought that monitoring was
required to solve a problem or meet a legal
requirement, the focus for design generally
revolved around the need to design a moni-
toring network. In other words, where will
'we sample, what will we measure, and how
fre- quently will we take samples. Once these
three factors of network design were decided
(but rarely documented), samples were col-
lected, samples were analyzed, and data was
placed in files.

The data were not analyzed on a regular
basis, but rather when necessary.

CHARACTERISTICS OF ILL-FATED
NETWORK DESIGNS

Perhaps the major characteristic of a
monitoring system, that is doomed to failure,
is the lack of an "information" reason for
existing!  The water quality information
goal(s) are not defined in any quantitative,
documented fashion. No one knows exactly

what is to be done with the data, much less
how it is to be done.

This fact does not prevent attempts to get
"information" from the monitoring system by
taking the data to a statistician, placing it at
his or her feet, and asking, "What does the
data say?" This is almost an impossible
situation - there are missing values, non-
detects, outliers, multiple samples per sam-
pling interval (part of a QA/QC effort), mul-
tiple sampling frequencies over the record,
and no documentation as to why or how the
data were obtained. In other words, the
statistical sampling effort was not designed
properly in the first place and now we are
hoping statistics can come to the rescue!
Ross (1987) discusses the fact that statisticans
are not completely blameless in this situation.
Their expertise needs to be taken to the
water quality management field and employed
in a less than perfect situation.

What data analysis techniques are to be
used to analyze the water quality data? What
type of information is desired? How do you
want the information reported? How do you
want to deal with the above data record limi-
tations? These are all questions that need to
be answered before any meaningful data
analysis can proceed. These are also the
same questions that should have been
answered as part of the initial monitoring
system design effort - before the first sample
was collected.

Thus, when critiquing an existing monitor-
ing system that is a part of an ongoing water
quality management effort, one should look
for:

1. Defined and documented water quality
information goals

2. Network design that is documented

3. Defined and documented data analysis
procedures (protocol)

4. Defined and documented reporting
mechanisms

Without the above issues being defined, it
is very difficult to obtain information from a
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: monitoring effort. There is little connection
petween data collection and data analysis that
is apparent 1O the personnel operating the
monitoring effort.  Quality control/quality
assurance focuses on one sample at a time
and not the information to be produced.
Likewise, data storage deals with storing
numbers, not on preparing a data record for
future data analysis. ~ Without documented
reasons for the form and operation of a
monitoring program, there is little resistance
to changing the monitoring system at the
personal whim of a future manager. The
resulting broken and incomplete records, over
time, generate little or no useful information.
None was designed to be obtained and none
is being obtained!

The design and operation of a poorly
conceived monitoring system focuses on the
collection of data and not the creation of
information. In a well designed and operated
monitoring system, the information purpose or
goal guides the definition and execution of all
activities in the information system.

FRAMEWORK FOR DESIGN OF
A WATER QUALITY
INFORMATION SYSTEM

How does one go about designing a water
quality monitoring system that focuses on
producing information rather than data? It
should be pointed out that this is an area of
intense research by a number of people, and
the ideas presented in this paper are but just
one suggested approach. It is an approach
that has been successfully utilized in a
number of monitoring system designs and
evaluations.

Perhaps the most critical factor in the
design of a water quality information system
is viewing monitoring as a system. The
system presented in Figure 1 is the overall
perspective that underpins the framework
being suggested here. All facets of the system
in Figure 1 must be thoroughly defined.

Within the monitoring (information)
system, an equally important factor in design
is quantification of the information goals.
What is the management goal that requires
monitoring? What is an appropriate, corres-
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ponding information goal for the monitoring
system? How is "water quality" being defined
in this monitoring (information) effort? What
statistical "hypothesis” captures the essence of
the information goal? What statistical "test"
is most appropriate to test the hypothesis and
yield the desired information? What sampling
plan best provides the data required by the
chosen statistical test? What wording is most
appropriate for the final "conclusions” drawn
from the data analysis?

Answering the above questions, step-by-
step, leads one to much more quantification
of information goals and a stronger scientific
basis for design of the overall water quality
information system. The use of statistics
provides a common "language” for quantifica-
tion (among the many professions involved in
water quality management today) and permits
development of statements about the uncer-
tainty associated with the inferences being
made about a water quality "population” using
a few samples.  To further illustrate this
quantification of information "expectations”,
Figure 2 contains two very brief summaries of
the steps that could be involved.

The statistics chosen above, based on the
information desired, may not match the statis-
tical and available data set limitations (such
limitations are often an indication of the type
of problems to be expected in future data
analysis). Thus, after completing the above
information "expectation” assessment, it is
necessary to evaluate the statistical behavior
of the water quality variables being measured
(such as serial correlation and seasonality)
and the data set limitations to be encountered
(such as missing data, non-detects, and
multiple observations in one sampling period).
Such an evaluation may indicate that the
statistical methods chosen to analyze the data
are invalidated by the data characteristics. In
this case, it will be necessary to iterate back
to the information expectation phase of the
monitoring system design and "adjust” the
information expectations in light of the ability
of the monitoring system to supply data.

Once the information to be obtained and
supporting statistics are defined, it is possible
to begin the network design phase of the
monitoring system design process. Here the
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exact locations for sampling are defined and
the frequency of sampling is established at
each sampling site. Of course the
information objectives will greatly influence
sampling location and the frequency of
sampling often falls out of the statistical
analysis performed to validate the chosen
statistics. The exact water quality variables to
measure are decided at this point using the
definition of water quality developed in the
information expectation phase of the system
design process and any correlation that may
exist between variables.

The exact procedures to be used in the
day-to-day operation of the monitoring system
need to be documented throughout the entire
system. From preparation of sampling routes
and specification of sampling protocols
through identification of standard laboratory
analysis methods to definition of data
handling and storage procedures, the
operating procedures need to be documented
in detail To leave portions of the
monitoring system undefined or poorly
defined, is to leave open the opportunity for
inconsistent operation of the monitoring
system. This permits introduction of variability
into the data that comes from the operation
of the monitoring system and not from the
behavior of the water quality variables.

Data analysis, reporting and information
utilization "protocols" also need to be defined
as part of the monitoring system design.
Specification of this final information
generation phase of the monitoring system is
where considerable uncertainty in the design
process exists. Specification of the infor-
matjon expectations in a quantitative fashion,
with corresponding statistics, forms the basis
for preparation of a data analysis protocol.
Reporting and information  utilization
"protocols” will be highly dependent upon the
exact nature of the management effort and
the way it is organized to incorporate
information on the behavior of the water
quality it is managing. Establishing reporting
and information utilization protocols will
require a rather close examination of decision
making within a management organization.

'I_‘he above framework for designing water
quality  information systems can be
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summarized in a five step process as noted in
Figure 3.

COSTS OF PROPER SYSTEM DESIGN

To execute the above water quality infor-
mation system design framework will require
considerably more expense up front in a
monitoring effort than has historically been
provided. The best way to view the costs of
design is in the context an engineering
project. We would never consider construct-
ing and utilizing a building or bridge without
initial engineering design. And yet we will,
over a period of say 10 to 20 years, operate
a water quality monitoring system without
proper initial design. If the cost of operating
the monitoring system is $250,000 per year,
then the total cost of the information
obtained amounts to $5 million over a 20
year design life (not accounting for interest or
inflation). If 10 percent of a project is to be
used for initial design (which is common in
many engineering projects), then $500,000 for
initial design of the water quality information
system is not out of line. Considering the
amount of work involved in executing the
framework described above, then one can also
see that the $500,000 is realistic relative to
the tasks involved.

The result of expending the above design
costs should be a water quality information
system design document. Such a document is
the result of expending the design money and
serves to communicate to everyone involved
in the information system exactly what is to
be produced, in addition to defining the exact
procedures utilized to produce the informa-
tion product. Thus, it is easier to justify the
initial design costs when a thorough design
document is to be the result of the
expenditure.

INFORMATION PROTOCOLS

Water quality monitoring today employs
sampling protocols, QA/QC protocols, stan-
dard laboratory methods, data storage and
retrieval protocols. It is time to complete
standardization of the complete monitoring
system by developing "information” protocols.
Ward et al (1988) suggest a data analysis
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*Sample preservation and transportation
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*Data storage and retrieval hardware and software
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otocol for ground water quality monitoring
isystems employed for management of water
nality at an industrial site. The Water
Resources  Council (1977) has suggested
standard methods for determining flood flow
i :frequency- Harcum (1989) has examined
many of the issues associated with developing
standard water quality data analysis protocols
and concludes that there is considerable
-4dditional  work needed before such
documents can be prepared with confidence.
sThat does not mean that a data analysis
protocol can ot be prepared, using best
““qvailable information, and incorporated into
- the design of a total monitoring system. It
¢ ‘does mean that as data become available from
the monitoring system, provision for periodic
evaluation of data analysis methods needs to
be incorporated into the initial design.

Reporting protocols should deal with such
issues as frequency of reporting, content of
reports, format for presenting information,
distribution of reports, targeted audience,
indication of the general form of the con-
clusions to be presented in each report,
means to evaluate the reporting process, and
plans for automation for the entire reporting
process. This last point deserves considerable
attention in the initial design of a total
monitoring system. Developing reports from
monitoring efforts usually involves consid-
erable staff time. Finding the time to put the
data in a form for analysis, deciding which
data - analysis methods to use, selecting a
computer and software system for the analysis,
performing the computer operations, putting
the results in an acceptable format and de-
ciding who should receive the report, all take
considerable staff time.

Because of the iarge time commitment to
prepare a report, reporting is often slighted in
favor of collecting more data! The problem
here is that the staff, after the monitoring
system has been operated for a number of
years, is being asked to complete the design
of the information system while also trying to
continue its operation. The true cost of
monitoring system design is extracted from

the staff many years after the system began

operation. If the reporting protocol was
designed at the beginning of the monitoring
effort, then reporting should be incorporated
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into the day-to-day operations and becomes
another task to be completed on a regular
basis. In addition, the procedures for
reporting should be readily available to the
staff.

Issuing reports may often be viewed as
completion of the water quality information
system. However, the view taken here is that
until the information is utilized to improve
the management operation, the system’s true
objective is not completed. Thus, the
ultimate use of the information needs to be
defined for the users of the information!
This effort to define utilization of water
quality information may show that such
information is not needed. Or it may reveal
that many management decisions are made
for political and economic reasons rather than .
water quality reasons. In this latter case, we
must ask ourselves if the money spent to
obtain water quality information is necessary.
Developing a water quality information
utilization protocol can be a very revealing
exercise and one many managers may be
unwilling to undertake! However, if
monitoring systems are to be justified in the
context of helping provide information for
better decision making, then such protocols
are needed.

The above discussion has touched on some
of the reasons that "information" protocols are
needed. In summary, the reasons for "infor-
mation” protocols are as follows:

1. They complete documentation of the
system design through ultimate use of
the information

2. They permit "auditing” of the data
analysis methods, reporting mechanisms,
and the ultimate utilization of the
information

3. They introduce consistency of data

analysis, reporting, and information
utilization among sites and personnel
over time

4. They can incorporate state-of-the-art
knowledge into the monitoring system
design and operation



INFORMATION TO BE PRODUCED

What information can we expect from a
water quality monitoring system? First, it is
important to remember that it is difficult for
one monitoring system to answer the "what"
and "why" questions at the same time. So
normally, one would design one system to
answer the question, "What is the quality of
the water?" Once the quality of the water is
defined, the next question, "Why is the water
quality what it is?" This paper deals much
more with the first question in that it is
envisioned such a monitoring system provides
a management effort with the tracking re-
quired to properly evaluate ijts use of
management resources and overall achieve-
ment of water goals. When the answers to
the "what" question reveals a problem, then
the "why" monitoring, often in a more flexible
operation (i€ special studies) comes into play.
The two types of monitoring complement
each other within a management effort.

In answering the "what" question, a moni-
toring systém can, in a highly generalized
manner, be considered to provide information
on three characteristics of water quality:

1. Average water quality conditions
2. Changing water quality conditions
3. Extreme water quality conditions

Presentation and interpretation of such water
quality information in terms of management
goals becomes the goal of the reporting and
utilization portions of the monitoring system.

Taking the average, changing and extreme
behavior of water quality and interpreting it
in the context of management decision making
may cause SOme problems. A water quality
report noting degrading water quality condi-
tions in a state may become the center of a
political campaign. The reporting of envi-
ronmental conditions and trends has not
reached the acceptability of the reporting of
economic conditions and trends. The political
heat of a "negative" water quality report may
result in the water quality management agency
forced to cease monitoring, or at least
reporting such information.  Information
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protocols can help address many of these
potential problems.

CONCLUSIONS

Strategies to improve the design of water
quality information systems are available;
however, there are not many documented
applications of such strategies in practical
settings. While this paper has outlined one
such strategy, it is left to other papers in this
symposium to describe applications to
practical situations. In listening to the efforts
of others to design effective monitoring
systems and to provide more science to
specific aspects of a monitoring system, it is
useful to keep in mind the totality of effort
needed to design and operate a successful
water quality information system.  That
totality has been summarized in this paper
with emphasis on the "information" portion of
the system.
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WATER QUALITY BRANCH MONITORING ACTIVITIES - A DYNAMIC

APPROACH TO EVOLVING ISSUES -

T.J. Dafoe, E.R. Watt and R. Stevens

Water Quality Branch, Inland Waters Directorate

Environment Canada
Place Vincent Massey,
Ottawa, Ontario K1A OH3

The Water Quality Branch (WQB), Inland

Waters Directorate, Department of the
Environment (DOE), provides scientifically
sound information related to Canada’s

freshwater resources for government, private
agencies and the general public. The WQB
is the sole federal agency responsible for the
development and operation of water quality
monitoring networks to assess the quality of
the ambient aquatic environment.  This
includes the identification of problem areas,
promoting research related to inland waters,
and the planning and implementation of water
programs and policies. The WQB is opera-
tional in nature, research services are
provided by the National Water Research
Institute and the National Hydrology Research
Institute .

Although water management responsibili-
ties are shared with the provinces, the federal
government provides leadership, particularly
when addressing national water quality
concerns. The Department does, however,
participate with the provinces in water
management programs involving transboundary
waters and other waters of federal interest.

Federal Policy Statement No. 9 (1978),
committed the Department to monitor the
quality of water at international and inter-
provincial sites, Indian reserves, national parks
and other areas where there is significant
national interest. As a result, data from
non-boundary waters within the provinces and
territories was not collected as it was
considered to be outside the Department’s
mandate. The problems associated with this
approach, particularly the inherent lack of
consistency and areal coverage in data
collection, were identified in the 1980 Auditor
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General’s Report. This situation was resolved
in 1982 by a federal cabinet decision which
authorized DOE to negotiate water quality
monitoring agreements with the provinces,
enabling the department to obtain data on
ambient waters within the provinces.on a
cooperative basis. The Federal Water Quality
Monitoring Agreements which evolved from
this decision effectively linked federal and
provincial monitoring  activities, thereby
ensuring long term commitments to provide
compatible data bases, accurate information
and comprehensive water quality assessments
on a national -and regional basis. The
agreements also serve as a mechanism 1o
promote federal-provincial cooperation.

Within this framework, it is necessary that
monitoring activities satisfy the requirements
of the Federal Policy Statement. A broad
range of water quality related issues have
been identified in Canada that require
information on a national scale. Of particular
note are those issues identified by the
Canadian Council of Resource and
Environment Ministers, CCREM (1985), listed
in Table 1 in no particular order of priority.

Subsequent to this, the Department
identified a series of water related priorities
which are presented in Table 2.  The
priorities are not congruent and reflect the
scope and diversity of water quality concerns
in Canada.

In order to be able to address the variec
water quality issues that Canada is facing, il
is necessary to develop comprehensive watel
quality monitoring networks capable o
providing requisite data that are scientifically
defensible. Due to the multiplicity of data



TABLE 1

Canadian Water Quality Issues as Identified by the Task Force of
the Canadian Council of Resource and Environment Ministers (1985)

WA AW

Pollution of waters used for recreational purposes.

Contamination of water supplies for drinking water purposes.

Impact of land use practices on water quality.

Impact of toxics and other contaminants on aquatic environments.

Impact of water-related development projects on the aquatic ecosystem.

Impact of LRTAP (long range transport of airborne pollutants) on water quality.
Chemical contamination of fish.
Public perceptions of water quality.
Conflicts over water quality uses.

TABLE 2

Department of the Environment Priorities (1988)

Federal Water Policy

Acid Rain Impacts

FOVENANAE RN R

Pk e

Flood Damage Reduction
Water Quality Monitoring Agreements
Ground Water Contamination

Toxic Chemicals Research
Mackenzie and Yukon River Basin General Agreements
Environment Economy

State of the Environment Reporting

Canadian Environmental Protection Act (CEPA)
Great Lakes Clean-Up

needs, the assessment strategy of the WQB
must be flexible.

No single network can be designed to
address all issues nor supply the same quality
of information for all issues. At first glance,
it may appear that this would result in a
humber of diverse and poorly related
networks; however, there are unifying elements
inherent in the design concepts of all
networks. Other components common to each
Thetwork include quality assurance protocols,
Compatible analytical and field sampling
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methodc;logies, common database management
and centralized data archiving.

Historically, water quality assessments were
based on fixed station networks with water
samples collected at set frequencies (weekly,
monthly or quarterly). Although useful as a
means of developing an inventory of water
chemistry data, such networks have proven to
be inadequate to determine the state of the
aquatic environment or to establish water
quality objectives.  This "do everything-
everywhere" approach (Great Lakes Science



Advisory Board, 1978) is detrimental and lacks
the flexibility required to adequately address
all water quality issues.

Haffner, (1986) discussed the WQB’s
acceptance of river basins of federal interest
as being the basic sampling units across
Canada. Using river basins in this manner
permits the use of fixed network and survey
approaches as environmental quality
assessment tools. Each method has distinct
advantages and disadvantages. Often
considered as alternatives, they are best
considered as being complimentary
mechanisms to obtain environmental data.
The WQB uses the river basin approach to
provide comprehensive assessments and to
secure appropriate information for river basin
planning and management activities. The
choice of basins to be surveyed and the
priority for the implementation of each study
is dictated by a number of factors which
include the following:

(1) the probability that changes in water
quality are occurring or will occur;

{2) the need to develop background infor-
mation concerning the status of
ecosystem quality;

(3) the identification of emerging issues
(research community, etc.); and

(4) the importance of the basin with respect

to real or potential water
concerns.

quality

To be consistent with the Federal Policy
Statement, the design of each network must be
such that appropriate data are obtained to:

M

establish baseline information;

(2) identify water quality trends on a
national and regional scale;

(3) determine whether water quality objec-
tives are being met;

'(4) assess the effectiveness of regulatory

measures in achieving the desired level of
water quality; and
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®

provide a basis for revising
control requirements where ne

While many of these objectives :
related, it is obvious that there is a
more than one assessment approa
example, the WQB addresses objecti
3 by using fixed station networks,
objectives 2,4 and 5 are addressed
survey component in the monitorin
To fulfili its mandate the WQB h
mined that the basin sampling strat
combine both fixed station and
approaches. Specifically, these netw
referred 1o as index station netwc
recurrent river basin networks.
approaches differ in that the former
an assessment of long-term, averag
quality conditions and seasonality, whe
latter provides information on the
mental significance of water quality cc
(Haffner 1986). Stations addressin
national or interprovincial water quali
will usually be index stations dependin
type of information required. Other
selected to monitor water quality is
federal lands or interprovincially may
to either category.

Index Station Network

The index station network is a net
fixed stations geographically distribute
Canada at strategic locations withi
basins of federal interest or alon
dictional boundaries. They are sam
regular intervals (quarterly to month
the long term to describe baseline cox
indications of change or long-term
The stations are called index stations
their location within each river basin ¢
body should be such that they pro
indication of change in water quality
the basin which may warrant more com
sive water quality monitoring to detern
cause and effect of the change. Index
also provide an indication of improven
water quality over the long termas ar
implemented remedial actions. Station
are part of this network also form an
part of the recurrent river basin
programs carried out within each regic
basins identified for surveys will



contain an index station to maintain contin-
-pity between the recurring survey periods.

Recurrent River Basin Network

A comprehensive network of fixed
,(permanem) stations throughout Canada
would be very expensive, and similar

approaches have been criticized as being
relatively inefficient to meet the dynamic
pature of water quality issues (GAO, 1981).
Although the need for a fixed station (index)
network exists, it is important that it be
complemented by periodic recurrent surveys.
In general, basin monitoring is directed
toward understanding the behaviour of the
basin system (i.c., cause/effect relationships),
determining the sources and impacts of
pollution and identifying existing or emerging
water quality concerns. The strategy for the
recurrent river basin survey provides the
capability of assessing water quality problems
in a dynamic, comprehensive manner. Most
importantly, the development of water
objectives and the assessment of the aquatic
environment with respect to these objectives
requires a survey approach to determine
frequency of violations of water quality
objectives, areal extent of the problems and
the identification of possible remedial efforts.

Federal and provincial agencies have con-
centrated their monitoring efforts in the past
on a more or less standardized list of ambient
physical and chemical parameters.  This
approach has been well established in Canada.
However, a need for change has been recog-
nized for some time. Harvey, (1976)
indicated that "A disproportionately large
effort is devoted to monitoring water
chemistry and fish physiology/toxicology and
this could be reduced. The effort expended
on ecosystem approaches is small and should
be increased”. The ecosystem approach has
gained wide acceptance in Canada and to this
end the WQB has augmented its parameter
lists with the addition of biological
parameters. The use of biota and sediments
to measure trends in toxic substances has
-become well established.
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The National Reference Network (NRN)

Due to increasing public anxiety
concerning the quality of Canada’s freshwater
supplies, the WQB is presently developing a
strategy for the design of a network which
will address issues on a national scale. The
network, issue driven by nature, will be
referred to as the National Reference
Network (NRN), and will provide scientific
information and advice on selected water
quality issues. For the purpose of this
network a national issue has been defined as
either:

"a water quality concern that is of
sufficient import to potentially threaten,
or impact surface water resources across
Canada or, a regional problem that is
of sufficient import to capture national
attention”.

Monitoring is defined as "the process of
repetitive observing of one or more elements
or indicators of the environment according to
prearranged schedules in space and time,
using  comparable  methodologies  for
environmental sensing and data collection”
(Pierce et al. 1982).

In accordance with Ward et al., (1986), the
first step in creating the NRN was the
establishment of management goals, which will
determine the resulting monitoring objectives
for each issue and, ultimately, the network
design. For example, if the management goal
is to "protect (or maintain) and improve (or
enhance) water quality in Canada”, then the
monitoring objective will be to ascertain
changes or lack thereof in water quality over
time (i.e., trends). Sites will be selected to
be ‘representative " of Canada’s water
resources and in accordance with an "area at
risk" predictive model. Sampling frequency
will be related to trend detection (i.e., fixed
interval or systematic sampling) and para-
meters selected for monitoring will be based
on the operational definition of water quality.
If on the other hand, the management goal of
the program is to "promote the conservation
and best use(s) of natural waters”, then the



monitoring objective will be to ascertain
compliance or adherence to water quality
objectives or guidelines for the detailed water
use. In this case, sampling sites will be
concentrated where water use conflicts are
anticipated, sampling frequency will be related
to the detection of non-compliance (ie.,
non-systematic sampling, which is unsuitable
for trend detection). Parameters will be
related to the water quality requirements of
the defined uses. These goals are not
mutually exclusive, but it is important that
they are clearly understood at the outset so as
to ensure that the network design is in
accordance with management expectations for
each particular issue.

The process of translating the various
management goals into viable water quality
monitoring programs will closely follow the
steps outlined by Ward et al. (1986):

Step 1. Translate the management goals
into quantifiable monitoring goals
(as statistical hypotheses).

Step 2. [Establish the statistical criteria to
each of the hypotheses.

Step 3. Design the monitoring network i.e.,
the where, what and when of
monitoring.

Step 4. Develop the operating plans and
procedures i.e., sampling protocols,
QA/QC, data analysis software, etc.

Step 5. Develop the information reporting
procedures e.g. type of report,
define audience(s), frequency of
reporting, etc,

Ideally the results produced will enable the
WQB to relate the occurrence and concentra-
tions of the various chemicals studied to the
surrounding environment and to increase the
probability of exirapolating findings to other
areas which are not monitored.

It has been noted that our ability to assess
water quality changes in aquatic ecosystems
has been limited by the absence of long-term
data sets which have prevented the definition
of the normal range of critical measurable
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variables (Schindler 1987). Conseque
is essential that the NRN be suff
inexpensive so as to withstand bu
constraints and hence be continuou
extended periods of time. To meet thi
it is envisioned that the proposed NR
be entrenched where possible into e
federal-provincial water quality moni
agreements.

The  problem of  maintainin,
comparatively simple monitoring netwc
the face of increasingly challe
environmental issues requires that the
be integrated with regional water q
assessment programs. The NRN will
chiefly as a means of problem identific
and priorization from a national perspe
Where potential water problems are indic
regional programs, such as recurrent
basin studies, will be undertaken that
assess the magnitude and scale of the pro
utilizing sampling protocols consistent
those of the NRN.

Issues To Be Addressed By The Nati
Reference Network

1. Definition of pristine or base
conditions in all ecoregions
Canada.

2. Impact of agricultural pesticides
adjacent aquatic ecosystems.

3. Impact of urban and indust
contaminants on adjacent aqu
ecosystems.

4. Long-range transport of airbo
pollutants (acid rain, organics).

5. Impact of eutrophication on adjac
aquatic ecosystems.

Each issue will be treated independent
leading to a number of issue-speci
networks, each designed to meet the go:
established for the issue. In this way, statio
will only be used for specific purposes, th
climinating the collection of redundant
superfluous  data. To demonstrate tl
approach being used, details for



development of the network for issue 2 are
presented.

STATEMENT OF THE PROBLEM

Agricultural practices in Canada rely
heavily on chemical pesticides to control pests
and crop diseases. The use of herbicides,
insecticides and fungicides has contributed to
large increases in  agricultural yield and
productivity in Canada over the last 40 years.
This success, however, has not been attained
without a price in terms of adverse envir-
onmental impacts on non-target organisms.
Generally, less than 1% of a pesticide applied
to crops impinges on target organisms. This
percentage is even lower due to improper
application, a not infrequent occurence
(Pimental and Levitan, 1986).

Pesticides can reach water supplies through
a number of avenues including, but not
limited to, overspray, aerial drift, surface
runoff, leaching and spills. Unfortunately, the
potential hazards associated with the presence
of these pesticides in surface waters is difficult
~ to assess, since information regarding the
presence and fate of these chemicals is not
well documented. Basic water quality infor-
mation regarding the presence and concentra-
tion of this group of compounds in high risk
watersheds is needed to:

(1) determine whether it is likely that
environmental quality in these waters
is adversely affected by the use of
these pesticides; and

(2) determine whether any existing water
quality objectives are being exceeded.

The management goal identified for this
issue was "to encourage the maintenance and
enhancement of surface water quality con-
sistent with the use(s) of these waters". This
translated into the following monitoring goals:

(1) Are levels of agricultural pesticides
detectable in waters or sediments
adjacent to areas of high agricultural
activity during periods of high
probable impact (i.e. presence/absence
after application; and ‘
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(2) Where detected, are the levels of
agricultural pesticides present in
concentrations that are deemed
harmful to the aquatic ecosystem?

At this stage in the development of the
network only problem identification and
characterization are being considered, little
time has been devoted to the next step which
will focus on the requirements of a program
designed to accurately monitor trends or to
define the extent of the problem.

The microcomputer based geographical
information system (G.1.S.) SPANS was used
to develop predictive models for each of the
Canadian provinces. Specificially, the models
were used to identify areas of high risk, ie.
areas where pesticide use may have potential
impacts on water quality. SPANS offers a
unique opportunity to incorporate various
pieces of information into visual (map) forms.
In the development of the predictive model,
various information items were obtained from
Statistics Canada and the Environmental
Information Systems Division, Environment
Canada. Map and attribute information
requirements were incorporated as follows:

Maps: Provincial Base 'maps
Census Consolidated Sub-Division maps
Watershed Sub-Divisions
Land Capability for Agriculture

Attributes:

Land Capability - primary class;

Census of Agriculture - Pesticide Use
(Land area sprayed or dusted)

Census of Agriculture - Farm Area
(Improved, unimproved, total)

Land area per CCSD - from SPANS
area analysis.

With this information, a series of steps
were taken which resulted in the production
of a pesticide impact area map (an indexing
overlay of the land capability, agricultural
activity and pesticide use maps) to give a
composite picture of the pesticide usage
expected within agricultural areas. Following
this, an overlay of the impact area map onto
the watershed map was made. Finally, a
report from the unique conditions file was



watersheds having significant impact ratings, as
well as what percentage of the total watershed
these areas represent.

With river basin areas now identified, the
siting of sampling locations was undertaken.
Specifically, questions concerning which
pesticides are used, when they are applied and
where their products are expected to be
detected (i.e. ground water, discharge areas,
etc.) were addressed. Sampling frequencies,
parameter lists and other field sampling
considerations were then incorporated into the
design.

This process will be repeated for each of the
issues identified.
approach will ensure a linkage between the

WQB’s monitoring programs and,
consequently, contribute data of an
appropriate  nature to meet  specific
information requirements.
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" the Clean Water Act,

MONITORING TO IMPROVE DECISION-MAKING IN EPA AND STATE
SURFACE WATER QUALITY PROGRAMS

Wayne Praskins
U.S. Environmental Protection Agency
Wwashington, D.C. USA

WY MONITOR?

The ultimate objective of the Federal
Clean Water Act is to improve the
environment - "to restore and maintain the
chemical, physical, and biological integrity of
the Nation’s waters." In the early years of
when sources of
pollution were easily identified, instream
impacts obvious, and the solutions proven, we
. could be reasonably confident that efforts to
regulate environmental pollution would result
in progress toward the Act’s environmental
objective. In these cases where there was
little doubt about the problems or the
solutions, low priority was given to mea-
suring the extent to which regulatory efforts
¢ -actually improved the environment.

Today, however, we face water quality
problems whose sources are diffuse, impacts
subtle, and solutions unproven. This
uncertainty makes it less obvious which
poliution sources need to be further con-
trolled, what level of control is needed, or
how effective a control effort will be as
measured by actual improvements in environ-
mental quality. To overcome these uncer-
-tainties and ensure that we are cost-effectively
improving the environment, we need informa-
tion about the environment: to warn of
emerging problems; to accurately locate
problem areas where the greatest environ-
mental good can be achieved; to set discharge
limits at levels sufficient to protect instream
uses (but to avoid unnecessarily stringent
limits); and to verify that the assumptions
used in the regulatory process hold true to
produce measurable improvements instream.
Each of these decisions or program actions
can be improved with the consideration and/or
use  of monitoring information  (ie,
Information about the environment).
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The type of monitoring information
needed varies according to its intended use.
The types of information used or considered
in water quality programs include measure-
ments of: the physical/chemical quality of
water, sediment, and tissue; effluent and
ambient toxicity; the health or integrity of
resident biological communities, and the
condition of the physical habitat.

USES OF MONITORING
INFORMATION

The uses of monitoring information in
water quality problems can be categorized into
four broad program areas: (i) developing
water quality standards; (ii) planning and
problem identification; (iii) making control
decisions; and (iv) evaluating program
effectiveness.

Developing Water Quality Standards

The first program area in which
monitoring information can improve decision-
making is in the development of water quality
standards. Monitoring information can be
used 10 help translate the Clean Water Act’s
objective of chemical, physical, and biological
integrity into workable and locally meaningful
water quality goals or standards. Developing
and refining standards can involve:

e refining aquatic life use classifications
in State water quality standards;

e identifying and characterizing "least

impaired”" reference conditions 10
develop site-specific, regional, or
statewide criteria (including biological
criteria); and



¢ conducting "use attainability analyses" to
assign use classifications to individual
waterbodies or waterbody segments
(including the identification of high
quality ~ waters  deserving  special
protection).

Planning and Problem Identification

Monitoring information can also help in

planning and problem identification. It can
help discover previously unrecognized water
quality problems; identify worsening trends
that warn of emerging problems; set priorities
within and between programs; and develop
management plans. Monitoring information
can be collected at different geographic scales
to:

o screen large geographic areas for
suspected or emerging water quality
problems and identify probable sources
and causes of the problems (e.g., in
entire watersheds or estuaries);

e and to confirm suspected water quality
problems and diagnose the specific
causes and sources of impairment.

Making Control Decisions

Monitoring information can also improve
individual regulatory (or other control)
decisions. It can increase cost savings to the
regulated community through better wasteload
allocations and modeling, and document the
need for regulatory actions to avoid legal
challenges. Monitoring information can be
used to help:

e determine appropriate NPDES permit
limits in water quality limited segments;

o conduct Clean Water Act §401/404
certifications and reviews; and

o support the development of Super-
fund/RCRA action plans.

Evaluating Program Effectiveness

Lastly, monitoring information can be used
to evaluate the effectiveness of water quality
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programs in restoring degraded areas
maintaining clean areas, and demonstrat
environmental benefits of abatement actic
an era of constant or dwindling reso
Monitoring information can be used to

e evaluate compliance with
conditions or decisions to impl
Best Management Practices to cc
that management actions are ins
and maintained (i.e., implementa
monitoring);

e evaluate the extent to which ¢
efforts improve the environment ¢
result in the restoration
maintenance of water quality star
(i.e., effectiveness monitor.

e evaluate the extent to whict
allocation of program I€sOurces
funding, staffing) to different cate
of pollution sources, different geog
areas, or different ecological s
makes sense in light of
environmental impact addressed;

e assess regional or statewide trer
determine whether water quality (
health of living resources) is imp1
merely keeping pace with growt
development, or degrading.

Who monitors? Who uses monitoring
information?

The U.S. Environmental Protection £
(EPA) and State water quality agencies
primary responsibility for implementit
Federal Clean Water Act. It is the
however (and interstate agencies anc
territories), who make most of the "prc
matic" decisions (e.g., developing water -
standards, determining discharge limits
could benefit from use and/or considera
monitoring information.

Accordingly, the biggest collector
users of monitoring information are
water quality agencies. Virtually all
conduct special studies or surveys
maintain some sort of fixed station n
which they regularly sample, althougt



f gionitoring programs vary tremendously in
o size, capabilities, and design. EPA often
i acsists  States in monitoring, as do the
: National Oceanic and Atmospheric Adminis-
sration, the U.S. Geological Survey, the US.
Fish and wildlife Service, the U.S. Forest
service, the Soil Conservation Service, State

“fish - and wildlife agencies, volunteers,
permitted dischargers, and others. EPA and
" States in turn analyze and report information
_ pot only for internal use but to inform the US
Congress, State legislatures and regulatory
-control boards, local agencies, the public, and
+the regulated community about water quality
goals, problems, and solutions.

‘What has EPA’s role been_in_ ensuring the
adequacy of State monitoring programs?

States vary widely in the extent to which
they collect monitoring information and use
monitoring information in management deci-
sions. Some variability is to be expected since
State information needs vary depending on the
extent and nature of a State’s water resources,

~pollution sources, past abatement efforts, past
monitoring, funding, staffing, available tech-
nical skills, and other factors. But there
seems to be a consensus that some State
monitoring programs are inadequate, and that
the deficiencies stem in part from a lack of
‘national direction that EPA only recently has
‘begun to remedy.

The Clean Water Act itself offers little
direction on monitoring. It requires numerous
‘program actions and reporting activities that
can and often are based on monitoring infor-
mation, but provides little explanation of what
monitoring information is needed to support
‘these activities. The Act dictates only that
States establish and operate "appropriate
devices, methods, systems, and procedures
necessary to monitor, and to compile and

analyze data on .. the quality of navigable
waters."

It is through regulations, policies, and
guidance that EPA can define elements of
-what it considers to be an adequate State
monitoring program. In practice, EPA has
relied on guidance and statements of policy
rather than regulations. EPA’s one attempt
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to develop detailed surface water monitoring
regulations failed because the regulations
attempted to define too many technical details
about how States were to choose station
locations, parametric coverage, and sampling
frequencies.

Instead, EPA has expressed its view of what
constitutes an adequate State monitoring
program through statements of policy and
guidance. EPA issued a monitoring policy in
1984 which identified EPA’s highest priority
monitoring objective to be the establishment
of water quality-based permit requirements and
the determination of needed nonpoint source
abatement actions. EPA has issued national
monitoring program guidance in 1975, 1977,
and 1985 (supplemented with §305(b)
guidelines every two years and EPA’s annual
Operating Guidance) on what constitutes an
adequate State monitoring program. EPA
Regional Offices also play a major role in
interpreting and supplementing national
guidance. Past guidance has included various
recommendations such as for States to conduct
intensive surveys to develop discharge limits
for permitted point source dischargers; or to
assess all waters at least once every five years.
The recommendations made in previous
guidance are currently under review.

One interesting effort established by the
1975 program guidance was the joint
development between EPA and the States of
a 1,000+ station ambient water quality "core
network." Its purpose was to allow EPA and
others to prepare independent national
analyses of water quality. The effort failed for
reasons that remain unclear, but appear 10
have included poor design (e.g, station
locations were selected through negotiation
rather than a predetermined statistically
representative design). In  addition 10
developing policy and "programmatic”
guidance, EPA also assists States with
technical guidance, data system capabilities,
training, and other assistance.

How can EPA/States improve the utility of
monitoring information?

EPA is working with States to provide new
and updated statements of policy, revised
programmatic  guidance, various technical



guidance, new data system capabilities,
training, and other assistance to improve State
monitoring programs.

The monitoring program guidance will
encourage the use of monitoring information
in more than ten distinct water quality
program areas and offer States general
program design recommendations including:

o conduct watershed-level assessments that
facilitate the identification of sources of
pollution that would benefit most from
controls, better account for interactions
between dischargers, and increase the
chances of detecting and documenting
environmental improvement;

e conduct integrated assessments (using
chemical analyses, toxicology, habitat
evaluations, and biological surveys)
capable of detecting a wide range of
water quality problems;

* maximize monitoring resources by taking
advantage of interagency coordination,
ambient monitoring by dischargers,
volunteer monitoring;  exploring
alternative sources of funding; and
making use of existing water quality data
and predictive modeling techniques;

» involve citizens in identifying problems
and working toward solutions to increase
their sense of responsibility for our
publicly-owned natural resources;

o interpret and analyze monitoring data to
present it in a readily useable form;

e improve water quality criteria and stan-
dards since the interpretation of ambient
data generally requires comparison to a
reference, or control.

Other efforts underway to improve EPA/
State monitoring programs include:

e a policy on the use of ecological
assessment methods and biological
criteria in EPA/State water quality
programs;
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¢ guidance on using volunteers to co
monitoring information;

o technical guidance on nonpoint so
monitoring and evaluation, biolo:
assessment methods, and other top

s periodic symposia to  exch
information and build conse
between Federal and State agencic
monitoring methods and issues;

o a multi year plan for the Water Qu
Standards Program which will encot
States to supplement traditional
column chemical criteria with s
column toxicity criteria, sediment qu
criteria, habitat quality criteria,
biological criteria;

e new data system capabilities.

CREATING A MARKET FOR DAT.

In addition to working to strengthen
monitoring programs 10 ensure that
produce the type and quality of inforn
needed by decision makers, EPA is
working to increase the incentive for EP
State managers to base program actio
their environmental consequences. E
attempting to supplement the way
historically judged the performance
Regional offices (which oversee State
quality programs) by using environ
measures, rather than just adminis
measures, to set annual program goa
track progress toward achievement of
goals. Typical administrative measures -
numbers of permits issued or re
enforcement actions taken, or
administered. These measures do i
progress but they do not guarante
effective improvements in environ
quality.  Environmental measures
measures of biological community st
and function or the presence of toxici

EPA’s new Administrator, William
has in fact declared that each of
programs will set long-term envirol



indicators of environmental accomplishments
(0 evaluate the performance of EPA and State
programs.

CONCLUSION

Wwith continued innovation by States, and
petter guidance from EPA, we hope to
improve State monitoring programs and
thereby improve the quality of EPA and State
decision making.
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INITIATION OF A NATIONAL WATER QUALITY NETWORK

FOR NEW ZEALAND

D.G. Smith and G.B. McBride
Water Quality Centre

Department of Scientific and Industrial Research

PO Box 11-115, Hamilton
NEW ZEALAND

ABSTRACT

A nation-wide network for the long term
assessment of water quality in New Zealand
rivers and lakes has been designed and is now
being implemented. The objectives of the
network are to detect significant trends in
water quality and to develop better under-
standings of the nature of the water resources
and hence to better assist their management.
The design has been based on the requirement
to be able to detect trends within five years
with good statistical power, if such trends
exist. Both "baseline” (relatively unimpacted)
and "impact" stations have been sclected.
There are 30 baseline river stations and 17
baseline lake stations. The total network
includes 77 river sites and 30 lakes. River
sites are being sampled monthly. Most lakes
will be sampled bimonthly.  There are
manifold criteria for choice of variables to be
measured, but these have mostly to do with
their impact on water use.

In operating the network we have built a
general water quality database manager,
AQUAL, which will ensure that the network
data are fully documented and widely
available. Field and laboratory data quality
assurance are being rigorously attended to.
Statistical tests to be applied to the data have
been proposed: indeed the sampling frequency
selection has been based on the requirement
to attain good detection power with such tests.
There will be annual reports to government
increasing in complexity up to about five years
after network initiation.
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* the west coasts.

INTRODUCTION

The two main islands of New Zealand
- 47°S; 166°E - 179°E, surface area = 26
km?, population about 3.2 miilion) h:
mountainous elongated character, and .
the path of wet westerly winds fron
Tasman Sea. Average rainfall and run
about 1500 mm and 47.5 1/s/km?, but the:
distributed rather unevenly, being larg
Rivers are typically st
than those in continental countries. The
a number of large inland lakes. The ecc
is still dominated by agricultural produ
sheep, dairy and cattle farming, and
horticulture. These operations have ¢
the majority of water quality problems
from point and distributed sources: dis
oxygen deficits, sewage fungus patche:
lake eutrophication. Problems associate
industry tend to be located in waters ne
main cities. Most of these cities ar
estuaries and coasts.

In mid-1988 the Water Quality
received funding to design a network for
and streams. This built on a previou
design, for rivers and lakes (McBride
Research on study techniques was nc
sidered to be well enough advanced («
estuaries, coasts and groundwater.

Table 1 lists the tasks which hav
considered in the design, all of whi
receive attention here. Full details ar
found in Smith er al. (1989).



Table 1. Tasks to be addressed

RN R W

Develop the goal and objectives
Produce list of sampling sites
Confirm statistical design criteria, especially sampling frequency
Produce a list of determinands

Assess accuracy requirements

Confirm laboratory analysis procedures

Recommend appropriate laboratories

Recommend field operators and training requirements

Develop field sampling/analysis procedures

10.  Develop procedures for sample preservation/transport to laboratory

11.  Develop sampling routes

12. Develop quality assurance procedures (from bottle washing to data entry
13. Recommend data storage/retrieval/management system

14. Recommend data analysis procedures and software

15. Recommend reporting procedures (what, to whom, by whom, when)

16.  Assess cost

GOAL AND OBJECTIVES

The goal of the network is: to provide
scientifically defensible information on the
“important physical, chemical, and biological
characteristics of a selection of the nation’s
river and lake waters as a basis for advising
-the Minster of Science and other ministers of
“the crown of the trends and status of these
waters.

The objectives are to establish a national
water quality database such that we can:

1. Detéct significant trends in water quality

2. Develop better understandings of the
nature of the water resources and hence
to better assist their management.

With respect to the first objective, the
intention is to be able to detect a monotonic
trend equal to the standard deviation of the
detrended data over a five year period, if such
a trend occurs.

SAMPLING SITES

RIVERS

There are two types of station, "Baseline"
(where there is likely to be no or little effect
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of diffuse or point source pollution and which
will account for natural or near-natural effects
and trends) and "Impact” (which are down-
stream of present, and possible future, areas of
agriculture, afforestation, industry and urban-
ization). Preferably both types are required to
properly address trends but in some instances
only baseline or impact stations are possible.
The requirements for station selection are that
they should be:

a) at or close to a current hydrological
recording station,

b) accessible,

¢) at such a location so that transport of
samples to the laboratory presents, no
time constraints,

d) safe for operators,

¢} free from disturbing influences such as
weirs and weedbeds,

f) easy to sample and carry out in sifu wWork,
g) free from saline intrusions,

h) in some way of national, multiregional or
scientific importance.



Most sampling sites have been visited by the
designers. Sites have been selected so that a
single surface grab sample will be representa-
tive of the bulk water flowing past. Two sites
only require homogeneity checking; this is
being attended tO. In all, there are 77 river
sites, 44 in the North Island and 33 in the
South Island (Fig.1). The inclusion of each

site has been clearly justified.

The work on rivers commenced in January
of this year.

LAKES

Lakes have been selected in two classes -
the first with excellent water (pristine or near
pristine) whose primary use is recreation and
aesthetics, the second with eutrophication
problems. In both lake classes lake sclection
is because of national or multiregional impor-
tance, uniqueness, or representativeness; in
some jnstances selection is because of a per-
ceived study value. In the first class, lakes are
also selected for protection reasons.

In all, 30 1lakes have been selected (Fig.1)
and each clearly justified.  With just one
exception, 2 single location (normally the
deepest point) has been selected for inves-
tigation through time bearing in mind that

complete characterisation of each lake is not

the intention.

A separate strategy has been designed for
each lake. For some, surface water sampling
is required, for others depth averaged sampling
is required. For most lakes dissolved
oXygen/temperature profiling is required,
whereas for others (those which do not
stratify) single sub-surface values only are to

be determined.

Funding for the study of lakes has not yet
been clarified and field work is not expected

to commence this year.

STATISTICAL DESIGN CRITERIA

The design Tequirements which include the
analysis of data are discussed briefly in a later
section. Here we will briefly examine the
statistical reasoning behind the choice of
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sampling frequency for the most imp
objective, that of trend detection.

When trends in data are sought, it m'
recognised that there is no point in ca
out short-term intensive sampling, becau
effects of seasonality, extreme events,
uniform variance, and autocorrelation m
accounted for (Lettenmaier 1976, 1978;
and Ward 1980). The practical conseq
is (Lettenmaier er al. 1982, pp. 62-63) -
is generally difficult to detect a trend ¢
order of the water quality variable’s stz
deviation for n smaller than 50-100.
because of autocorrelation, the mir
effective sampling interval is on the or
two weeks: for rivers monthly samp!
often optimum,; for lakes, even longer.
a trend to be detected, the network mu
fixed for at least five years. This fin«
strengthened by Hirsch and Slack (19
the United States Geological Survey (U
in their examination of a robust nonpare
trend test: reasonable power for
detection for rivers may only be att:
after five years of sampling. Indeed it
after ten or so years of routine rive
collection that the USGS is publishing
of trend assessments (Smith and Ale
1983, Smith et al. 1987). Lettenmaie
(1982) go so far as to conclude that re¢
of the network should nor take place ar
because this encourages fragmentation
data, which compromises its utility fo
detection. Analysis of results of the r
should be performed annually howe
look for any evidence of trends en
Provision of such analysis software wit
proposed data management system (se
is thus desirable.

The technique here is basicall
promoted by Lettenmaier (1976, 197¢
pose the simple null hypothesis:

Ho . A}L = 0
where Ap is the change in the mean -

water quality variable, against the co
alternative hypothesis

Hy:8u # 0



Fig1 Sampling sites. River sites are marked with a bar and coded, lakes are named.
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Because H, is composite, the power of a
test to choose between (1) and (2) is a
function of Au. We consider Ay to be
monotonic: either a step or a linear trend
(higher order monotonic polynomial trends
are also possible in this technique).

Our method of approach is to calculate
the detection threshold (Au/s, where s is the
detrended standard deviation) of a test for
given Type I and Type II error risks, trend
type, autocorrelation, sampling frequency and
length of record. Thresholds have been cal-
culated for a given combination of « (the
probability of committing the Type 1 error of
falsely detecting a monotonic trend), B (the
probability of committing the Type II error of
failing to detect a monotonic trend), r(1) (the
daily lag 1 autocorrelation coefficient), and
sampling frequencies over 5 and 10 year
periods. We have also examined autocorrela-
tion coefficients for a variety of determinands
measured during long term studies (McBride
1987).

Our conclusion from this is that an
appropriate sampling frequency for linear
trend detection, is monthly for rivers and
bimonthly for lakes to obtain the desired
detection threshold (of around unity) within
a 5 year period with reasonable power (8 =
0.1).

DETERMINANDS

All determinands have been carefully
selected and included only if there are very
good reasons for doing so. The temptation
to include "nice-to-do" determinands has been
avoided. Table 2 contains the selected
determinands, where they are 1o be measured,
whether they are for rivers or lakes, and the
reason for inclusion of each.

ACCURACY REQUIREMENTS

The network has been designed to give good
trend detectability for regular sampling over 5
- 10 years. The magnitude of the trend to be
detected,either gradual or abrupt, is measured
by the difference in expected values of obser-
vations near the start of the trend assessment
period and those near the end of that period.
We want this minimum detectable trend to be
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as small as possible, minimising the impact «
analytical and sampling errors. We canno
however, design for the magnitude of tt
trend on its own: we have to design for tt
minimum detectable trend as a proportion «
the standard deviation of the detrended dat
And this standard deviation contains a con
ponent attributable to the unavoidable pr
sence of errors, both analytical and samplin
So the larger the error standard deviation, tl
larger the minimum detectable trend. Becau
we want this trend to be as small as possibl
a way has been found to: (a) calculate 1l
effect of errors on the minimum detectab
trend, and (b) indicate to the analysts ar
samplers what sort of performance is require

The details of how this is done are giw
elsewhere (Smith er al, 1989). The essenti
idea is to compare an attainable err
standard deviation with a maximum permis:
ble error standard deviation. If the form
error is the smaller, then the trend can
detected with the required power. The an:
ysis is based on the assumption that we ¢
ignore the effect of bias (because tre
detection involves differences of means, a
so most if not all bias will cancel ou
Hence the analysis considers only precisi
and considers laboratory precisions based
many years of analytical quality assurar
studies and anticipated field precisions bas
on best judgement where actual values :
not available.

The upshot of this part of the design
that we are in an @ priori position to st
the actual trend detectability for a variety
determinands and certain concentrations
values), given certain values for a and b 2
allowing certain permissible increases
detectable trend caused by errors.

To ensure that laboratories are produc
accurate results, collaborative tests amc
them are necessary. This is to be carried «
at regular intervals between the two labc
tories selected for the network. It is a
necessary 1o ensure that field analysis p
duces accurate results and that field sampl
does not introduce inaccuracy. A comy
hensive data quality assurance programmc
called for and has been built into the des
(see later).



1dUIE 4 LADL Uik UGCITL Mladasss

Determinand Where measured Rivers/  Reason for Inciusion
(field/base/laboratorv) lakes

Dissolved oxygen f R/L Numerical standard; necessary
requiremnent for aguatic life;
rapid indicator of organic
pollution; indicator of lake
trophic state.

pH f/b/1* R/L Numerical standard; aquatic life
protection; pollution indicator:
acidification.

Conductivity 1 R/L Simple surrogate for total
inorganic ions (incl. hardness).

Temperamre f R/L Numerical standard; DO
interpretation; mixing in lakes:
aquatic life protection.

Visual clarity f R Descriptive standard; visual

(black d.l_sc); (inidally?)  monitor; erosion/habitat

Secchi disc depth f destruction; aquatic life
protection (clarity only);
public perception.

Turbidity and 1 RIL Descriptive standard. Turbidity

absorption as support 1o on-site clarity

coefficients measurement, absorpton
coefficients relate to water
colour, light climate for plants
and organic character of water.

BODs 1 R Descriptive standard; organic
pollution indicator.

Dissolved nutrients: 1 R NH; is proposed numerical

NH3/NOyDRP standard for potable supply:
NOjs required for public health
issues; enrichment
potential for algal growth.

TP/TN 1 R/L Nutrient statusfeutrophication.

Flow f R Flow dependence analysis.

Lake height f L Height dependence analysis.

Chlorophyll a 1 L Descriptive standard: possible
water use change indicator;
nutrient status indicator.

Benthic invertebrates** 1 R Descriptive standard; water use
change indicator.

Nuisance periphyton f R Descriptive standard; visual

growths monitor; public perception

The following for first

year only:

Ca/Mg/K/Na/Cl 1 R/L Major ions including hardness

HCO03/50,4 \ RL  species; general assessment
of water quality;
HCOj3 drop and SOy rise
indicators of lake acidification.

NOTES:

1 The term 'standards' refers to the current and proposed standards.

2 The 'first year only' ions should be measured at a later stage only if conductivity appears to

*¥

-+

be changing. There is one exception t0 this; for Jakes it may be wise to measure HCO; and
SQy4 in each sampie as a reassurance that lakes are not being acidified.

No bacterial measurements are recommended at present. Faecal coliforms are stipulated in
legislation but the wisdom of this is being seriously questioned. For instance EPA (1986
recommend E. coli and enterococci for freshwater bathing criteria. In additon there are
problems with sampling frequency differences berween legislation and what is pracucal for a
national network. There are also difficulties with interpretation. We should await results of
research before embarking on a costly analysis which is of dubious value.

pH will be measured in the field, back at survey base, and in the laboratory (as an additional
check) for the first year. If, after this period, there is no difference between field and survey
base measurements, field measurement may be discontinued. This decision must be made
with caution.

Benthic invertebrates can be collected at about 70 of the proposed river sites and data will be
analysed for changes in community composition and species abundance.

Black disc measurements will be made inidally only on rivers. When current research is
complete, a recommended method for horizontal black disc distance in lakes will be
available. Both vertical and horizontal measurements will then be made.
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LABORATORY ANALYSIS PROCEDURES

To ensure that both laboratories treat and
analyse the samples in an identical way,
sample processing flow sheets have been
drawn up and a list of preferred analytical
methods established. The flow sheet for
riverine samples is presented in Fig. 2.

LABORATORIES AND FIELD OPERATORS:
TRAINING REQUIREMENTS

Several studies have shown the difficulties
associated with the use of a multitude of
different agencies for a national water quality
network. For instance in the UK, Fenlon and
Young (1982) noted that the harmonization of
results (i.e., the production of results of
known and adequate accuracy), which is dif-
ficult on the regional scale, has proved to be
even more so at the national level and had
been achieved to only a limited degree seven
years after the inception of the UK Harmon-
ized Monitoring scheme. In addition, there is
also no harmonization in the manner in which
data are supplied to the central data reposi-
tory, the Department of the Environment, in
large part because there are 16 autonomous
contributing agencies.

In the USA, the General Accounting Office
has stated that "inconsistency in field work and
laboratory performance make it virtually
impossible to meaningfully compare network
data from month to month, season to season,
and year to year" (GAO, 1981).

Consequently a single agency (the DSIR’s
Water Resources Survey field party network)
has been assigned the task of field work (i.e.,
water sampling and field analysis [which has
been kept to a bare minimum]), and just two
laboratories have been selected for the
laboratory analysis (one in each island).
Samples taken in each island are analysed in
the respective laboratory. This ensures that
samples arrive at the laboratories overnight, a
sample preservation requirement (samples are
chilled under ice after collection and must
remain so until they are processed). It is
possible that other organizations could join
the Network later, if the necessary standards
are attained.
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The training requirements of field sts
been addressed by recently holding a r¢
training course to supplement previous
and video training films. At the
emphasis was placed on correc
procedures for ensuring: accurate and
measurements are obtained for d&
oxygen concentration, pH, and temp
contamination-free water sampling ai
sampling; benthic invertebrate samplin
consequence of the course modificatio
been built into the recommended meth
instance, insistence on the use of ca
thermometers to check field probes
easily overlooked), the use of known

concentration sodium bicarbonate s¢
(equilibrated with atmospheric C(
simulate natural waters as a check
functioning of pH probes (this is in adc
the normal calibration procedure Wl
itself is inadequate when dealing with
buffered, low ionic strength natura
samples). Without such checks little

can be placed on the reliability of resu
the apparently simple task of

temperature and pH measurements.

SAMPLING ROUTES AND SAM]
PRESERVATION/TRANSPOR]

Once the sampling sites had beer
lished, each of the 15 field parties wz
to consider an appropriate sampling 1
ensure that each river site was Vi
approximately the same time of day
visit and that site visitation was key
their already established work load (i.
hydrological station visits/maintenanc
this stage it was stressed that it was |
better to avoid doing the water quali
as an add-on to their normal work loa
it was certain that the additional efl
not likely to compromise the water
work.

It is important that samples can b
ported overnight to the laboratory
sample preservation is achieved sit
chilling under ice in an insulated b
overnight commercial land courier sei
been built into each sampling route t
this occurs. Use of airlines has been
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Time after

receipt at “Sample'A ) Sampla'B'
laboratory 1 litre 1 litre
50 mi 120 ml 100ml  100ml 1o0mi 100ml 350 mi 3solw| 200 mi 107 mi wto mi
Immediately pH, cond. Eilter, Fitter, Filter, D 80D |l Akaiin. |{Freez Filter/
@ turb. Freeze freez chill chill BO S 5 1e8ze
Absorbances ‘
Within a SO || ca, Mg
few days/ low lovolli o
week (it nec.)
| B |
NH,, DRP,
months SO4
* Y Y
TN, TP || NH;, DRP,
Within 1 (backup) {|  NQ, C,
year S0y, Ca,
Mg, Na,
K
Fig 2 Laboratory sample processing flow sheet for (backup)

rivaers.



FIELD SAMPLING AND
ANALYSIS PROCEDURES

RIVERS

The location of each sampling site has been
specified. The requirements for each site have
been spelt out to field parties and reinforced
by carefuily thought out ficld sheets (see Fig.
3 for an example) which must be filled in at
the time. The design of the field sheets has
been carried out with the cooperation of the
field parties - indeed the cooperation of, and
input from, field parties has been sought at all
appropriate stages in the network design. This
was felt to be important.

At each site, each month, a bulk representa-
tive water sample is collected in a large, clean
container and this is then subsampled to meet
the sample requirements of the laboratories.
" Additionally, a small sample is collected for
measurement of pH back at field party base
(in the first year of the network pH is being
- measured in the field, back at base, and the
following day in the more controlled condi-
tions of a well-appointed Iaboratory to
establish what happens to pH during time).
Dissolved oxygen and temperature are also
determined in the field. Water clarity is
determined using a specially constructed black
disc viewed horizontally (Davies-Colley, 1983).
This provides a more appropriate measure of
clarity than the conventional Secchi disc depth
because it relates better to the sighting range
of riverine animals, gives a measure of the
beam attenuation coefficient, and finally it can
actually be measured in a shallow river.
Finally an assessment is made of nuisance
periphyton cover.

Each year an appropriate number of samples
are taken of benthic invertebrates.

For all the above requirements, detailed
instructions have been sent to field parties

LAKES

The requirements for each lake are specific
to that lake and only the main features can be
addressed here. With one exception (Lake
Rotoiti, North Island - and this behaves
almost like two lakes because of its shape, one
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of which is somewhat polluted) wor
conducted at a single site. This |
specified precisely and marked on
metric chart (available for all but 1w

Most lakes are to be visited e
months, others whose dissolved oxy
centration may drop rapidly in summe
at least monthly visits during this p
dissolved oxygen profiling. This is
information on depletion rates car
tained. As for rivers, a bulk samg
quired; in some cases this is taken i
below the surface whereas for the ma
samples are required from a series ¢
and these are mixed. For the latte
spaced samples are to be taken rouy
the photic zone - how to estimate 1
the Secchi disc depth has been calcula
published relationships and water refl
and a list of multipliers will be furr
field parties. For clear and/or relativ
lakes the photic depth may be gres
the mixed depth for a period in mid-
in which case sampling is to be cai
over the mixed depth to avoid
possible layers of detritus which
associated with the thermocline. In
and to avoid possibly sampling too ¢
biasing the bulk sample, the actual n
sampling depth has arbitrarily been se
of the photic or mixed depth, whichex
smaller. A carefully detailed proce
been developed for the field parti
above, after all, is rather complex and
field estimation of the mixed depth,
easy task.

The bulk sample is to be subsample
laboratory analyses and an additio
litres taken for filtration for su
chlorophyll @  analysis. For the I
estimate of the volume required i
obtained from the Secchi disc depth
lakes; again explicit instructions
provided.

Field pH is to be measured on the
of the bulk sample and a further st
taken for pH measurement back at
for rivers). Dissolved oxygen and tem
are to be measured just below the su
those few lake for which profiling
propriate (i.e., very shallow, well mixe



(This sheet must accompany samples dispatched to the
laboratory for analysis - one sheet per site per visit)

................................ Date..coiceeeiiieiiccciecinenens Field party area................
............................................................... Time (NZST):

Site Description: | Cloud ( /8):
(internal): Flow (m3/s):
DO (% satmn): Atmos.press. (mbar)(£5)
pH (field): pH (base):
8.28 check: 8.28 check:

| Mats
(>2 mm
thick)

) Periphyton colour (filamentous): (mats):
-.-Observation site (circle one): open/shaded
.~ Comments:

Notes: 1 Ateach site measure and record temperature, pH, DO and horizontal black disc distance. Atend
of day re-measure pH on samples collected in 120 ml containers. Also, obtain and record values
for gauge ht, flow and atmospheric pressure.

2 At each site fill two 1 litre plastic containers and one 120 ml container. Cap tightly, leaving
no air space if possible.

3 Assess % periphyton cover at 10 equidistant points across the wadeable area of a 'run’
near the water sampling site. Improvise as necessary to get 10 observations.

4 Comments could concern: exceptional low/high flow conditions and antecedent weather; surface
scums, foams, oils and slicks; anything unusual, e.g. different or unusual colour.

Fig 3 Field sheet for rivers.
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In addition the Secchi disc depth is required;
when research is complete on the logistics of
measuring the horizontal black disc range, this
plus the vertical black disc depth (analogous
to Secchi disc depth) will be required.

QUALITY ASSURANCE PROCEDURES

Here we are referring to all aspects of
ensuring that measurements made in the field
and laboratory are within accuracy specifi-
cations, and that transposition of data and
loading onto computer files occurs without
€ITor.

For field measurements, quality assurance
procedures have been built into each method,
and each sampling bottle has been coded and
is dedicated to a particular site.

The two laboratories are expected to
maintain normal quality assurance procedures,
i.e., by using appropriate blanks and known
solutions, and production of control charts as
appropriate. In addition, test solutions (these
can be either complete unknowns or known
solutions) will be periodically sent to each
laboratory for analysis. Even the techniques
for routine bottle washing have been provided
for use by the laboratories.

Built into the data processing package
(AQUAL) is a checking system to ensure that
all results entered could be reasonably
expected for New Zealand’s fresh, surface
waters. In addition, prior to data entry they
are sighted by an experienced technician who
looks for oddities.

DATA MANAGEMENT SYSTEM
AND ANALYSIS OF DATA

DATA MANAGEMENT

There is a dearth of water quality data
archive software available. As a result, data
documentation and availability are often com-
promised badly - meaning that the information
content of the data is not extracted. It may
not even be known that data exist. We have
attempted to avoid this problem in New
Zealand by producing a water quality database
program: AQUAL (AQuatic Unified Archival
Library).
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This program enables users 10 !
interpret, retrieve and exchange water q
data. It has been designed to do so in :
that makes using the program as easy a
flexible as possible. At the same ti
ensures that sufficient information is giv
that data are stored and ret
unambiguously. The user interface consj
menus of options, full-screen data entry
prompts. Entry into some screen fie
mandatory - to avoid ambiguity problen
an input error is made, the user is pro
with a helpful error message. Default e
appear in appropriate fields automaticall
can be overwritten.

In using AQUAL, the sites, ana
methods, and project must first have
"registered". In registering a site it is as:
an identifier that is used in subsequent
sample data entry. The type of site
river,...) must be given along with
appropriate data. In registering an att
a nickname is assigned, as well as the -
code that the sample data values are at
to in the database. Use of the nicl
which can be changed if a new an:
method is adopted, greatly simplifies
quent routine sample data entry. The
that the attribute values are to be stc
must be defined. A minimum and ma
can be defined for each attribute: if
bounds are exceeded when sample d:
entered a warning message is posted
screen. A comment can, and shot
entered with each attribute registrat;
least the definition of what the analyst
by "detection limit" should be stated he
registering the project (i.e., the N
Water Quality Network), an identifier :
list of attributes to be measured are as

Registration of sites, attributes, and
are all done in a password-protected se:
the program. In this section sample d
also be "verified": data entered into A
are considered to be unverified until
leged user (i.e., one who knows the pa
changes it to "verified". The only otl
tion of AQUAL that is password prot
where bulk data are imported to the d

The routine use of a data arc
running a network is to enter samp



such as a DO value. This is done in the
Sample Data Entry section. There are two
steps: sample registration, and sample data

entry.

In other sections data can be selected by a

variety of logical criteria, the selected data
checked, and reports made on it. Such re-
ports can be for verified data only, for unveri-
fied data only, or for both types of data. Of
particular note is that user-defined reports can
be made on combinations of the selected data,
with full summary statistics (accounting,
nevertheless, for "less than", "greater than" and
missing data). These also give stem-leaf dia-
grams (numerical histograms) and two
normality normality tests. Linear regression
tables (appropriate if the normality tests do
not indicate strong skewness in the data),
correlation matrices, and simple data plots
can be obtained. Bulk data can be
transferred inward or outward via formatted
ASCII files that the user can prepare. This
feature can be used to export data to a
statistics package to perform more complex
statistical analyses.

DATA ANALYSIS

Any data analysis protocol must contain
three elements (Ward er al., 1988): (a) pro-
cedures to prepare a raw data record for sta-
tistical analysis; (b) means to display the
behaviour of the water quality variables over
time, for trend analysis; (¢) recommended sta-
tistical analysis procedures to provide the
desired information.

In the case of the National Water Quality
Network, these three elements are fused into
two parts:

(i) regular checks within each year for
consistency, errors, and outliers;

(ii) yearly reports of the features of the
data to date, including emerging trends.

Part (i) includes all of element (a) and
some of (b) - the display of the raw data.
Part (ii) covers all of element (c) and the rest
of element (b) - the display of data
interpreted using the (c) procedures.
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Note that these yearly reports will become
more substantial as time goes by, because
trend detection power will increase with the
length of record.

Part (i): regular within-year checks. This
can all be carried out using AQUAL. In par-
ticular, the summary statistics and stem-leaf
diagrams in AQUAL should be used. These
will show up any outliers. If appropriate a
plot of the attribute value versus time could
be obtained also.

Part (ii): annual reports. The main
features of Network data, excluding trend
analysis, can be obtained from the data
checking and user-defined report AQUAL
options. We expect that heavy use will be
made of the summary statistics feature of the
user defined report in this.

For trend analysis, we are recommending
following mostly the data analysis procedure
used by the USGS (Crawford ef al. 1983).
This procedure is well written and has been
used successfully to report on trends in their
NASQAN and NWQSS networks (Smith et al.
1987).

The analysis will be based on the following
sequential steps:

1. Compute flow adjusted data (river sites
only);

2. Visually inspect the raw and any flow
adjusted data for each site;

3. Perform appropriate nonparametric statis-
tical tests, indicated by the visual
inspection, on the raw data and on any
flow adjusted concentration (FAC) data.

In performing trend tests, nonparametric
procedures offer the following advantages
(e.g., Lettenmaier et al. 1982, Hirsch er al.
1982, Helsel 1987, Ward et al. 1988):

- they are always valid, whatever the
distribution of data happen to be;

- they are nearly as powerful as parametric
tests when the assumptions of such tests
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ABSTRACT

The development of Queensland depends
on the availability of both surface water and
groundwater.  The assessment of these re-
sources both in quality and quantity is the
responsibility of the Water Resources Commis-
sion. In the past, the emphasis has been
placed on assesing quantity, but recently a
concerted effort has been directed to eval-
uating their quality. This paper looks briefly
at water resources development and the causes
of water quality problems in Queensland. The
present water quality monitoring network and
its inadequacies are described; methods of
evaluating data are extensively discussed and
results provided, and the principles of the
design of a water quality monitoring network
for Queensland are given in a case study of
the Upper Condamine River basin.

INTRODUCTION

Queensland is the second largest state in
Australia. Its area of 1.7 million sq. km is
roughly 23% of the total Australian land mass.
The population is 2.5 million and is concen-
trated in the south eastern cormer and at
major towns along the eastern coast. The
remaining 21% of the population is scattered
throughout western and far northern areas.
The most prominent land feature is the Great
Dividing Range which separates the relatively
steep, narrow coastal fringe from the flat, dry
interior.

Water quality problems are generally associ-
ated with the closely settled areas of the south
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east and the coast. The main sources of
pollution are from agricultural land use.

The rise in soil salinity resulting from
clearing forests, the subsequent rise of
groundwater, and excessive soil erosion due to
inappropriate land management, are the main
causes of deterioration of water quality in
agricultural areas. In some areas, sea water
intrusion into coastal aquifers, resulting from
depletion of the groundwater resource, is a
potential threat to irrigated sugarcane,
orchards and small crops.

In Queensland, water quality problems are
exacerbated by climatic extremes. Rainfall is
not only highly seasonal, it is also extremely-
variable. Long droughts of 12 months or
more may be followed by tropical cyclones or -
rain depressions which can commonly result
in 200 to 300 mm of rain in one or two days; -
some 800 mm was recorded in one town on .
March 1, 1988. Such cyclonic rainfall events. :
may well be one quarter or one third of mean -
annual rainfall. Fertiliser-rich soils washed =
out by the resulting floods can have a major -
impact on the rivers and streams in which they -
are deposited. ;

Well-planned water quality monitoring has 3
become a necessity because the rapidly
expanding urban and agricultural developmen
of the state is putting an increasing burden o
the limited natural water resource in ways tha
cannot be foretold from past experience
Early warning of the potential hazards would
prevent serious economic losses, especially in §
times of weather extremes. Added to this i5
the opportunity to make full use of the




- resource by being able to predict with
confidence the volumes of good quality water
which can be made available to consumers.

In Australia the state authorities monitor
and control water quality in streams and

storages.

water Quality is regulated in Queensland
by three acts:

1. Clean Waters Act 1971-1988;

2. Water Act 1926-1987;

3. Water Resources Administration Act
1978-1989.

The last two acts are administered by the
Water Resources Commission which is the
- state-authority responsible for the development
-and management of water resources in
Queensland. Under the relevant provision of

. the Water Resources Administration Act the

‘Commission is responsible for keeping records
of the natural water resources in the state. It

is also responsible for assessment of the
available water resources and their protection.

The responsibility for the investigation and
prevention of pollution and the issue of
licences controlling the discharge of effluent
into receiving waters is with the Queensland
Department of Environment and Conservation.

The Water Resources Commission’s re-
sponsibility for development and management
of surface waters extends only to the tidal
limit. However, no similar specific demar-
cation line is drawn regarding groundwater
and accordingly the Commission has a re-
sponsibility to deal with problems of salt water
intrusion in coastal aquifers.

EXISTING NETWORKS

The Commission has established several
monitoring networks throughout the state in
fulfilling its role of assessing and managing
water resources. These are:

It has been the practice of the Commission
10 sample surface water at stream gauging
Stations during visits by hydrographers, and at
Specific sites on streams by licensing officers.
Because of the strongly seasonal and extremely
variable rainfall conditions in Queensland
these visits normally coincide with periods of
low or medium flow. There are, however,
S0me samples taken during flood events. The

74

network was designed in the 1960’s and had as
many as 700 stations. However, it has recently
been the subject of an extensive review and
currently consists of approximately 400
stations. The major physical and chemical
parameters such as conductivity, pH, dissolved
ions, dissolved and suspended solids, hardness,
alkalinity, turbidity and sixteen major ions are
currently analyzed in the laboratory.



The situation is similar in regard to the
sampling and analysis of groundwater. There
are some 2500 bores sampled in Queensland.
At many of them only conductivity is mea-
sured as a general indicator of water quality.
A similar range of analyses to that for surface
water is performed for other bores. The
frequency of sampling varies, but most of the
bores are sampled at least once a year.

Until recently little attempt was made to
analyze the water quality data to determine
their accuracy, to assess whether they were
representative of the source and whether the
techniques being used were relevant or
appropriate.  Data were extracted for a
limited area whenever a project started or a
basin resource was to be re-evaluated.

In 1988 a decision was made to re-design
water quality monitoring networks and infor-
mation systems which would reflect the future
needs of the water industry in the state.

The main objectives of the groundwater and
surface water quality monitoring network are:

1. To determine the spatial and temporal
variation of water quality throughout
the state.

2. To determine the suitability of the
waters for urban, industrial, agricultural,
private and general community use.

3. To provide a set of benchmark stations
to assess future changes, especially the
effects of changes in land use.

4. To estimate mass transport of several
water quality parameters.

5. To determine sources of variation in
water  quality as a tool for
understanding and predicting water
quality and quantity.

METHODS FOR EVALUATING DATA

GENERAL

The Water Resources Commission has
acquired thousands of individual analyses of
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natural waters dating back to the 1940%.
Unfortunately, prior to about 1970, many of
the samples were collected using less than
ideal methods. Unsuitable containers such as
unwashed drink bottles were sometimes used
to collect samples, and it was not unknown
for a sample to be decanted or filtered before
delivery to the laboratory. Also, due to
limited laboratory facilities, analysis of
samples was often delayed, sometimes by as
much as eighteen months.

In order to design a monitoring network
for maximum efficiency, it is necessary to use
as much of the information on water quality
in the area as possible, so that the most
sensitive monitoring sites can be selected and
the most suitable sampling times chosen to
allow for normal seasonal variation as well as
long-term trends. The Commission’s existing
bank of data provides both long-term informa-
tion and a wide coverage of the natural
waters, so that if the accuracy and reliability
of the individual analyses could be deter-
mined, the acceptable data could be used to
map out a seasonal and spatial statistical
picture of the water quality, saving the
enormous costs of fresh field surveys.

Reliability of Existing data This was done
by comparing this data with data from the
Department of Local Government. The latter
data were independently collected by that
Department since the 1940°’s in order to
establish and monitor town water supplies.
Hence, considerable care was taken in the
sampling and analysis techniques used.
Where these analyses are available, they are
being used to build statistical portraits of the
many natural waters encountered in the state,
taking into account such factors as region,
season, depth of bores or discharge of
streams. This gives a standard for
distinguishing  aberrations from normal
variability in the much more extensive water
quality data base acquired by the Commission.

The statistical software package SYSTAT
v.4 with SYGRAPH was selected to explore
and compare the two data sources. Initially,
a pilot study was carried out on the Upper
Condamine River basin in the south-east of
the state (Fig. 1) This is the first region to
be included in the new monitoring network.
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Analyses taken from the 1940’s to the -

1970’s from Loudoun Weir, which is the exit
point of the region and the water supply for
the town of Dalby, provided a sample set on
which to test the suitability of the procedures
available in SYSTAT.

The list of variables used initially for
processing with SYSTAT included the date of
collection, conductivity where available, "total
equivalents” (mean of cation and anion
milliequivalents per litre), and the percentage
equivalents of the major ions:  sodium,
potassium, calcium, magnesium, chloride,

sulphate, carbonate, bicarbonate and nitrate. -

Other ions such as fluoride, phosphate and
iron occurred only as traces, or were not
consistently analyzed for, or were recorded in
various forms. These were treated separately.

PRELIMINARY TESTS:

A series of tests were carried out on the
whole set of town water supply data for
Loudoun Weir. There were sixty-one
analyses, sampled between the 1940’s and
1970’s, but most consistently during the
1950’s. Gauge heights (river stage) were not
available for most of the period of record, but
in most instances a description of stream
conditions was made at the time of sample
collection. There are many reliable long term
rainfall ~ stations covering the Upper
Condamine Basin.

The procedure of the tests was as follows:

Firstly, a histogram was plotted (Figure 2),
showing how much the samples depart from
perfect ionic balance: (Total Cations - Total
Anions)/(Total Cations + Total Anions) as
a percentage in milliequiv./l .

This graph covers all surface water samples
from the Condamine. The large peak at zero
is explained by the fact that many earlier
analyses were computed assuming perfect
balance. The range illustrated suggests that a
discrepancy of greater than five percent
should be questioned.

Secondly, conductivity was plotted against
Total Salts. Curves were plotted to determine
how much departure from the norm would be
an acceptable range of variability.
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Figure 2 Histogram of ionic imbalance.

Thirdly, the cation and anion totals were
computed and compared with those given with
the analyses.

These three tests should be sufficient to
diagnose significant arithmetical or typing
errors in the major ions.

MULTIVARIATE METHODS

In a basin the main influences on water
quality are the source of the water and the
climate. The next step was to submit data to
classification procedures, such as Cluster
Analysis and Factor Analysis so that the
‘types’ of water, seasonality and discharge
could be taken into account when deciding
the normal variability in TSS and proportions
of the various ions.

Cluster Analysis
Cluster analysis is a multivariate procedure

for detecting natural groupings in data. The
approaches which we have found to be most
appropriate for categorising water quality data
are discussed here.

Decisions have to be made regarding the
number of groups to end up with, and the
method of measuring the ’distance’ between



two clusters, before starting to cluster data.
Rules of thumb (Williams, 1975) for the final
number of groups include :

- use 6 to 10 because humans can only
handle 5-9 ’chunks’ of data at a time;

- use the square root of the number of
samples;

- use the log to base 2 of the number of
samples, or

- make some sort of compromise.

For measuring distances or dissimilarities
between samples, a Euclidean metric is
easiest, although we have had good results in
the past with the Manhattan, or "city block"
metric. However, with clusters, there is the
additional question of which linkage method
to use, i.e. which point on each cluster to
measure from. The methods we have found
most useful for water quality work are the
Single Linkage and K-means discussed in
Hartigan (1975), the Centroid and closely
related Average and Median Linkage covered
by Sokal and Michener (1958) and Gower
(1967), and the Complete Linkage of Johnson
(1967).

Applications All of the clustering methods
were used on the sixty-one town water supply
samples from Loudoun Weir and the results
compared. The median linkage result was
chosen as the standard, and the first fourteen
clusters were examined. After comparison
with the other cluster analyses, some of the
Clusters were recombined, finally giving five
Clusters (Figure 3), whose members were
Checked against rainfall and river stage
information. The results were as follows:

CLUSTER RIVER STAGE

large floods

high flows

medium flow

first rise after dry spell
very sluggish or non-flowing

moOw»

To examine the behaviour of the TSS and
the proportions of the various ions within
cach cluster as well as in the sample space as
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a whole, the samples, expressed as percent
equivalent weights, were plotted on triangular
diagrams. The vertices were 100% calcium,
100% magnesium, and 100% (sodium plus
potassium) for the cations, and similarly 100%
chloride, (sulphate plus nitrate), and
(carbonate plus bicarbonate) for the anions.
The cluster name was plotted at each point.

10009

100X Na

Figure 4 Cation proportions in clusters (in
equivalents).

Results show (Figure 4) that the cations
are well balanced, being concentrated in the
middle of the diagram so that samples are
seldom dominated by more than fifty percent
of any one species, but that the waters of
cluster E are relatively low in calcium. A

 likely explanation for this is that as the water

level falls and the water stagnates, magnesium
ions emanating from the basaltic headwaters
and initially trapped on montmorillonite clays
in the banks, are released by ion exchange.
Another noticeable feature is the wide
variability that occurs during floods, (cluster
D and cluster A, which is really a group of
scattered low salinity clusters put together for
convenience). This is hardly surprising in
such dilute waters, where local factors in the
vicinity of major runoff would be crucial.

The anion triangular diagram is less
interesting because nitrate and sulphate are
not prominent in the region. Anion
relationships are more clearly defined by
plotting the anions individually against total
salts (Figure 5).

This showed a strong correlation between
chloride and total salts, and a less well
developed negative correlation between
carbonate species and total salts, with



Figure 3
Tree diagram of cluster analysis—Loudoun Weir.
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Figure 5 Proportion of Cl vs Total
Equivalents.

scattering in the low salinity ranges, especially
in clusters A, B, and D. A picture was thus
built up of the normal variability of the water
at this point under all flow regimes, and the
results compared with the Water Resources
Commission samples, all of which compared
satisfactorily. Ground and surface water from
other parts of the basin will be cross matched
in the same way and the reliability estimated
for all of the samples in the Water Resources
Commission data base. A measure of the
ability of the cluster analyses to classify water
is indicated by the fact that one of the Local
Government samples which refused to join a
Cluster, even though it was only marginally
more saline than cluster E, turned out to
have been collected from a bore. This sample
was too closely matched in its individual
components to have been differentiated from
the main group by direct comparison. It was
removed from the data set before the latest
run.

As a further check on the reliability of
samples where analysis was not done promptly
after collection, volumes of water are to be
Collected  from  representative  sources,
Subdivided and held in storage. Subsamples
will be sent progressively for analysis so that
the alteration of composition with storage
time can be better estimated.
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Factor Analysis. It is attractive to suppose
that the variation evident in a population is
due to a small number of underlying "factors",
operating separately and each identifiable
from the way the data gets "strung out” along
the direction in which the process is pushing.

This is in contrast to cluster analysis, which
combines actual samples into water types
based on their relative similarity.

The usefulness of factor analysis is being
investigating for two different purposes. The
simpler use is to get a small number of
independent, equally weighted variables for
clustering instead of the large number of
closely related ions, etc., to see whether there
is any benefit in complying with the sorts of
assumptions  beloved of  statistical
theoreticians. The more ambitious use is to
look for underlying processes driving the
water quality occurrences.

Factor analysis (Thorndyke, 1978) regards
the samples as a cluster of points plotted in
multi-dimensional space, using the original
individual variables (e.g. major ions in this
case) as axes. It then attempts to find a new,
"better” set of coordinates (axes) onto which
the data can be plotted, using the following
rules:

* the new descriptors are linear combinations
of the original ones (e.g., 2Na -
(Ca + Mg)2 );

* there are enough new descriptors, and they
are sufficiently independent of each other,
to fully describe all the ‘“important"
variability in the data;

* the smallest possible number of new
descriptors is used.

The SYSTAT statistics software produces
an iterated principal axis factor analysis with
optional orthogonal rotations. Correlations or
covariances may be factored.

Typically the first factor is a vector pointing
towards the most extreme of the common
water types in the samples. The second
factor is constructed by passing another vector
through the cluster, at right angles to the




first, which accounts for as much as possible
of the remaining variance in the samples.
The factors may represent a set of
h othetical water types from which all of the
samples could have been derived by mixing.

It is hoped that factor analysis and cluster
analysis, used with caution, may be helpful in
jdentifying sources and zones of influence of
natural waters,

TIME SERIES

The multivariate methods discussed above
are used to provide a synthetic description of
water quality in an area.

when information is needed on the time
behaviour of a specific parameter then two
methods are used:

. The seasonal Kendall-r test (Hirsh et al,
1982)

. The Auto Regressive Integrated Moving
Average (ARIMA) model (Box and
Jenkins, 1976)

These methods were selected because they
can handle a series of data collected at
irregular intervals.

An advantage of the Kendall test is that it
rovides a single summary statistic figure for
the entire record. However, in its simple
form it does not indicate whether there are
trends in opposing directions in different
monthS.

On the other hand, the ARIMA model is
used for short term forecasts. The value of
these methods for Queensland conditions still
needs to be fully assessed.

These methods have been applied in the
Barker-Barambah catchment in South Eastern
Queensland (Figure 6) to indicate possible
trends of salinity. A large dam has recently
been constructed in the catchment for
irrigation in this agricultural area.

The salinity of Barker Creek is above that
pormally encountered in Queensland streams
due in part to natural geological conditions of
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the region and land clearing. The situation
has been aggravated by the construction of a
large coal-fired power plant, which discharges
recirculated cooling water to a tributary of
Barker Creek. Consequently, the conductivity
in Barker Creek reaches 2000 uS cm’! @ 25
oC with an average of the order of 1300 uS
cm’l during low flows. This type of water
may require special management for salinity
control and the salt tolerance of the plants to
be irrigated must be considered.

Kendall-r Examination of results of the
seasonal Kendall-r test is encouraging.
Records of more than 20 years at five stations
have been analyzed. Results are shown in
Table 1.

The tabulated p values indicate that the
salinity is increasing with time in Barker
Creek at Wyalla/Glenmore (p< 0.05) and in
Barambah Creek at Ban Ban (p< 0.01)

However, at the other sites there is no
evidence to suggest such a temporal trend at
the p= 0.05 level. (One may wish to argue
that requiring 95% certainty is too rigorous
a test, or indeed that conserving the status
quo requires that Stonelands, for example, be
treated as a developing salinity problem even
if this conclusion would be wrong 20% of the
time.)

Brookland and Litzows gauging stations
represent relatively undeveloped and forested
catchments. Here the trend S is, if anything,
negative (falling salinity).

The situation changes for the remaining
gauging stations. Agriculture is fairly well
developed in the areas associated with them
and Barker Creek is affected by releases from
Tarong Power Station. Consequently the sign
of S changes to positive which suggests there
is a tendency towards increasing conductivity
with time.

Auto Regressive Integrated Moving Average
The same data was modelled using the
ARIMA model (Table 2). The 12-month
forecast suggests that the mean conductivity
for 1989 may be, if anything, slightly lower
than the mean of the last 20-odd years, except
at Ban Ban.
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TABLE 1. RESULTS OF SEASONAL KENDAILL~ TEST

Conductivity Statistics

Stream Station Station
Name Nurber S B Z P

Barker Ck Brooklands 136203 -17 -3.333 ~0.583 0.719
Barker Ck Wyalla/Glenmore 136201 58 14.286 1.672 0.0475
Barambah Ck Litzows 136202 -5 -2.000 -0.116 0.5478
Barambah Ck Stonelands 136206 28 10.001 0.895 0.184
Barambah Ck Ban Ban 136207 72 19.915 2.713 0.0034
Note: S = Kendall trend estimator

B = Slope Estimator (in uS cm™ @ 25¢ per year)

% = standard nommal deviate representation of S

The hypothesis being tested is that salinity is increasing with time, so

p = the probability of the sample showing a non-increasing trend.

TABLE 2. RESULTS OF ARIMA MODEL

Stream Station Station Conductivity(us an™)
Name Number Mean of Mean of
Series Forecast
Barker Ck Brooklands 136203 930 847
Barker Ck Wyalla/Glemmore 136201 1288 1116
Barambah Ck Litzows 136202 1076 1033
Barambah Ck Stonelands 136206 1394 1365
Baramdbah Ck Ban Ban 136207 1012 1028
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So far, 1989 has been a wet year in
Queensiand, and the conductivity could be
expected to be lower than the average.

Summarising, these tests seem to be useful
tools for the identification of specific water
quality problems. As a result of the analysis
of the Barker/Barambah catchment several
recommendations will be made regarding
monitoring of soil erosion upstream of the
storage (continuous monitoring of turbidity)
and water quality monitoring in the storage.
This will allow timely advice to be given to
farmers and storage managers.

DESIGN OF WATER QUALITY NETWORK

FOR QUEENSLAND
INTRODUCTION

The statistical methods described above are
the basic tools now being used by the
Commission to develop a cost effective water
quality network which will meet future
requirements.

Cluster analyses are being used for the
determination of representative sites and
intervals of sampling. It is intended to select
sites in which clusters representing particular
flow regimes differ.  For example it is
intended not to select any new sites which
have clusters similar to these shown in
Figure 3.

Results of the cluster analysis indicated
little relationship between water quality
changes and seasonality. However, a strong
relationship exists between these changes and
flow regime. Consequently there is little
point in collecting samples at regular
intervals, but sampling must be done during
the different stages of floods.

A three tier system has been proposed
(Poplawski and McNeil, 1988), which involves
the following components:

(1) A fully automated grid of stations will
monitor a limited number of water
quality parameters - pH, DO, conductivity
and temperature for example. It is
expected that some of them will be linked
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directly with the’Commission’s main

office to signal unusual readings.

(2) A limited number of stations will be
selected at which samples will be
collected manually at prescribed times
(after storm events) and an analysis
carried out which will include more
water quality indicators, mainly nutrients,
pesticides and major ions.

(3) Very detailed benchmark surveys in areas
of concern will be carried out on an
infrequent basis, say every 5 to 10 years.
The benchmark surveys will be conducted
over a period of about a year. The main
purpose of these surveys will be to test
correlations between frequently sampled
parameters and those sampled only
during the benchmark surveys.

Cluster analysis can give a very good
indication of the characteristics of
groundwater types (McNeil, 1981). The
results superimposed on a geological maps
clearly indicate the boundary of different
water regions. Therefore selection of
representative sites becomes an easy exercise,
subsequently leading to a reduced number of
sampled bores.

As changes in groundwater quality are
much slower than in streams, manual
sampling at prescribed intervals is proposed.
A prototype of a field sampling kit for
groundwater is being developed and will be
tested in the near future.

Case Study - the Upper Condamine River
Catchment

The Upper Condamine Valley (Figure 1),
an important agricultural area in south east
Queensland, was selected for a pilot study
with the aim of establishing a cost effective
and efficient water quality monitoring network
throughout the state. Its very rich black soil
is suitable for growing cofton, sorghum,
wheat, barley and corn. Unfortunately, in the
past, inadequate land management practices in
several areas have resulted in serious land
degradation including:

depletion of groundwater resources;



extensive soil erosion resulting from land
clearing, and

deterioration of water quality due to
improper farm practices.

The study employed the statistical analyses
outlined above to provide a description of the
water quality in the area. This was compared
with geological maps and satellite images
depicting land use, and zones with similar
characteristics and needs were mapped out.

Two to three hundred groundwater sites in
the Upper Condamine River catchment have
been sampled at infrequent intervals over
some years, usually when a major water
resource assessment was being carried out in
a particular locality. Some forty surface water
sites have been sampled since the *70s.
Because of rising costs, these are expected to
be reduced to about eight ground water and
five surface water sites, on the assumption
that another major survey can take place in
five to tem years in order to check
correlations, and that conductivities will be
monitored on field staff’s regular water level
and gauging rounds. This is particularly
necessary in an area such as Queensland,
which is not fully developed, and therefore
prone to major landuse changes within less
than a decade.

The following diagram illustrates the
sequence of procedures which the Commission
plans to implement on the Upper Condamine
and subsequently on all of the other basins in
the state.

CONCLUSION

The procedure described above should lead
to a more efficient water quality network
without compromising the quality and
relevance of data collected. This information
will be used for better assessment and

management of  water  resources in
Queensland.
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Initial investigation of a basin.

Study existing data Collect new data Environmental study of the basin

Interpret basic natural water chemistry and main environmental influences.

Divide basin into subareas with permanent monitoring site(s) and auxiliary

sites (groundwater level and stream gauging sites) within the subarea.

Regular sampling of Conductivity taken at

permanent sites for every auxiliary site

limited set of species. Continuing work on maintenance visit ...
correlating permanent ... leading to ...
and auxiliary sites. continuous logging of

conductivity at all
water level and

gauging sites.

Publish summaries and maps of water quality for potential

users and managers, and monitor threats to the resource.

Canplete re-assessment of network within 5 to 10 years
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USE OF BOX PLOTS AND TREND ANALYSES TO EVALUATE SAMPLING
FREQUENCY AT WATER-QUALITY MONITORING SITES

David K. Mueller
U.S. Geological Survey
Box 25046, Mail Stop 423

. Denver Federal Center

Denver, Colorado 80225-0046

ABSTRACT

Water samples from monitoring sites
commonly are collected for chemical analysis
at regular time intervals. Determination of
the most efficient sampling frequency that
does not result in loss of information may be
difficult. Box plots of data can provide a
convenient visual comparison between the
distributions of data for the existing sampling
frequency and various decreased frequencies.
In this report, box plots are described, and
their use in evaluation of sampling frequency
is demonstrated by using examples from U.S.
Geological Survey water-quality monitoring
sites in the South Platte River basin of
Colorado. The distributions of data collected
at monthly intervals are compared to
distributions of subsets of the data selected at
bimonthly and quarterly intervals. Results of
this evaluation are tested by comparing the
significance level of trends identified for the
complete data set with those identified using
data for the decreased sampling frequencies.
The non-parametric seasonal Kendall test is
used for trend analyses to avoid potential
problems caused by nonnormality, seasonality,
and serial dependence in the data sets.

INTRODUCTION

Water samples from monitoring sites
commonly are collected for chemical analysis
at regular time intervals. Samples must be
collected often enough to represent the
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variations in water quality at the site, but
sampling too frequently is wunnecessarily
expensive. Determination of the most efficient
sampling frequency that does not result in loss
of information may be difficult. This report
describes two methods that can be used to
evaluate the potential loss of information that
may result if sampling frequency is decreased
from monthly to bimonthly or quarterly.

Loss of information caused by decreasing
the sampling frequency can be evaluated by
the ability of the resultant data set to preserve
properties of data that were collected at the
original sampling frequency. If a data set
from bimonthly sampling has properties
similar to those of a data set from monthly
sampling, the information lost by decreasing
the sampling frequency may be negligible.
Two possible criteria for comparing data sets
from different sampling frequencies are
detectability of trends and similarity of data
distributions. The detectability of trends can
be compared by testing the significance of
monotonic trends, using a method appropriate
to the characteristics of the data sets. Data
distributions can be compared by testing the
equivalence of certain statistics, such as the
mean, median, or standard deviation; however,
the number of statistics that can be tested is
limited, and the tests become complex if more
than two data sets are involved. A summary
of many distribution properties can be
compared by using visual displays, such as the
box plot (Tukey, 1977). Similar box plots are
an indication of similar data distributions.



DESCRIPTION OF BOX PLOTS

Box plots were proposed by Tukey (1977)
to summarize the properties of a data
distribution. The median, upper and lower
quartiles, and range of the data are shown
cexplicitly - in box plots (fig. 1). The box
boundaries enclose the central 50 percent of
the data, which is referred to as the inter-
quartile range (IQR). The vertical lines
extend from the quartiles to the largest and
smallest data values that are within 1.5 times
the IQR. Data values outside this range are
plotted individually as outliers. Box plots
displayed next to each other can provide an
effective visual comparison of many prop-
erties for a number of data sets (Chambers
and others, 1983).

METHOD OF TREND ANALYSIS

Trend analyses of time-series data for
water-quality properties and constituents are
complicated by several common character-
istics of these data sets:  nonnormality,
seasonality, serial dependence, and censored
values (reported as less than a detection
limit). ~ The seasonal Kendall test is a
technique unaffected by these characteristics
(Hirsch and others, 1982; Hirsch and Slack,
1984). This technique is used to identify
significant monotonic changes in the data set
over time. The seasonal Kendall test is
nonparametric; the test statistic is determined
by using ranks of the data, rather than actual
data values. Censoring and nonnormality do
not affect rank. Trends are evaluated
separately for each season (specified as a
fraction of the year), and results are combined
into a single test statistic (tau). The
significance level (p-value) of the test statistic
then is adjusted to account for serial
correlation.

EVALUATION OF SAMPLING
FREQUENCY

The utility of box-plot comparisons and
trend analyses in evaluating sampling
frequency was tested at three water-quality
monitoring  sites operated by the U.S.
Geological Survey in the South Platte River
basin, Colorado (fig. 2). Site 1 is located at
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the east portal of the Adams Tunnel (Alva B.
Adams Tunnel at east portal near Estes Park,
station 09013000), which conveys water
diverted from the Colorado River basin into
the South Platte River basin. Although
streamflow at this site is controlled by
pumping into the tunnel, the water chemistry
is representative of headwater streams in the
Front Range of northern Colorado
(Liebermann and others, 1988). Site 2 is on
Boulder Creek (Boulder Creek at mouth near
Longmont, station 06730500) near its
confluence with St. Vrain Creek.  Water
quality at this site-is affected by transbasin
imports, municipal effluent from the city of
Boulder, and a small area of irrigated
agriculture in the basin. Site 3 is on the
South Platte River (South Platte River near
Weldona, station 06758500) downstream from
an extensive area of irrigated farmland.
Water quality at this site is affected by
irrigation diversions and return flows,

All data used in this study were retrieved
from the U.S. Geological Survey data base.
The retrieval procedure selected all data
available for each of the three sites included
in the study. The data were reviewed and
summarized in a report by D.K. Mueller (U.S.
Geological Survey, written commun., 1989),
The data sets for each site included on-site
measurements of specific conductance, pH,
temperature, and dissolved oxygen, and
laboratory analyses of major ionic species,
nutrients, and trace metals. In addition,
bacteria data were available for sites 1 and 2
(Adams Tunnel and Boulder Creek). The
period of record retrieved for each site is
listed in table 1.

Results of Box-Plot Comparisons

Sampling frequency was approximately
monthly during the period of record at each
site. The data sets were analyzed to
determine whether sampling frequency could
be decreased to bimonthly or quarterly
without substantial loss of information. Two
subsets were used to test bimonthly sampling:
(1) Data collected in odd-numbered months
(January equals 1), and (2) data collected in
even-numbered months. Three subsets were
used to test quarterly sampling: (1) Data
collected in January, April, July, and October;
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Table 1.--Water-quality monitoring sites

Site number Station U.S. Geological Survey Number of Period of
(figure 2) number station name samples record
1 09013000 Alva B. Adams Tunnel at east 181 1970-87

portal, near Estes Park

2 06730500 Boulder Creek at mouth near 95 1979-87
Longmont
3 06758500 South Platte River near Weldona 203 1971-87

9



(2) data collected in February, May, August,
and November; and (3) data collected in
March, June, September, and December.

For each site, box plots were constructed
for each water-quality property and
constituent that had sufficient data. The
criteria for sufficient data were defined to be:
(1) At least 10 values equal to or exceeding
the detection limit; and (2) no more than 75
percent of the values less than the detection
limit. Because the data for many constituents
included censored (less-than) values, medians
and quartiles were computed by using
estimates of the distribution of data less than
detection limits. Gilliom and Helsel (1986)
determined that a log-normal maximum-
likelihood method was best for estimating the
median and quartiles from data sets
containing censored values. Helsel and Cohn
(1988) modified this method to accept data
sets that have more than one detection limit.
This modified method was used to compute
all medians and quartiles necessary for
constructing box plots in this study.

Box plots of selected constituent data from
sit¢ 1 (Adams Tunnel) are shown in figure 3.
For each constituent, side-by-side box plots
are displayed for the monthly sampling
frequency, for the two possible bimonthly
frequencies, and for the three possible
quarterly frequencies. By visual comparison,
most of the bimonthly data distributions seem
to be similar to the monthly data distribution.
Only total phosphorus and copper had
bimonthly distributions that were substantially
different from the monthly distribution and
then only for data from the first subset (odd-
numbered months). The loss of information
caused by decreasing the sampling frequency
to bimonthly may be small, particularly if
samples are collected in even-numbered
months. Comparison of the quarterly and
monthly box plots indicates that at least one
of the quarterly data distributions is different
from the monthly data distribution for four

constituents  (dissolved  solids,  total
phosphorus, copper, and nickel). This
difference indicates that the loss of

information caused by decreasing the sampling
frequency to quarterly may be substantial.
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Box plots for selected properties and
constituents from site 2 (Boulder Creek)
indicate minimal difference among any of the
distributions (fig. 4). Based on this visual
inspection, sampling frequency might be
decreased to either bimonthly or quarterly
without substantial loss of information.
Maximum ranges seem more likely to occur
in samples from the second bimonthly
schedule (even-numbered months) and the
first quarterly schedule (January, April, July,
and October). Sampling on either of these
schedules might preserve not only the
distribution but also the minimum and
maximum values for many properties and
constituents.

Box plots of selected data from site 3
(South Platte River) also are similar for all
data subsets (fig. 5). Maximum values occur
more often in the first bimonthly data subset
(odd-numbered months), but there is no
consistent pattern among the quarterly data
subsets. Sampling frequency might be
decreased to quarterly with little loss of
information.

Results of Trend Analyses

Results of the box-plot analyses were
corroborated by comparing trends identified
in the monthly data set with trends in the
bimonthly and quarterly data subsets. If
significant trends in the monthly data were
not significant in a particular data subset,
decreasing the sampling frequency could result
in a loss of information. The significance of
trends was determined by using the seasonal
Kendall test, adjusted for serial correlation.
Significant trends were identified based on the
following criteria for the significance level (p-
value) of the seasonal Kendall test statistic
(tau):

Moderately significant -- significance level

less than or equal to 0.1

and greater than 0.03.

Significant -- significance level less than or
equal to 0.05 and greater than 0.01.

Very significant -- significance level less
than or equal to 0.01.
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In addition to testing the original data, the
seasonal Kendall test also was used to identify
trends in the time series of flow-adjusted
concentrations. Flow adjustment is used to
eliminate the effect of correlation between
streamflow and water-quality property or
constituent values (Hirsch and others, 1982).
This adjustment decreases the possibility of
misinterpreting the significance of a trend in
water quality that results only from a change
in streamflow during the period of record. In
this study, flow-adjusted concentration was
defined to be the residual (actual minus
estimated value) from linear regression of each
property or constituent on the logarithm of
streamflow. (Actual pH was used, because it
is already a logarithm.) Flow adjustment
procedures were not used in trend analysis of
data from site 1 (Adams Tunnel), because the
flow was completely controlled by pumping,
and no correlation with water quality was
expected.

The significance levels of trends for various
sampling frequencies for data from site 1
(Adams Tunnel) are summarized in table 2.
Five trends were identified in the monthly
data. At least four of these trends still could
be identified in either bimonthly data subset.
However, in one of the quarterly data subsets
(Quarterly 1), only two of the trends still
could be identified. These results confirm the
implication from the box plot comparisons
that the loss of information caused by
decreasing the sampling frequency might be
small for bimonthly sampling but could be
substantial for quarterly sampling.

Some idea of the information loss is
provided by the decrease in significance of
trends that occurs as the sample size is
decreased. At site 1 (table 2), the significance
of the trend in specific conductance is the
same for monthly and bimonthly data, but it
is less significant for each quarterly data
subset. The trend in calcium is less significant
for both bimonthly data subsets than for the
monthly data, but retains most of its
significance in the Quarterly 2 data subset that
includes  February, May, August, and
November. Data from these months seem to
produce much of the trend identified in the
monthly data set. These results provide
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additional information about when sampling
should be scheduled if the frequency is
decreased.

The significance of trends for data from site
2 (Boulder Creek) are summarized in table 3.
Five trends were identified in the monthly
data for a wvariety of properties and
constituents: temperature, sulfate, nitrite plus
nitrate, iron, and fecal-coliform bacteria.
Three or four of these trends still could be
identified in the bimonthly data subsets, but
only two trends still could be identified in two
of the quarterly data subsets. In addition, a
trend in phosphorus that did not exist in the
monthly data was identified in one quarterly
subset. These results contradict those of the
box-plot comparisons. The trend analyses
indicate that loss of information may be
substantial if sampling frequency is decreased
to quarterly. However, the trend analyses and
box-plot comparisons indicate that bimonthly
sampling would cause only a small loss of
information.

Sixteen trends were identified in the
monthly data from site 3 (South Platte River,
table 4). Eleven of these trends were
associated with major ionic species or related
properties, such as specific conductance,
hardness, and dissolved solids. These eleven
trends were very significant, even for flow-
adjusted data. Trends also were identified for
pH, nutrients, and manganese. At least 15
trends still could be identified in the
bimonthly data subsets, and at least 13 trends
could be identified in each of the quarterly
data subsets. All 16 of the monthly trends
were identified in data from the Quarterly 3
subset. Minimal information may be lost if
the sampling frequency were decreased to
quarterly at this site, particularly if samples
were collected during the months comprising
the Quarterly 3 data subset (March, June,
September, and December). A trend- in
chloride that did not exist in the monthly data
was identified in the Quarterly 3 subset, but it
was less significant than the trends in other
major ionic species and, therefore, does not
indicate much loss of information. Results of
the trend analysis confirm the box-plot
comparisons and additionally provide a basis
for scheduling sample collection.



Table 2.--Significance of trends for various sampling frequencies at site 1,
Alva B. Adams Tunnel at east portal near Estes Park
[o, insignificant trend or no trend; *, moderately significant trend;

Taatants

*%, significant trend; **%, very significant trend]

Significance of trend for indicated sampling frequency?

Property or
constituent? Monthly Bimonthly 1 Bimonthly 2  Quar- Quar- Quar-

terly 1 terly 2 terly 3

Specific *hk ik Fiek *k % %
conductance
pH o o o o o o}
Temperature o} o 0 o o o
Dissolved oxygen 0 o} o o} o o
Hardness (as CaCO3) % wE * o % *
Dissolved solids o o ) 0 o o
Calcium Kk * % o sk x
Magnesium o w* ) * o o
Sodium *%* * * o * ES
Potassium o} o o o] (o] o]
Alkalinity (as CaCO03) o o ) 0 0 o
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Table 2.--Significance of trends for various sampling frequencies at site 1,

Alva B. Adams Tunnel at east portal near Estes Park--Continued

Significance of trend for indicated sampling frequency?

Property or
constituent? Monthly Bimonthly 1 Bimonthly 2  Quar- Quar- Quar-

terly 1 terly 2 terly 3

Chloride o o . ) o o} o

Sulfate o o} o] o o o

Fluoride o 0 o o o o

Silica o o] o o o o

Ammonia + organic N, o o o o o} o
total

Iron o o o o o} o

1Constituent concentration is dissolved unless otherwise indicated.

2Bimonthly 1

H

Samples from odd numbered months (January = 1);

Bimonthly 2 = Samples from even numbered months;

1]

Quarterly 1 = Samples from January, April, July, and October;

i}

Quarterly 2 = Samples from February, May, August, and November;

]

Quarterly 3 = Samples from March, June, September, and December.

98



Table 3.-~Significance of trends for various sampling frequencies

at site 2, Boulder Creek at mouth

L

[o, insignificant trend or no trend; *, moderately significant trend; *%,

2 .

significant trend; ***, very significant trend; parentheses indicate

flow-adjusted data]

Significance of trend for indicated sampling frequency?

Property or
constituent? Monthly Bimonthly 1 Bimonthly 2  Quar- Quar- Quar-

terly 1 terly 2 terly 3

Specific (o) (o) (o) (o) (o) (o)
conductance
pH ° o o o o o
Temperature el % ** * * o
Jissolved oxygen o o o o o o
iardness (as CaCO3) (o) (o) (o) (o) (o) (o)
dissolved solids (o) (o) (o) (o) (o) (o)
alcium (o) (o) (o) (o) (o) (o)
lagnesium (o) (o) (o) (o) (o) (o)
‘odium (o) (o) (o) (o) (o) (o)
otassium ) o o o o 0
lkalinity (o) 0 (o) (o) (o) (o)
(as CaCOg)
hloride o o o o o )
4lfate (*%) ) (o) (o) (o) (o)
Lluoride o o o 0 o 0
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Table 3.--Significance of trends for various sampling frequencies

at site 2, Boulder Creek at mouth--Continued

Significance of trend for indicated sampling frequency?

Property or
constituent! Monthly Bimonthly 1 Bimonthly 2 Quar- Quar- Quar-

terly 1 terly 2 terly 3

Silica o o o o} o o)
Nitrite + nitrate *¥%% * w o * wx
{as N)

Phosphorus o o o o o *

wdontonts aloatluts toatacts Santants Lo St
Iron LXANL] EaAXAY LAY NIV " non
Manganese o] o} o o o o
Fecal coliform wx o o) ) o o
Fecal streptococcus o o [ (o} o o

lconstituent concentration is dissolved unless otherwise indicated.

2Bimonthly 1 = Samples from odd numbered months (January = 1);

Bimonthly 2 = Samples from even numbered months;

]

Quarterly 1 = Samples from January, April, July, and October;

Quarterly 2 = Samples from February, May, August, and November;

Quarterly 3 = Samples from March, June, September, and December.

100




Table 4.--Significance of trends for various sampling frequencies

[o, insignificant trend or no trend; *, moderately significant trend; *%

significént trend;

at site 3, South Platte River near Weldona

flow-adjusted data]

bt
NI

?

y very significant trend; parentheses indicate

Property or

Significance of trend for indicated sampling frequency?

constituent? Monthly Bimonthly 1 Bimonthly 2  Quar- Quar- Quar-
terly 1 terly 2 terly 3
Specific (F%) (Fx%) (F5x) (%) (Fo%) %
conductance
pH Fk Sk Hoke %k o %
Temperature o * ) * o )
Dissolved oxygen 0 ) o o 0 )
Hardness (as G G G (bk)  (FEr)  (R)
CaC03y)
Jissolved solids  (¥%%) (F*%) (F%%) (F* (FF%) (F#%)
‘alcium (k) () (k) (o) (k) ()
lagnesium (i) () sk (k) (k) ()
odium (F45) (Fk%) (%) (*) (%) (%)
otassiun (i) (i) o (*) (R ()
lkalinity dk%k *hk Ak ik *kk ]
(as CaCo0y)
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Table 4.--Significance of trends for various sampling frequencies

at site 3, South Platte River near Weldona--Continued

Significance of trend for indicated sampling frequency?

Property or
constituent? Monthly Bimonthly 1 Bimonthly 2 Quar- Quar- Quar-

terly 1 terly 2 terly:

Chloride 0 o o o * *

Sulfate ke (k) (k) (%) (FFk) (R

Fluoride E i Nk Xk Xtk * KR

Silica Fkk ik deick ik Felede Fehek

Nitrite + nitrate = wk o o o *
(as N)

Orthophosphate Fei ok KAk ek Kok St
(as P)

Phosphorus Rk ** Feek o * %

Manganese Fhk ** *kk o x oS

lconstituent concentration is dissolved unless otherwise indicated.

2Bimonthly 1 = Samples from odd numbered months (January = 1);

Bimonthly 2 = Samples from even numbered months;

Quarterly 1 = Samples from Januaty, April, July, and October;

Quarterly 2 = Samples from February, May, August, and November;

Quarterly 3 = Samples from March, June, September, and December.
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Interpretation of results

For each of the selected sites, comparisons
of box plots of the data distributions and of
trend analyses indicate that monthly sampling
may not be necessary to describe the quality of
water in a long-term monitoring program.
Although these results may not be conclusive,
they provide an indication as to what sampling
frequency might be appropriate and which
property or constituent data might be affected
by a decrease in sampling frequency.
Additional tests are needed to confirm that
the loss of information is small. Such tests
could include comparison of the variance in
estimating the mean annual concentrations,
based on the covariance among samples. If
monthly values are highly correlated, the
variance in mean annual concentration may
not be affected by a decrease to less frequent
sampling. Also, comparison of monthly box
plots could be used to evaluate seasonality in
the data and to provide more information
about when samples need to be collected.
The two methods used in this study are easily
performed and could be used as screening
procedures to indicate sites where a decrease
in sampling frequency should be more
thoroughly investigated.

SUMMARY AND CONCLUSIONS

Analysis of sampling frequency at
streamflow sites was based on comparisons
between the entire data set and selected
subsets.  Data subsets were selected to
represent decreased sampling frequencies at
bimonthly or quarterly intervals. Compari-
sons were made of distributions of water-
quality data using box plots and trend analysis.
Based on visual inspection of box plots, a
small loss of information might be expected if
the sampling frequency is decreased to
bimonthly at one site (Adams Tunnel at east
portal) and to quarterly at two sites (Boulder
Creek at mouth and South Platte River near
Weldona). Comparison of trends identified by
using the seasonal Kendall test supported
these conclusions for the Adams Tunnel and
South Platte River sites but indicated that a
substantial loss of information might occur if
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sampling at the Boulder Creek site is
decreased to less than bimonthly. Based on
the overall analysis, data collected bimonthly
at the Adams Tunnel and Boulder Creek sites
and quarterly at the South Platte River site
might provide essentially the same information
as does data collected monthly.

The box-plot comparison and trend-analysis
techniques provide a convenient and useful
method for examining the efficiency of
sampling frequency at water-quality monitoring
sites.  Application of both techniques is
necessary for corroboration of evidence that
decreasing the sampling frequency could result
in minimal loss of information. If sampling
frequency can be decreased, the box plots and
trend-analysis results also provide a basis for
selecting a sampling schedule.
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AN INFORMATION SYSTEM FOR AGRICULTURAL CHEMICALS IN RURAL,

PRIVATE, WATER-SUPPLY WELLS

Susan C. Schock
[llinois State -Water Survey
Champaign, Illinois

BACKGROUND

The Illinois State Geological Survey
(ISGS) and the Iilinois State Water Survey
(ISWS), divisions of the Illinois Department
of Energy and Natural Resources (IDENR)
have developed a design for a statewide
survey of rural private wells to assess the
occurrence of agricultural chemicals (pesticides
and nitrates) in them (McKenna, et al., 1989).
The project is the first agricultural-chemical
related response to the mandates of the
[llinois Groundwater Protection Act (IGPA)
of 1987. One mandate of the act was that
IDENR evaluate the impact of agricultural
chemicals on ground- water, particularly in
rural areas where pesticides are used most
intensively. Also included in the IGPA is a
mandate to IDENR to develop a database
related to groundwater information for the
State. These 2 mandates were the driving
forces behind the design of the Illinois study
and information system.

In Illinois, the concern over the potential
for agricultural chemical contamination of
groundwater is based on these facts:

Agricultural chemicals are extensively
used.

Groundwater is the source of drinking
water in many rural areas.

Aquifers occur at shallow depths
throughout the state.

Pesticide contamination of ground-
water water has been found in other
mid-western states with climate, soils,
geology, and agricultural practices
similar to Illinois.
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Knowledge of the extent of agricultural
chemical contamination of groundwater in
Illinois remains limited. Previous sampling
programs by the Illinois Environmental
Protection Agency (IEPA), the Illinois
Department of Public Health (IDPH), and the
ISGS have analyzed for relatively few
compounds and only sampled public water-
supply wells or wells thought to be highly
vulnerable to contamination. Statewide
groundwater monitoring plans have been
developed over the past 5 years (O’Hearn and
Schock, 1985; Shafer et al, 1985), and
components of each have been incorporated
into sampling programs conducted by the
IEPA. However, none of these monitoring
plans was designed to assess the occurrence
of agricultural chemicals in groundwater. A
national pesticide survey (NPS), currently
being conducted by the United States
Environmental Protection Agency (USEPA),
will also sample wells in Illinois; but data
appropriate for describing conditions at the
state level will not be generated (Mason et
al., 1987).

STUDY DESIGN

The study design maximizes the acquisition
of data on the potential exposure of the rural
population of Illinois to agricultural chemicals
through their drinking water.  Sampling
existing wells minimizes network establishment
costs and reflects the water being consumed
by the rural population.

The key elements of the experimental
design are:

* sample population - drilled, rural,
private water-supply wells;




* analytes chosen based on use in Illinois -

and potential to contaminate ground-
water;

*  stratified random sampling design using
the potential for contamination of
shallow aquifers as the stratification
variable;

* random selection of wells within each
strata;

* characterization of well sites and
identification of potential sources of
contamination;

* sampling schedule addresses

temporal variability;

that

* detailed protocols for all phases of the
study;

* use of USEPA NPS analytical methods;

* rigorous  quality
control procedures;

assurance/quality

* development of an integrated
agricultural-chemical information
system.

* recommendations for  project

organization and management;

* guidelines for data management,
statistical analysis, and interpretation
of survey results.

AUTOMATED AGRICULTURAL-
CHEMICAL INFORMATION SYSTEM

The information derived in this effort will
be stored in a PC-based, integrated relational
database management system. The software
for system will be based on the R-Base for
DOS relational database management package.
The final product will include information
gathered and developed in all phases of the
agricultural-chemical study. Well-specific
information for each well in the system will
be maintained. The system will serve the staff
throughout all phases of the study. It will
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help in planning of sampling schedules,
tracking samples from collection to the
reporting of the results, keeping laboratory
efforts in control, interpretation of results,
and generating output reporis of several
kinds. It is important that the system be
accessible to the field staff through the use of
portable, lap-top computers to be used during
the well-site observation, the interviews with
the well owner/users, and for recording field
measurements. The system must be available
to the laboratory staff to log in samples,
record results, note problems and questions,
and track quality assurance/ quality control
information. Project staff will have access to
the entire system in order to check schedules,
and keep materials available, to interpret
results, and to produce reports.

SOURCES OF INFORMATION
IN THE SYSTEM

There are 5 phases of effort in the study
from which information will be taken. The
phases are:

1. Planning

II. Verification

III. Field Work

IV. Laboratory Work
V. Reporting

Phase I - Planning

During the planning phase of the study, a
Geographic Information System (GIS) was
used extensively to combine data from existing
studies and previous research. These data
included depth to aquifer, pesticide use in
Illinois based on corn and soybean cropping
patterns, and urban/non-urban status of land
surface. The information was combined to
produce a map of the potential for con-
tamination by agricultural chemicals (Figure
1). The atiribute data from these mapping
exercises will be stored in the information
system for future reference and mapping.

Equally important in the planning phase
of the study is the contacting of county
officials to compile more detailed information
than is available for private, rural wells in the
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existing paper files. The data from those

contacts include location of farms and wells,
farm-specific agricultural practices, the name
of the current owner/ user of the wells, and
any available information about recent
accidents related to agricultural chemicals.

Phase II - Verification

As part of a cross-referencing and verifi-
cation of private well data, existing files at
both the ISWS and the ISGS will be re-
viewed. The review will establish what is
known about the private rural wells. Local
subsurface geology from well logs, well age,
construction details, and well history will be
tabulated for each private well selected for
sampling.

It will be very important to keep this
information for each well in the information
system. It will be important during the
planning phase to verify that selected wells
actually tap the aquifer materials of the strata
to which the well has been assigned. The
data will be used for reanalysis of chemical
analytical results in the later phases of the
study.

Phase III - Field Work

After the establishment of the areas for
each of the strata, 3 segments of field work
will occur. These are a well-site observa-
vation, a well owner/user interview, and
collection of field measurements of physical
and chemical parameters at the time of
sample collection.

Well-site Observation

Once the strata within which wells will be
selected have been determined, and the wells
are specified, a well-site observation will be
carried out. A trained staff member will visit
the site to obtain detailed information about
the physical setting of the well and the area
proximal to that well. A form has been
developed for this well-site observation. The
data collected will include uses of the well,
availability of the well for sampling, and
materials on the surface at, and near, the
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well. All of the information collected during
the well-site observation will be kept in the
information management system. The well-
site observation questionnaire appears in
Appendix A.

Well owner/user interview

A well owner/user interview will be per-
formed by trained staff prior to the beginning
of the water sample collection phase of the
study. Detailed information about the status,
uses, construction, and history of the well will
be collected during this interview. Questions
are targeted to determine general information
about the well, agricultural practices, and
chemical accidents which could affect the
water from that well. A separate section of
the interview will deal specifically with
pesticide use in the vicinity of the well. In
both the general information, and pesticides
information sections of the interview, the
interviewer will record whether the answers to
the questions are given from memory, from
observation by the owner/user, or from
records. This information is expected to be
useful in determining the accuracy and
dependability of the collected data. A portion
of the Well Owner/User questionnaire appears
in Appendix B.

Field Parameter Measurements

At the time of water sample collection,
pH, electrical conductivity, and water
temperature will be determined and recorded.
These data will be entered into the infor-
mation system along with any comments made
by field personnel. This information will be
useful in interpretation of results and in
determining if there are any extenuating
circumstances which might prohibit the inclu-
sion of some information from the final ana-
lyses. The chain-of-custody of the water
samples will be tracked on a form which has
been prepared for this purpose. The chain-
of-custody data will be kept in the infor-
mation system.

Phase IV - Laboratory Work

The results of chemical analyses, quality
assurance/quality control data, and all



comments by laboratory staff will be carried
in the information system. The chain-of-
custody will continue through the laboratory
process. A chemical analysis form has been
developed to record the results of the
laboratory work.

Phase V - Reporting

Reporting as used here is a general term
which includes the transfer of information to
project staff for tracking materials, field
activities, sample status, and results. It also
includes the return of pertinent information
to well owner/users, and the cyclic generation
of summaries and detailed data resulting from
the study.

Procedures for sorting and assembling the
information from all the phases of the study
will be prepared as part of the system.
Formats for reporting results of specific well
analyses to the well owner/user will be pre-
pared. Tracking of materials, samples, and
results will be facilitated for project staff with
prepared forms and output formats. These
formats will be developed with the coopera-
tion of the staff who will be using them.
Standard formats for results will be developed
for reporting on a regular cycle to sponsors,
the legislature, the public, and those agencies
involved in the study.
WELL-SPECIFIC IDENTIFICATION
NUMBER

Each well in the study will be assigned a
unique 4-digit identification number. This
number will never be assigned to any other
well. If a well is deleted from the system for
any reason, the number will not be reassigned
to any other well, it will seem to disappear
from the system, but the number will be car-
ried in a list which tells of the fate of all
numbers. The data in the information system
will be related in all tables and files based on
this primary key, the well identification
n.umber. This number will allow the informa-
tion from the various tables in the database
system to be cross-referenced by specific well.
The 4-digit well identification number will be
1ssociated with all information for that well.
n order to facilitate this aspect of the work,
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an extended identification number will be
created. The extended identification number
will be composed of the 4-digit well ID, a 2-
digit sample type number, and a 1 character
episode indicator. For example:

Well ID Sample Type Episode
Number Number Indicator
3647 02 A

(sample for (1st time this
method 3) well was
sampled)
3647 13 B.
(sample for {2nd time this
QA/QC for well was
2method 1) sampled)

Secondary keys will allow cross-referencing
and subseiting of the chemical analytical
results on the basis of well depth, date of
collection, near-well environmental factors, or
any other of the data elements in the system.
After all wells have been sampled, restrati-
fication of the results of the chemical analyses
from the wells will allow estimates of the
significance of the restratification factors to be
made. This technique, called double
sampling, has a lower level of confidence than
stratified random sampling because the distri-
bution of wells across the various strata can-
not be controlled in retrospect. That fact was
considered in the selection of the initial
sample size so that restratification might still
yield groups of a large enough size to analyze
with a reasonable level of confidence.

PILOT STUDY

The ISGS and ISWS have received funding
to conduct the 3-year, pilot study in cooper-
ation with the IDOA to field test and eval-
uate the protocols and procedures developed
in the plan. The pilot study will also allow a
small-scale trial of the information system.
This will make it possible to determine if the
flow of information into, through and out of
the system is efficient, clear, and adequate.



SYSTEM REQUIREMENTS

The information management will require
an IBM compatible computer with at least 20
megabytes of hard-disk storage. The tasks of
each phase of the study may require varied
amounts of storage disk. Project management
staff involved with all parts of the work may
require larger storage media if they wish to
maintain all information on-line. Separate
system backup is recommended. Tape,
bernoulli disk, high density diskette, or other
available media could be used. The computer
will have to have an 80286 or 80386 CPU,
Hercules compatible graphics, EGA, or VGA
cards, and a printer. R:Base for DOS
software will be needed.

COMPLICATING ISSUES

The direction of development of the sys-
tem has been influenced by several compli-
cating factors which make it different from a
system developed by one person or group for
its own use. These complicating factors are:

* multiple agencies will participate in the
study, and therefore will use the
system;

* the study will continue for several
years, and possibly will become a
"permanent” activity;

* data will be analyzed and reanalyzed.
As it accumulates, more interpretation
and analyses will be possible;

* the information system is targeted to
be the basis for future studies.

The comprehensive integrated information
system will have to serve personnel from
multiple agencies. The statewide survey is
planned to be an interagency cooperative
effort. Each agency has its own philosophy
of information management and its own
computer system.  Therefore, this system
should be as user-friendly as possible, so that
staff from all agencies can access it and use it
with approximately equivalent success. The
system should not require in-depth knowledge
of the package or computer. It should,
however, allow a user with some knowledge of
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the package and/or system to make use of the
system in a more sophisticated manner, if
desired.

The statewide survey will take two years.
Recommendations for long term, continued
monitoring have been made. This system will
include the results of that monitoring for
trend analysis and for determining evolving
problems. The system will have to handle
input for many years. As analysis and
reanalysis of information are indicated or
desired, the system will have to be flexible
enough to allow it.

If the system is maintained, the infor-
mation in it will form the foundation for
future research. It is expected that the
software will be updated over time, as new
versions of the R:Base package become
available. One of the stated goals of the
R:Base package is that it be upwardly
compatible. This will allow the procedures
developed for these first stages of work to be
used in the future. Procedures should be
updated and made more responsive to evolv-
ing in the future. If the structure of the
stored information is kept as simple as pos-
sible and is documented from the beginning,
updating, upgrading, and more sophisticated
uses should be relatively simple to achieve.
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APPENDIX A.
Rural Private Water Well Survey for Agricultural Chemicals

Well-Site Observation

WELL IDENTIFICATION NUMBER
(Base number for sample)

Staff member Date of survey
Owner Name Phone Number

Location of Well

Legal Description of Well:

Twn Rng Sec

Ten Acre Plot
and/or

Quarter-quarter-quarter section
Type of well:
Drilled ___ Dug/Bored ____ Sandpoint
Well depth: __~ Year drilled/dug

NOTE ANY LIMITATIONS ON ACCESS

Please answer the following questions as carefully as possible:
1. What is this well used for?

Private Water Supply
Animal Water Supply
Irrigation
Other (Specify)
Is the well used for more than one purpose? If so,
what are they?

IF THE WELL IS NOT USED FOR PRIVATE WATER SUPPLY, REPORT THIS
INFORMATION TO THE PROJECT MANAGER SO THAT AN ADDITIONAL WELL
CAN BE SELECTED.

2. Can the well be sampled?
No

Yes
Unknown
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3. If the well can be sampled, can the sample be collecied before
the treatment point?

No
Yes
Unknown

4. Can the sample be collected before the holding tank?
(if applicable)

No
Yes
Unknown

5. What is the topographic setting of the well? (check one)

The well is located on/in a

Hilltop
Hillside o
Flat Valley
Depression

Other (Specify)
Unknown

6. Is the well open or closed at the surface?

Open
Closed
Unknown

7. Is the well protected at the surface?
No
Yes

Unknown

If yes, how?

Well house or shed

Concrete pad
Sanitary or grouted seal

Covered pit
Other (Specify)

8. Is this protection adequate to prevent seepage into the well?

Yes No Unknown

113



9. Are there any of the following within 500 feet of the well?

Body of water

Type
Drainage ditch
Septic Tank
Septic Field
Cesspool
Animal Grazing Area
Animal Housing Facility
Pesticide Mixing Point
Pesticide Storage
Crop Storage
Irrigation Well
Farmland

T
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If in farmland;

In use now?
What kind of crops?
In use in the past? How long ago?

10. If the soil within 500 feet of the well is not exposed, how
is it covered?

Roofed or covered
Paved

Graveled

Rock
Grass/Vegetation
Other cover (Specify)
Unknown

]

11. Is the well water treated? (Mechanically or chemically)

No

Yes Mechanically
Chemically

How? (Describe the treatment)

12. Describe and show the location of the sampiing point.
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Please answer the following questions as carefully as possible:

Staff: Please indicate the source of the answers to these
questions by circling one of the following letters:
Memory = M Observation = O Records = R

GENERAL INFORMATION SECTION:
1. Do you have copies of a log or other documents about this well?
Yes

No
Unknown

2. In what year was the well drilled or constructed?

M O R
Unknown
3. Who drilled the well? MO R
4. Were you the user when the well was drilled?
Yes
No
If not, who was the user?
MO R
Unknown
5. What is the depth of the well? M O R
Unknown
6. What is the static water level for this well? MO R
feet
Unknown

How long does it take for the water level to
recover in the well once the pump has been turned off?

Unknown
7. Has the well been deepened since it was drilled?
Yes M O R
What was the previous depth?

No
Unknown
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8. What is the diameter of the well in inches of:

the hole drilled for the well
outside the casing?
unknown
the inside of the well
unknown

9. In what type of material is the well finished?
Limestone/Dolomite
Sandstone
Sand & Gravel

Other Unconsolidated Material
Describe

Unknown

10. Does this well have a casing? (i.e. a protective
covering used to line the well hole)

Yes
No
Unknown
11. What material was used to case the well?
Plastic Pipe (PVC)
Concrete or cement
Metal

Tile, brick, or stone

Other (Specify)

Unknown

12. Is the well cased to its total depth?

Yes

No

Near Surface Only

Distance below ground
Unknown

(There are 4 more pages of questions in this part)
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Pesticide Use -

This part of the survey is concerned with the usage of pesticides near
this well. Pesticides include all insecticides, herbicides,

fungicides, nematicides, rodenticides, and other chemical agents except
fertilizers.

35. Have any pesticides been used, mixed, stored, or loaded within 500
feet of the well in the past year?

Yes Used Mixed M O R
Stored Disposed

How was it stored? (In the open, in

a shed,...)

No

Unknown

Has this happened in the past 2 years?

Yes Used Mixed MO R
Stored Disposed

How was it stored? (In the open, in
a shed,...)
No

Unknown

(etc)
36. Is water from the well used to mix pesticides
for spraying? M O R
Yes

Is water taken directly from the well to the
sprayer tank? Yes
No
Unknown
Has the sprayer tank ever overflowed?
Yes . When?
No
Unknown

Has the tank ever back-siphoned?
Yes When?
No
Unknown

No
Unknown
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37. Starting with this year, back through 1986, what pesticides have
been used within 500 feet of the well? (give either the brand name or
the active ingredient)

1988 MOR
Unknown

How close to the well (in feet)

Unknown

1987 M O R
Unknown

How close to the well (in feet)

Unknown

1986 M O R
Unknown

How close to the well (in feet)

Unknown

38. Starting with this year, back through 1986, what
pesticides have been stored within 500 feet of the
well? (give either the brand name or the active
ingredient)

(etc)

39. Starting with this year, back through 1986, what pesticides
containers have been disposed of within 500 feet of the well?
(give either the brand name or the active ingredient)

{etc)

40. Starting with this year, back through 1986, what pesticides have
been accidentally spilled down or within 500 feet of the well?

(give either the brand name or the active ingredient)

(etc)

41. Starting with this year, back through 1986, what pesticides have
been accidentally back-siphoned into the well? (give either the brand
name or the active ingredient)

(etc)
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DETERMINING AND INCREASING THE STATISTICAL SENSITIVITY OF
NONPOINT SOURCE CONTROL GRAB SAMPLE MONITORING

PROGRAMS
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Raleigh, NC 27695-7625

919-737-3723

D.A. Dickey
Department of Statistics
North Carolina State University

LW, Gilliam
Department of Soil Science
Nogth Caroiina State University

ABSTRACT:

Reduction of agricultural nonpoint source
pollution by implementation of Best
Management Practices (BMPs) on a water-
watershed basis is being monitored by 21
Rural Clean Water Program (RCWP) pro-
jects throughout the United States.  This
paper scrves to briefly describe the Idaho and
Florida RCWP projects. In addition, the
concept of determining the  'Minimum
Detectable Change’ (MDC) for trend detec-
ion for these monitoring programs is
introduced.

A measured change in water quality is
statistically significant if it exceeds a value
defined in this research as the MDC. Given
a particular monitoring scheme, the water
quality data and its variability can be used to
calculate the MDC required in the geo-
metric mean pollutant concentration over
time.  The factors atfecting MDC are:
monitoring  design, sampling  frequency,
duration of monitoring, system variability,

me_tefz_rological variability,  hydrologic
var%abl'lity, temporal  variability,  spatial
vanability, and the statistical analysis

performed. Methods of MDC calculations
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and the impact of factors affecting MDC are
compared using grab sample monitoring data
from two RCWP projects.

Due to the high varjability within a year
and between years, at least 2 to 3 years of
both pre- and post- BMP monitoring data are
required to determine if a measured change is
real or a function of the unmeasured sources
of system variability. The MDC computed
from grab sample monitoring data on a water-
shed basis ranged from 10 to 66 percent over
a ten year monitoring timeframe. Results
indicate that adjusting the analytic scheme to
account for meteorologic and hydrologic
factors can rcduce the MDC by 0 to 30
percent.

INTRODUCTION

Agricultural  nonpoint  source  (NPS)
pollution is a major environmental concern.
Nonpoint sources are defined as diffuse land
use activities that ultimately cause degradation
of ground and surface water (Novotny, 1988).
Agricultural NPS pollution includes pollutant
losses in surface runoff and pollutant leaching
to ground water.



Agricultural pollutants include pesticides,
sediment, nutrients, and bacteria from
agricultural cropland, livestock holding grazing
areas, and forest harvesting. The impact of
NPS is becoming more and more evident as
point sources come increasingly under control
(U.S. EPA, 1987).

Agricultural NPS can be minimized by the
implementation of Best Management Practices
(BMPs).  Best Management Practices are
practices that have been designed to control
nonpoint pollution and are socially and
economically acceptable (Baker and Johnson,
1983). A large amount of data from
edge-of-field studies support the theory that
BMPs reduce NPS pollution. In the last 10
years there has been a large effort to
substantiate this conclusion at the watershed
level. Watershed studies document the
cumulative impacts of agricultural practices on
regional water quality (Baker, 1988; Baker and
Johnson, 1983) and may yield different results
from field level studies.

Few large watershed studies of agricul-
tural NPA control effectivenes monitor both
land treatment and water quality. Three
federal programs have attempted to do so:
Agricultural Conservation Programs (ACP),
Model Implementation Program (MIP), and
Rural Clean Water Program (RCWP). There
were eight ACP watershed projects in the
1976 to 1982 timeframe. Seven (MIP)
projects were conducted in 1978 to 1982.
These were the forerunners of the RCWEP.
One of the lessons learned from MIP was
that a much longer timeframe than 4-5 years
was needed to evaluate agricultural NPS
control practices on a watershed basis
(Humenik et al, 1987). A range of projects
sponsored by federal, regional, and state
agencies are described by Smolen et al
(1986). These include state 208 projects,
108A, Pollution of the Great Lakes for Land
Use Activities Reference Group (PLUARG),
state, and U.S. EPA projects. Section 319 of
the Water Quality Act of 1987, if funded, will
allow additional watershed level NPS projects
in each state.

Reduction of agricultural NPS pollution
by implementation of BMPs on a watershed
basis is being monitored by 21 RCWP
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ptojects throughout the United States. The
emphasis in  project  selection  and
implementation was from the water quality
impairment and pollutant control perspective.
The RCWP is a 10 year program {1980-1990)
with  pre-, during-, and post- BMP
implementation water quality monitoring.
Farmers have 3 to 10 year contracts (o
implement water quality plans which include
BMPs for all critical aread or sources of
pollutants on the farm. Funding and
administration is a joint effort between
USDA, U.S. EPA, state and local agencies,

RCWP is now in its eighth year. The
Federal agencies and projects are looking at
ways to transform the highly variable water
quality data into information. Specific
information goals include documentation of
agricultural NPS control on a watershed basis,
examination of the water quality monitoring
designs in terms of their effectiveness in
detecting changes in water quality over a 10
year time frame, and application of this
information to future watershed level NPS
control projects such as those proposed under
Section 319 of the 1987 Clean Water Act.

The Minimum Detectable Change (MDC)
is defined as the minimum change in a pollu-
tant concentration over a given period of time
10 be considered statistically significant. The
MDC is expressed as a percent decrease rela-
tive to the initial geometric mean concentra-
tion. To clarify, MDC is the percent change
over all years, not a year change, and depends
on the number of monitoring years consid-
ered. The MDC for a system can be esti-
mated from data collected within the same
system or a similar system. A system is
defined by the watershed size, water resource
and hydrology, monitoring design, pollutants
measured, frequency of samples, length of
monitoring time, hydrology, and meteorology.
The MDC is a function of these system com-
ponents, the system variability, the statistical
techniques and significance level used to
analyze the data, the covariates used in the
analyses which ’adjust’ or ’explain’ some of
the variability in the measured data, the
presence of autocorreiation, the number of
samples taken per year, and the variability of
the measured observations.



In designing a monitoring system and
subsequent methods to detect changes in
water quality over time due to land treatment
(e.g. BMP implementation) or detect differ-
ences between treatments, one would like 10
increase the precision of statistical analysis by
minimizing the error term and the bias. As
much as possible, one must account for varia-
bility due to other influences in the system
(Montgomery and Sanders, 1936). Hydrologic
and meteorologic covariates can be used to
account for water quality variability.

Measurement and adjustment for climatic
variables is important when quantifying the
impacts of changes in land treatment/fuse on
regional water quality. In this fashion, the
adjusted water quality values are closer to
those that would have been measured had
there been no change in the climatic variables
over time (Spooner et al.,, 1983).

Water quality grab sample data from the
Florida and Idaho RCWP are analyzed in this
paper to determine the magnitude of
measured water quality pollutant changes
required before they can be considered real
and not artifacis of system variability. The
use of meteorologic and hydrologic covari-
ates to reduce the MDC is examined.

PROJECT DESCRIPTIONS

Taylor _ Creek-Nubbin _Sloush RCWP,
Florida
The Taylor Creek - Nubbin Slough

(TCNS) Basin is located directly north of
Lake Okeechobee in southern Florida. The
walershed covers 44,550 hectares (110,000
acres) of fat land with generally coarse
textured soils. The water table is usually
high, and standing water occurs in low areas
during the rainy season, May to October.
Water flow from the basin enters Lake
Okeechobee through a flow control structure,
S-191 (Fig. 1).

High phosphorus (P) concentrations in
Lake  Okeechobee promote  eutrophic
conditions that impair the use of this resource
for water supply, fishing, and  swimming.
Agricultural NPS  pollution has been
documented as a significant water quality
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problem in the TCNS watershed (Allen et al.,
1982). The TCNS Basin contributes 27% of
the external P load but only 4% of inflowing
water to the lake (Frederico, 1981).

Land use in the watershed is primarily
agricultural.  Intensive dairy farming is the
major agricultural land use. There are 24
dairy barns with approximately 28,000 cows.
Other agricultural operations include beef
cattle with 56 beef cattle ranches grazing
about 25,000 head on improved pastures that
are ditched and fertilized.  Citrus groves
occupy approximaiely 567 hectares (1,400
acres) and require extensive drainage and
irrigation.  The main sources of high
phosphorus loads in the watershed are
thought to be stock animals (dairy cows and
beef caitle) excreting while wading in streams
to relieve heat stress and runoff from
improved pastures and barnyard waste
(Stanley et al., 1986). Streambank erosion
from animals lounging in the streams is also
thought to be significant.

About 25,560 hectares (63,109 acres) have
been identified as critical areas needing
treatment. This includes all dairy farms, all
beef cattie ranches that have been extensively
drained by surface ditches, and all areas
within one quarter mile of a waterway.

The general treatment strategy was to
install BMPs which exclude dairy cows and
beefl cattle from waterways and to control
wastewater runoff from dairy barns. Principle
BMPs used are stream protection systems (e.g.
fencing), reduction of barn waste by improving
water use efficiency and improving effluent
disposal with spray irrigation, animal waste
management  sysiems, diversion  systems,
grazing land protection systems, permanent
vegetative cover, sediment retention structures,
and water contro] structures. Dairy closures
independent of RCWP activities may also
affect water quality within the basin. This
project has a high level of BMP imple-
mentation, most of which occurred in 1985 to
1987.

Grab samples are taken biweekly at 23
stream stations (Fig. 1); some monitored since
1978, Samples are  analyzed for
total-phosphorus  (TP), orthophosphate-P
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Figure 1.
indicated (Ritter and Flaig, 1988).

Taylor Creek-Nubbin Slough Basin. Water quality trend stations and ground water wells are




(OP), nitrate-nitrogen (Nitrate-N), nitrite-N,
ammonia, total Kjeldahl nitrogen (TKN), pH,
conductivity, turbidity (NTU), and color. Flow
measurements have been taken at five stations
since 1978 and at the remaining stations Since
1983. Precipitation and hourly ground water
levels have also been monitored at sites in
close proximity to stations Q1, 03, 06, 09, 11,
and 23. Moaitoring under the RCWP will
continue until 1991. There are some pairs of
downstream-upstieam monitoring stations (o
adjust for pollutant concentrations originating
above the BMP implementation sites.

Rock Creek RCWP, Idaho

The Rock Creek project, located in south
central Idaho, is 18,321 hectares (45,000 acres)
with 11,404 heciares (28,000 acres) designated
as critical. There are about 350 farm units in
the area that produce dry beans, dry peas,
sugar beets, corn, small grain, alfalfa, and
livestock (Clark, 1975).

Annual rainfall is low and irrigation is
required for crop production. Water is
supplied to crops primarily by furrow
irrigation. [rrigation ditches, which originate
from main canals, carry water to individual
farms and evenrually empty into Rock Creek,
which discharges into the Spake River (Fig.
2).

Rock Creek has been reported to have
poor water quality. A 1975 report by the
Idaho Department of Health and Welfare
documented the water quality status of Rock
Creek and recommended clean-up of both
point and ponpoint sources (Clark, 1975).
Major sources of nonpoint pollution in the
area are sediment and associated pollutants
(ie. phosphorus and nitrogen) from irrigation
return flows.  Animal waste is another
contributor to the NPS problem. Recreation,
fishing, and esthetics are impaired in Rock
Creek. In addition Rock Creek delivers a
dispropertionate load of sediment to the
Snake River,

Cropland BMPs include conservation
tillage, sediment basins, vegetative filter strips,
and management of irrigation return flows.
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Monitoring stations have been established
on Rock Creek since 1980 and the irrigation
tract project is divided into 10 subwater-
sheds, six of which have been monitored since
1981. The subwatershed stations are located
on irrigation ditches, most of which originate
at the canals (Fig. 2). Some of the subwater-
shed stations are positioned in pairs at the
downstream and upstream poinis of the
ditches within the subwatersheds, with the
downsiream stations representing outlets from
the subwatersheds to Rock Creek.

Grab samples are taken biweekly during
the irrigation season at the Rock Creek
stations; the subwatersheds are sampled
biweekly at the beginning and end of the
irrigation season, which extends April 1 to
October 15, and weekly during the middie of
the season (mid-May to early August).
Samples are analyzed for TP, OP, 1otal
suspended solids (TSS), fecal coliform (FC),
TKN, and inorganic-N. Instantaneous flow
measuremenis are also taken with each
sample.

METHODS

Calcylating the water quality concen-
tration change required to detect significant
trends requires several steps. The following
procedure outlines the steps taken in the
analysis performed in this paper.  The
calculations use the existing grab sample
monitoring designs and collected data to
determine the MDC. The calculations employ
standard parametric statistical techniques
which are applied to the complex world of

agricultural NPS control watershed level
projects.
Step 1. Define monitoring goal - For this

paper the goal is to detect a statistically
significant change in the annual mean
concentration of a pollutant that may be
related 10 land treatment changes.

Step 2. Perform preliminary data inspections
to determine if the residuals are distributed
independently with a normal distribution and
constant variance.
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Step 3. Water quality monitoring data were
not normal and often did not exhibit constant
variance over the data range. A log
transformation was used in all the analyses t0
minimize the violation of these assumptions.

Step_ 4 The Durbin Watson Test for
autocorrelation was performed on the residuals
from the planned linear regression models to
determine il the concentration measurements
were related to previous measurements (SAS,
1584). If autocorrelation is present, the
following occur:

a. Standard errors on the coefficients
calculated by ordinary least squares
(OLS) without paying attention (o
autocorrelation are not valid;

b. The truc standard errors for OLS
regression coefficient estimates are not
those indicated by ordinary least
squares computer programs because
ordinary least squares does not take
into account the presence of the
missing lag variable(s);

¢. The true standard errors for generalized
least squares (GLS) are exactly what is
calculated by statistical computer
programs.

d. The true standard errors calculated by
GLS regressions which account for
autocorrelation are valid (see equation
for s, in step 6 below) and are smalier
than those for the true standard errors
for OLS. Note that neither the true
standard errors for OLS from a model
without the autocorrelation term or
from the correct autocorrelation model
using GLS correspond to the standard
errors calculated by ordinary least
squares Computer programs;

e. The standard errors on the slope
calculated by the correct auto-
correlation model will often be larger
than those incorrectly calculated by
ordinary least squares.

Thus, to be truly significant, a change must
be sufficiently larger than its true standard
error. If autocorrelation is significant, it must
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be accounted for in the regression models for
the appropriate calculation of the standard
deviation of the slope over time. Auto-
correlation was significant at every station for
both the weekly and biweekly grab sample
measurements. Therefore, we calculated MDC
after correcting for autocorrelation by the use
of an autoregressive model of order 1 (SAS,
1984).

Step 5. The MDC was calculated for each
station assuming a linear trend over time by
linear regression models. The linear
regression models estimated from the data
were:

a. Log (Variable Y) =
by + b;(DATE) + V,

b. Log (Variable Y) = b, + b;(DATE) +
by(X) + V,

Where V, is assumed to be generated by an
autoregressive process of order 1, AR(1) and
X represents a model covariate. The term
covariate was used because the explanatory
variables are the same as would be used in an
analysis of covariance model.

In the Idaho RCWP, upstream concen-
tration was used as a covariate. Adjustment
for incoming upstream concentration was used
to isolate water quality trends related to land
treatment in the watershed between the
monitoring stations. Several hydrological and
meteorological indexes were developed to use
as covariates with the Florida RCWP biweekly
grab samples: 1) average water table depth
three days before sampling, 2) a weighted
average of the last seven days precipitation
giving more influence to larger magnitude
events closer to the sampling date, 2)
upstream TP concentrations; and 4) an
indicator variable to separate the wet season
(May 15 - October 15) from the dry season.
This latter index could be used for all stations
and was not limited to those that had
upstream monitoring stations, water table
depth, or precipitation measurements. Ground
water table depth is thought by the project to
be a surrogate covariate for the project area
hydrology.



Step 6. The standard deviations on the slope
over time from linear regression models were
utilized to calculate the MDCs. A
significance level of @=.05 and a Type II
error of B=.5 were assumed. The standard
deviation on the slope is a function of the
mean square error (MSE or s%) estimated by
the Yule Walker Method, degree of
autocorrelation, number of monitoring years,
and sample frequency. The standard deviation
on the regression coefficients (e.g. slope) was
calculated by generalized least squares using
the following matrix operation:

s, = sqri(s3(X'V1xX)h)
and MDC’ was calculated by:
MDC on log scale =

(N-1)"tpen e 365 7 spy

where s = the MSE from GLS and is an
estimate of o2

$, = the Px1 matrix containing the standard
deviations for the regression coefficients,
including sy, where P = number of
regression coefficients in the statistical model.

N = Number of monitoring years.
n = Number of samples per year.
t = One-sided Student’s t-statistic {@=.05).

365 = correction factor to put the slope on
an annual basis because DATE is entered
as a Date variable.

Sp1 = = Standard deviation on the slope.
V = Toeplitz matrix. In an AR(1) model,
the Jjin element, Vi is given by r| i-jl! the
lag {ij{ sample autocorrelation for cells

H| = L. The V; is 1 for i=j and 0 for

-J] > 1 (SAS, 1984). That is, in the GLS
model the variance- covariance matrix does
not have 0's on all the off diagonal members
as in OLS.

Step 7. To express the MDC calculated
above as a percent decrease in the geometric
mean concentration relative to the initial
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geometric mean concentration, ie. on the
original scale, the following formula can be
used:

MDC = (1 - 10MP<Y " 100

MDC is the difference between the initial
mean value and the mean value at time = N
years that is required on the log scale to
detect a statistically significant concentration
decrease. Therefore, MDC itself (step 7) is a
comparison of geometric mean values.
Transforming from the lognormal regression
to the original scale introduces a bias on the
MDC estimate {(Gilbert, 1987, pp. 149,
164-168). However, the statistical interpre-
tations are based on the lognormal scale (ie.
MDC) and the transformation back to the
original scale in step 7 is used primarily for
communication of the results to project
personnel. Therefore the bias is not believed
to have a significant impact on the results of
this paper.

The steps outlined above were tested on
water quality monitoring data from two
RCWP projects. TP concentrations from 15
of the TCNS, Florida RCWP water quality
monitoring stations were examined. From the
Rock Creek, Tdaho RCWP, 7 subwatershed
station downstream-upsiream pairs and 1
Rock Creek station pair were evaluated.
Pollutants examined in the Idaho RCWP were
TSS, TP, OP, and FC.

The pollutant concentrations measured at
the water quality monitoring stations were
examined visually to establish the magnitude
of the water quality problem. Variability in
the water table depths and rainfall is also
discussed for the Florida RCWP.

MDC was calculated for each station and
pollutant. The magnitude of MDC with
different pollutants was examined in the Idaho
RCWP. Reduction of MDC by the use of
appropriate covariates was examined.

Tests for significant changes over time (i.e.
changes greater than the MDC) at each
station were performed. The significance and
direction of the concentration changes are
discussed in light of land treatment in each
subwatershed.



RESULTS AND DISCUSSION

Taylor Creek-Nubbin Slough RCWP, Florida

TP and OP concentrations measured at
the water quality monitoring stations were
examined visually to establish the magnitude
of the water quality problem. The OP and
TP concentrations were of similar magnitude
at all siations, indicating that most of the
phosphorus is in the dissolved phase. The TP
concentrations at the outflow from the project
area to Lake Okeechobee are plotted in Fig.
3. Concentrations of TP are scattered around
1 mg/1 with an apparent slight decreasing
trend over time.

The TP concentrations measured in Taylor
Creek (siations 18 and 11) range from 0.25 to
5 mgl with a majority around 1 mgl
Northwest Taylor Creek (station 01) has TP
values ranging from 0.01 to 1.75 mg/l. This
subwatershed has very little dairy activity and
is wused primarily to raise beef cattle.
Williamson Ditch and Lettuce Creek also
exhibit moderate TP concentrations ranging
from 001 to 175 mgl  The remaining
subwatersheds exhibit much higher TP
concentrations. For example TP ranges from
0.5 10 55 mg/ in Otter Creek at station 06
(Fig. 3). TP concentrations at station 23 on
Otter Creek are commonly above 10 mg/,
although the total phosphorus load is
relatively small due to low discharge. Cuilets
from the subwater- sheds Nubbin Slough,
Little Bimini, Mosquito Creek, and Henry
Creek have high TP concentrations, varying
around 2 mgA. The concentration of TP at
the project outlet (Station S$191) are lower
than those in the upstream tributaries. This
is probably due to dilution and phosphorus
removal mechanisms in the watershed.

High TP concentrations in the tributaries
may be related to water table depth and
antecedent precipitation (Ritter and Flaig,
1987). By this scenario, when the water table
rises to within 2 feet of the land surface,
nutrient rich runoff occurs increasing TP
concentrations in the surface water. Monthly
minimum, mean, and maximum water table
depths are depicted in Fig. 4 for the Judson
well monitoring station. This station is close
10 water quality monitoring stations 03, 06,
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and 23. The data show large annual
variability in water table depths. In addition,
a high water table occurs during the wet
season from May to October. The relationship
between water table depth and TP is
significant (r=.35), although the scatter is
substantial, implying that water table depth
may influence TP concentrations but is not
the only factor. The variability patterns in
monthly precipitation are similar to those
exhibited by water table depth.

The MDC for each of the water quality
monitoring stations determined from the
variability in the data is shown in Table 1. It
should be noted that these MDC values were
calculated for the biweekly sampling design
and are expressed as a percent change over
all years considered. MDC calculated jn this
fashion is not a yearly value, but a function
of the number years monitored. The
autocorrelation term was used in all models
including covariate models with meteorological
and hydrological indexes. Seasonality
decreased the MDC values at some stations;
seasonality was a statistically significant
covariate at stations S$191, 11, 18, and 09.
The water table depth covariate was
significant at all stations where data were
available and decreased the MDC at all sites
except station 23.  The addition of the
precipitation covariate was significant only at
stations 06 and 23, and was not as effective as
the ground water table variable in decreasing
the MDC values. Adjustments for these
variables should allow for a more meaningful
comparison between years with varying
amounts of precipitation.

The use of an upsiream covariate was
statistically significant and decreased the MDC
value substantially at the downstream stations
13 and 06, however, this was not the case at
station 14. The upstream concentrations
represent incoming poliutant concentrations
from natural and agricultural sources
upstream from agricultural areas where BMPs
are implemented.

Relatively small MDC values were
obtained for site S191. This may be due to
buffering capacity, inertia, or ponding effects
at this station. S191 represents cumulative
effects from a large watershed. Although the



Table 1. Minimum Detectable Change Required in the Inttial Geometric Mean Concentration of Total Phosphorus
at Each Water Quality Monitoring Station Over a 9 Year Monitoring Scheme. Atl data were adjusted for
autocorrelation. The MDC is expressed as a percent decrease in models with different covariates. Florida
RCWP.

-------------------------- Covariates L

Water Water Tabte Water Table
Table Depth & Upstream Depth &
fributary(Station) None  Seasonality Depth Precip. Precip. Conc. Upstream Conc,
--------------------------- Percent Decrease ------------------------------------
Henry(39) 54 53 . . . . -
Little Bimini(02) 54 47 . . . . -
Lettuce Creek(40) 66 59 . . . . .
Mosquito Creek(13) 28 28 . . . 15*
Mosquito Creek(15) 27 28 . . . -
Nubbin Slough(14) 25 25 . . . 7 .
Nubbin Slough(17) 35 35 . . . . .
N.W. Taylor Cr.¢01) 37 33 32* 33 31>
L. Okeechobee(S191) 1M 10* . . . .
Otter Creek(03) 41 40 29* 40 29* . .
Otter Creek(06) 32 3 25% 32 25% 19* 19*
otter Creek(23) 50 49 51* 4O% 49% B -
Taylor Creek(11) 32 28* 27* 29 27 - -
Taylor Creek(18) 39 35* . . . .
Williamson Dt.{09) 35 29* 33% 33 32* -

L Precipitation and ground water covariates were only used for monitoring stations in close proximity to

their measurement.

* The covariate (s) were significant in the regression model (x=.05). Where both water table depth and
precipitation Wwere covariates, both covariates were significant for all stations examined except stations 01
and 09 where the precipitation covariate did not add significant information to the models.

Table 2. Minimum detectable change (MDC) required in the initial geometric
mean concentration of total suspended solids (TSS} at each downstream water
quality monitoring station over 8 years with 20 sample per year. Idaho RCWP.

Subbasin Upstream Station = @ ------------ Covariates ------

(Station) Covariate None Upstream Conc.
—————— Percent Decrease ------

One (1-2) 1-1 49 29

Two (2-2) 2-1 52 52

Four (4-2) 4-1 54 48~

Four (4-3) A 68 517%

Five (5-2) 5-1 52 44*

Seven (7-3) 7-1 68 66™

Seven (7-4) 7-2 66 37%

Rock Creek (S-2) S-4 59 35%

The upstream covariate was significant in the regression model (a=.05).
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MDC values may be relatively small, the time
to achieve a significant change will not only
depend on the amount of effective land treat-
ment, but also on the amount of buffering
capacity in the water system at this site. In
contrast, first order stream sites such as 23,
39, 40, 02 exhibited high variability in the TP
measurements and have relatively high MDC
values. It appears that the variability of the
measured observations, and therefore the
MDC, is a function of several factors
including watershed size, land use, hydrology,
and meteorology.

Tests for significant changes over time (i.e.
changes greater than MDC) were performed.
Phosphorus concentrations in Otter Creek
decreased significantly. However, there s
strong evidence that two dairy closures (in
1981 and 1985) in that subwatershed may be
the cause of this trend (Ritter and Flaig,
1987). Data from Mosquito Creek, a
subwatershed with intensive BMP imple-
mentation, also show a significant decrease in
TP. In contrast, increased animal densities
and use of animal feeds with high P concen-
trations appears to have degraded water
quality in the N.W. Taylor Creek
subwatershed (Ritter and Flaig, 1987).

At station S191, the watershed outlet, an
overall decreasing trend in TP concentrations
was significant. The project postulates that
this trend is largely a function of the dairy
closures in the Otter Creek subwater- shed
and the large number of BMPs imple- mented
in the Mosquito Creek subwatershed.
Fencing, manure management, and fertilizer
management are thought to be significant
practices  related to  decreasing total
phosphorus concentration. It should be noted
that the majority of BMP implementation did
not occur until 1985, 1986, and 1987, so
major improvements may not be documented
until a few years of post-BMP data is
collected.

Rock Creek RCWP, Idaho

The subwatershed drained by downstream
station 2-2 had a median TSS value of 80
mg/l. Upstream station 2-1 is spring fed and
very clear (median TSS value, 8 mg/l) and the
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major sediment delivery 10 station 2-2 occurs
between stations 2-1 and 2-2. The
downstream-upstream station pairs 4-1, 4-2
and 5-1, 5-2 have similar median TSS values
at both the downstream and upstream sites
(approximately 50 mg/l) implying that no net
sediment loading occurs between these two
monitoring station pairs.

In contrast, downstream stations 1-2, 4-3,
and 7-4 had much higher median values
between 275 and 345 mg/l. For two of these
subwatersheds (1 and 7), the upstream
concentrations were also high implying that
the major sediment loading occurs above the
upstream monitoring sites. The major
sediment loading in subwatershed 4 occurs
between the upstream site, 4-4 (median TSS
value, 50 mg/l) and the downstream site, 4-3

(Fig. 5).

Downstream station 7-1 had a median TSS
value of 165 mg/l with the upstream station,
7-2, having relatively clear water (median TSS
value, 35 mgl). Rock Creek downstream
station S-2 exhibited median TSS values of
100 mgA. The upstream station S-4 was
clearer (median value 48 mg/t) (Fig. 6). High
TSS in Rock Creek is due to contributions
from subwatersheds and stream bank erosion
in Rock Creek itself.

The MDC for each of the downstream
maonitoring station pairs are shown in Table
2. The upstream concentration covariate was
significant at all subwatersheds except 2 and
reduce the MDC substantially at most
stations. Table 3 gives the range and median
MDC values for four poliutants. TSS and FC
have the most variability between samples and
therefore have higher MDC values.

The measured decrease in TSS concen-
tration at the downstream stations was greater
than the MDC and therefore statistically
significant at all subwatersheds except 7 when
no adjustment was made for the upstream
concentrations. However, the trends become
nonsignificant in subwatershed 1 and at Rock
Creek station S-2 when adjustment for
upstream concentration was performed.

There was no apparent relationship
between the MDC values and the watershed
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Table 3. The medlan and range {(in parentheses) of MDC over 8 vears at 8
downstream stations For six water quality variables. Upstream concentration
were not considered. 20 samples per year. Idaho RCWP.

Varisble MDC
(Percent Decrease)

Ortho Phosphate-P 40 (33,43)
Total Phosphorus 43 (32,52)
Total Suspended Solids 56 (49,69
Tecal Coliform 57 (48,70)
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shed size or median TSS concentration.
MDC is derived on a log scale and is
expressed as a dimensionless percent.
Therefore, much of the influence of initial
concentration on MDC has been removed by
the calculations.

CONCLUSIONS

Water quality monitoring data from the
Taylor Creek - Nubbin Slough, Florida RCWP
and the Rock Creek, Idaho RCWP
agricultural NPS control projects were
examined for significant trends in pollutant
concentrations. The statistical analysis
employed calculation of the minimum
detectable change (MDC) required to say with
confidence that changes in  pollutant
concentrations over time were real. The
MDCs for TP at the Florida RCWP
monitoring stations ranged from 10 to 59
percent after adjustments for precipitation,
seasonality and ground water level. MDC was
found to be a function of subwatershed size

and wvariability in covariates such as
antecedent precipitation, ground water levels,
season (wet or dry), and upstream
concentrations.

The MDC for TSS at the Idaho RCWP
downstream monitoring stations ranged from
49 to 68 percent. After adjustment for
upstream concentrations, the MDC values
ranged from 29 to 66 percent. The MDC for
TSS and FC were much larger than for TP
and OP.

There are many confounding factors in
water quality analysis and it is difficult to
identify and account for all of them.
However, by using the MDC, it is possible to
evaluate with confidence real changes in
pollutant concentrations over time.  This
technique can contribute to improved analysis
of the effectiveness of NPS control efforts.
Adjustment for the appropriate meteorological
and hydrologic covariates allows for a better
assessment of the real BMP impacts on water
quality.

Watershed systems are highly variable and
require as much as 40-60 percent reduction in
pollutant concentrations over 6 to 10 years
before statistical trend tests will indicate the
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change is significant. RCWP is a 10-year
experiment and the projects should be able to
document further significant decreases in TP
concentrations over time.

The data from the RCWP projects is just
beginning to be analyzed and these results
should be considered preliminary. On going
research includes:

1. Examining the effect of variability

between replicates, sampling times,
within a day, or within a week on
MDC;

2. Pooling across sampling locations and
accounting for spatial autocorrelation;

3. Extending the statistical models to ones
that allow for a level Pre-BMP period
and -a linear trend after BMPs are
initiated such as a linear plateau
modei;

4. Test whether transfer functions which
relate the response variable to past and
present values of covariates would be
appropriate;

5. Relate significant water quality changes
to land treatment. This is difficult to
accomplish in a watershed level study
with no true experimental control, but
hopefully,  correction  for  the
appropriate covariates will help in this
attempt.
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DETERMINATION OF SAMPLING FREQUENCY FOR POLLUTANT LOAD
ESTIMATION USING FLOW INFORMATION ONLY

R. Peter Richards

Water Quality Laboratory
Heidelberg College

310 E. Market Street
Tiffin, Ohio 44833

ABSTRACT

Design of monitoring programs for load
estimation is often hampered by the lack of
existing chemical data from which to deter-
mine patterns of flux variance, which
determine the sampling program require-
ments when [oads are to be calculated using
flux-dependent models like the Beale Ratio
Estimator. In contrast, detailed flow data are
generally available for the important
tributaries. For pollutants from non-point
sources there is often a correlation between
flow and pollutant flux. Thus, measures of
flow variability might be calibrated to flux
variability for well-known watersheds, after
which flow variability could be used as a
proxy for flux variability to estimate sampling
needs for tributaries for which adequate
chemical observations are lacking.  This
amounts to a transfer of information between
the target variable, flux variance, and an
available and related variable, flow variance.
Three types of measures of flow variability
have been explored: ratio measures, which
are of the form xy, where x is a chosen
percentile of flow and y=100-x; spread
measures, of the form (X-y)/m, where m is the
median flow; and the coefficient of variation
of the logs of flows. The ratio and spread
measures are scale independent, and thus are
measures only of the shape of the distribu-
tion. The coefficient of variation is also scale
independent, but in log space. Values of
these measures of flow variability for 120
Great Lakes tributaries are highly intercor-
related, aithough the relationship is often
non-linear. The coefficient of variation of the
log of the flows is also well correlated with
the coefficient of variation of fluxes of
suspended solids, total phosphorus, and
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chloride, for a smaller set of rivers where
abundant chemical data allows comparison.

INTRODUCTION

Intensive study of patterns of non-point
source transport in a number of Great Lakes
tributaries over the last decade has produced
a body of information about the behavior of
these systems under different flow conditions.
This information suggests probable patterns of
behavior for less thoroughly studied tributaries
in the Great Lakes system, and with
increasing uncertainty for the behavior of
tributaries outside the Great Lakes system.
This paper explores some aspects of
information  transfer beiween different
attributes of the same tributary, and between
different tributaries.

In tributary systems which are dominated
by non-point sources of pellution, concen-
tration patterns in the tributary are deter-
mined largely by the interaction between the
hydrologic cycle and the landscape. Concen-
trations of most particulate and some dis-
solved pollutants increase with increasing flow,
especially when the flow increase is a result
of storm runoff. Concentrations of others
may remain approximately constant, oOf
decrease less markedly than flow increases.
Flux rates, which are the product of
concentration and flow, therefore tend to
increase with increasing flow in these systems,
in contrast to flux rates primarily from point
source inputs, which may be approximately
independent of flow. In these non-point

~dominated systems, the linkage between flow

and flux represents information which can be
used to estimate fluxes from fows, when



fluxes are not measured directly (usually,
when chemical data are lacking). This linkage
also means that, if a river has highly variable
flows, it is likely to have highly variable
fluxes, and will require a relatively detailed,
probably flow-stratified sampling program if
precise and accurate pollutant load estimates
are sought. It further provides the
opportunity, in principal at least, to obtain an
initial estimate of sampling needs for load
calculations from the flow data alone, in the
case where the river is gaged bul not
monitored chemically.

[n the Great Lakes region, the concept of
"event responsiveness” has guided research for
a number of years. Rivers thought of as
event-responsive show large increases in flow
during runoff events following storms, whereas
stable response rivers have much smaller
increases in flow following storms. Soil type
is a major factor determining event respon-
siveness, with event-response behavior typicaily
associated with fine-grained, heavy soils and
stable response behavior connected with
looser, coarser soils with better infiltration
capacity. Land use also has an effect, with
agricultural and urban basins typically being
more event-responsive than forested ones.

Monteith and Sonzogni (1981) classified
the major U.S. tributaries to the Great Lakes
into three groups: Event Response, Variable
Response, and Stable Response. The classi-
fication was intended to reflect the relative
difficulty of  characterizing loadings,
particularly of suspended solids and total
phosphorus, from each tributary.  Their
classification was based on the slope of the
regression of suspended solids concentration
on flow (Sonzogni et al. 1978); or on flow
patterns, soil type and land use, for those
tributaries for which concentration data were
inadequate or unavailable.  Unfortunately,
relatively few tributaries had adequate
concentration data, so the classification of
most tributaries had to be done using these
secondary criteria.

Richards (1989a) examined the patterns of
flow variability among Great Lakes tributaries,
developed and evaluated seven scale-
independent, continuous measures of flow
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variability, and compared them with each
other and with the classification of Sonzogni
and his colleagues. In a related work,
Richards (1989b) used the flow measures 1o
reclassify the Great Lakes tributaries into
event-response groups, updating the work of
Sonzogni and Menteith and extending it to
the Canadian Tributaries. This current paper
demonstrates the potential utility of flow
variability measures in planning monitoring
programs, and discusses some rclated aspects
of potential information transfer between flow
variability and flux variability.

THE MEASURES OF FLOW
RESPONSIVENESS

Since flow data are usually not normally
distributed (though often approximately
log-normal), non-parametric measures were
chosen to reflect the variability of the flows.
Measures were to reflect the shape of the
flow distribution, not its location; for this
reason all flow measures were rmade
independent of magnitude of flow. The
measures were of three types: ratio measures,
spread measures, and an analog of the
coefficient of variation uvsing log-transformed

flow values. Ratio measures are of the form
R = Ux 1)
9100x

where qx is the (high) flow associated with
the xth percentile in the flow distribution, and
ql00-x is the (low) flow associated with the
percentile in the distribution equidistant from
the median in the other direction. Three
specific ratios were examined by Richards
(1989a), based on the percentiles 10/90, 20/80,
and 25/75 (referred to as 10R90, 20R80, and
25R75, and collectively "the ratio measures").
These were chosen because the greatest
difficulty in sampling has to do with
characterizing the extremes of flow, partic-
ularly the high flows.  Experience with
northwest Ohio tributaries indicates that the
25th or 20th percentile is about the cutoff
between normal low flow and storm runoff.
The more extreme ratio (10R90) was calcu-
lated because much of the total discharge



occurs at flows above the 80th percentile (see-

Baker, 1982, 1988).

The second type of measure is based on
the non-parametric analog of standard
deviation, the spread. The commonly used
fourth spread is defined as the difference
between the 75th percentile and the 25th
percentile (the "fourths™). A spread can be
made scale independent by dividing it by the
median.  The resulting measure is then
analogous to the coefficient of variation of
parametric statistics, and is given by

9% 9100x
9so0

S = ()

where notation is as in (1) and g50 is the
median flow. Relative spread measures
studied by Richards (1989a) were based on
the same percentiles as the ratio measures,
and are referred to as .55, .6S, and .85. A
final measure of flow variability is the
coefficient of variation of the logs of the
flows corresponding to the percentiles:
{5,10,15,20,........ ,80,85,90,95}. This measure,
referred to below as CVLFS, is provided in
printouts from the standard U.S. Geological
Survey (USGS) flow duration analysis, and
can be readily calculated from tables provided
with flow duration analyses of the Water
Survey of Canada. Although it is based on
only 19 flow values, it preserves the essence
of the distribution properties of the popu-
lation. Numerical experiments using normally
distributed random numbers indicate that the
set of 19 flow values has essentially the same
mean as the parent population, and a stan-
dard deviation which is about 88% of that of
the parent population, apparently reflecting
exclusion of the tails of the parent distri-
bution. CVLFS differs from the other
measures in being a multi-point measure,
reflecting the distribution properties of most
of the range of the data more than the other
measures do. Like the other measures,
CVLFS is scale independent, but in log space.

Richards (1989a)} evaluated these seven
different measures of flow responsivencss
using data from 118 Great Lakes tributaries,
58 in the United States and 60 in Canada.
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Flow indices were found unresponsive to the
length of the period of record, if the period
of record exceeded five years or so. All
measures were highly correlated with each
other, although the relationships were often
non-linear, especially between measures of
different types. The correlation between
watershed size and the measures of variability
was found to be weak, indicating that other
factors such as land use and soil type were
more important in determining  flow
variability, and that the measures were scale-
independent not only with respect to flow, but
for the most part with respect to basin area
as well. The ratio measures, and particularly
10R90, were seen to be highly sensitive to
near-zero flows in the lower part of the
distribution, and were regarded as less useful
for further work than the other approaches.

SAMPLING FREQUENCY FOR LOAD
ESTIMATION

A commonly used approach to load calcu-
lation involves sampling to characterize the
mean daily load, which is then multiplied by
365 to obtain an annual load. This program
is often carried out in a flow-stratified
fashion, in some cases with estimation of
hourly loads, or loads at other intervals more
frequent than daily, in the high-flow stratum.
The Beale Ratio Estimator (Tin, 1965; Baun,
1982) is commonly used to adjust estimates
when observations of concentration aré
infrequent but observations of flow are
complete. In all cases, the sampling
frequency (of each stratum, if sampling is
stratified) is related to the variance of the
daily (or other sampling interval) foads.
These loads are usually estimated by the
instantaneous flux, which is the product of the
measured concentration and the flow at the
time of sampling.

This approach to load estimation is among
the simplest of the methods which have been
used or proposed for use in the literature. It
ignores non-normality, autocorrelation, and
seasonality. It makes no attempt to take
account of relationships between flow and
concentration or flux to provide estimates of
daily loads on days when concentrations aré



not measured.  Yet, comparative studics
Richards and Holloway, 1987; Heidke, Young,
and de Pinto, 1987; Preston et al, 1989) have
repeatedly shown it 10 be unbiased, and
consistently among the most precise of the
methods evaluated. While not always the best
method for a given year and a given tributary,
it never fails badly. Its robustness makes it a
good choice for a load estimation method
when a sampling program is being initiated,
and litle is known of the behavior of the
tributary.

The number of samples needed for load
estimation can be estimated, provided that we
are willing to specify an acceptable margin of
error E for the daily loads, and a probability
« of having our estimate be in error by more
than E. In that case, the number of samples
ng can be estimated by

t%s?

o= (3)
where s? is estimated variance (or mean
square error, if the Beale Ratio Estimator is
used), and t is the student’s t value for the
chosen probability («) and n,-1 degrees of
freedom. Since ny is not known, t cannot be
determined.  The wusual approach is 1o
substitute the corresponding value from the
normal distribution. This approximation is
generally adequate if n is greater than about
30 and the distribution does not deviate
greatly from normality (Sanders et al., 1983).
For ny less than 30, the sample size can be
adjusted iteratively.

If the accepiable error is expressed as a
proportion p of the mean (or equivalenily,
total) load,

E=px
then
lz(cv)z
YT @
since
S
Vo=
X
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As an example, we estimate the sampling
frequency for a load estimate which is precise
to £10% (i.e. p=0.1) with a probability a of
0.05 of failing to be within 10%. We assume
the estimated coefficient of variation is 0.2432.
Then

(1.96)%(.2432)2
n; = Al = 23 samples.

Note that t o for ny = 23 is not 1.96 but
2.074, so the estimate is a little low.
Repetition of the calculation using 2.074
instead of 1.96 pives ng, = 25; further
iteration does not change the sample size.

Formulas 3 and 4 assume that n, is small
compared to N, the total number of possible
observations (e.g., if the population is daily
loads, N=365). Cochran (1977) suggests 5%
to 10% as a practical definition of "small
compared t6". If this condition is not
satisfied, then the estimated sampling size may
be revised (Cochran, 1977) using the finite
population correction

n=_"0 (5)

n

1+ ﬁ,

Note that n is always less than the smaller

of ny and N. The choice of whether to apply

the finite population correction in the case of

load estimation is not clear, Ssince the

population units represent arbitrary divisions

of a continuous process of pollutant flux, the

time integral” of which is the true load.

While there are only 365 daily loads in a

{non-leap) year, there are an infinite number

of possible instantaneous estimates of each
daily load.

FLOW VARIABILITY AS A PROXY
FOR FLUX VARIABILITY

One frequently encountered difficulty in
the design of monitoring programs is that
there are little or no concentration data from
which to construct an initial estimate of load
variance for use with formula 3. In this
instance, one can estimate the variance from
the cxpected range of daily loads using



2
82 == R_A‘x
4
as suggested by Sanders et al (1983), guess at

the sampling frequency, or just not do the
design at all.

While concentration data may be scarce or
non-existent, flow data are usually available
for important tributaries. Thus one possible
use of the measures of flow variability would
be to estimate flux variance. Since the
measures of flow variability are scale
independent, they would be used to estimate
the coefficient of variation, which would be
used with formula 4.

To examine this possibility, the coefficients
of variation were calculated for the daily loads
of suspended solids, total phosphorus, and
chloride, for ten tributaries of ILakes Erie and
Ontario: the Raisin, Maumee, Sandusky,
Cuyahoga, Genesee, Oswego, and (New York)
Black Rivers; and Honey, Upper Honey , and
Rock Creeks. They range from among the
most responsive to solidly stable, and include
the smallest and next-to-largest tributaries in
the overall group studied by Richards (1989a
and b). The results for suspended solids are
typical and are represented in Figure 1. For
each chemical parameter, CVLES was the best
predictor of the coefficient of variation of the
daily loads, and the relationship was best
expressed using a logarithmic model. The
equations of best fit are given in Table L
Table II lists sampling needs for each river
and each parameter, for a=0.05 and p=.2, as
calculated using the actual coefficient of
variation of daily loads, and as calculated
using the coefficient of variation estimated
from the relationship in Table I  These
results are also shown in Figure 2. The
agreement is sufficiently good to demonstrate
the potential utility of this approach for the
initial design of sampling programs.

Certainly, when the alternatives are to
guess at an appropriate number of samples,
use an estimated range to estimate a variance,
or not attempt to evaluate the sampling
frequency at all, the use of flow variability to
estimate flux variability offers a useful
alternative or supplementary approach.
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In principle, flow-based estimates of flux
variability could be used in other formulas for
sample size estimation, including, with proper
modifications,  flow-stratified  sampling
programs. Load estimators which are concen-
tration dependent would have sampling
frequencies dictated by the variability of
concentrations rather than daily loads. It is
not known how well flow variability would
predict concentration variability.

Other related uses of flow variability can
be readily imagined. Richards (1989b) used
the flow variability measures to classify the
Great Lakes tributaries and create a map of
regions of different wvariability. Flow
variability could be used to allocate samples
among stations in a network design problem.
Sampling frequency estimates based on flow
variability could be used to retrospectively
evaluate the adequacy of past monitoring
programs. This could be a valuable adjunct
to examining the monitoring data itself: in a
strongly event-responsive tributary, a grossly
inadequate monitoring program may sample
too infrequently to even "see” the variance of
the system, and give the false impression that
it is doing an excellent job, but the much
more frequent flow data would suggest
otherwise.

CONCLUSIONS

In load estimation programs which use
load-dependent estimators, sampling frequency
is a function of the variance of the daily
loads. The magnitude of this variance is
generally unknown when the monitoring
program is designed. Measures of flow
variability, particularly CVLFS5, showed good
(non-linear) correlation with the variance of
the daily loads of suspended solids, total
phosphorus, and chloride on 10 Great Lakes
tributaries covering a wide range of flow
responsiveness.  In the absence of direct
information about load variance, initial
sampling frequencies for load estimation can
be developed from flow information alone.
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Table 1. Relationships between the coefficient of variation (cv) of daily loads and the
measure CVLFES (see text) for 10 tributaries to Lake Erie and Lake Ontario.

_—
—— ———

Parameter Equation r2

Suspended solids cv = 8.09 (CVLFS5) -6259 781

Total phosphorus cv = 5.82 (CVLF5) -3976 .887

Chloride cv =284 (CVLF5) -7074 .686
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Figure 2. Results of predicting sampling needs from estimated coefficients of variation, for three
parameters on 10 rivers. Data are in Table [I. Values of n along the horizontal axis are calculated
from the observed coefficient of variation. Corresponding values on the vertical axis are calculated
from coefficients of variation estimated from the formulas in Table I. The regression results shown
are calculated on the aggregated data for all three parameters.
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Table II. Comparison of estimated and actual coefficients of variation and resulting sample
size estimates. Estimated coefficients of variation were derived using the formulas in Table
I, and sample size estimates were calculated according to formulas 4 and 5 in the text.

Parameter and Coefficient of Variation: Sample size estimated from:
River Actual Estimated Actual cv Estimated cv
ng n ng n
Suspended Solids
River Raisin 2.907 2.691 §12 252 696 239
Maumee River 2974 2.978 850 255 852 256
Sandusky River 3.298 3.528 1045 271 1196 280
Honey Creek 4.544 5.169 1984 308 2566 320
U. Honey Creek 6.782 8.631 4418 337 7155 347
Rock Creek 7.515 5.567 5424 342 2977 325
Cuyahoga River 4.684 2.558 2108 311 629 231
Genesee River 1.452 1.989 203 130 380 186
Oswego River 1.887 1.790 343 177 308 167
Black River 1.308 1.725 165 114 286 160
Total Phosphorus
River Raisin 2.278 2.035 499 211 398 190
Maumee River 2.299 2.242 508 212 483 208
Sandusky River 2.397 2.635 552 220 667 236
Honey Creek 3.122 3.794 937 263 1383 289
U. Honey Creek 5.498 6.191 2904 324 3682 332
Rock Creek 5.274 4.073 2672 321 1594 297
Cuyahoga River 2,651 1.939 676 237 362 182
Genesee River 1.432 1.525 197 128 224 139
Oswego River 1.089 1.378 114 87 183 122
Black River 1.327 1.331 170 116 171 116
Chloride
River Raisin 0.932 0.819 84 68 65 55
Maumee River 1.165 0.918 131 96 81 67
Sandusky River 1.458 1.111 205 131 119 90
Honey Creek 1.665 1.712 267 154 282 159
U. Honey Creek 2.450 3.056 577 224 897 260
Rock Creek 1.986 1.862 379 186 333 174
Cuyahoga River 0.963 0.773 90 72 58 50
Genesee River 0.201 0.582 4 4 33 30
Oswego River 0.548 0.516 29 27 26 24
Black River 0.648 0.495 41 37 24 23
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ABSTRACT

In this paper, we propose a methodology
for planning and running a water quality
monitoring network. Here, this methodology
has been applied to establish a network for
detecting trends in the acidification of lake
waters in Québec. This has been made
possible by an appropriate use of spatial and
temporal available information. The spatial
information was obtained through the use of
multivariate analysis (Correspondence Analysis
and Cluster Analysis) on data coming from a
lakes survey in southern Quebec in 1983. It
has been possible to divide the study area
into five homogeneous zones by imposing a
neighborhood constraint in  the cluster
analysis. The spatial density of stations by
zones is calculated by the use of the stratified
random sampling theory with optimum alioca-
tion. The temporal information comes from
an analysis of a long data series measured at
Lake Laflamme (1982-1987). From the
analysis of the autocorrelation function on
stationary series, a sampling frequency is
determined, which is optimal for detecting
significant trends in a reasonably long period
of time. A spatio-temporal optimisation
procedure is then proposed which involves
developing a few sampling plan scenarios with
various proportions of emphasis on spatial
land temporal components.

INTRODUCTION
The Québec area, located on the

precambrian shicld, has often been identified
as one of the most sensitive regions to
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acidification (Altshuller and McBean, 1979;
1980; Harvey et al.,, 1981; Shilts et al., 1981;
Lachance et al, 1985). Lakes surveys done
throughout Québec have shown some evidence
of acidification in the aquatic ecosystems by
acid precipitation (Lachance et al, 1985;
Dupont and Grimard, 1986; Dupont, 1988).
A close relationship has been observed
between the sulfate concentration in the
precipitation and lake waters, which indicates
how important atmospheric transport is on
the chemical composition of surface waters.

Because of the threat to aquatic
ccosystems from this pollution problem and
the fear of the long term consequences of an
increase or a reduction in emissions of the
pollutants that cause acidity, Environment
Canada has established a monitoring network
to detect trends in the acidification of surface
waters in the province of Québec (Haemmerli
et al, 1984).

The spatial aspects of this monitoring
network were planned using the analysis of
the data base from a survey conducted by
Environment Canada during the winter of
1932 on 158 lakes (Bobée et al., 1983). The
sampled region is located on the Canadian
Shield, north of the Saint Lawrence river,
between the Ottawa river and the Saguenay
river. The planning of the temporal aspects
of the monitoring was based on theoretical
considerations and on a summary analysis of
an available time series on a calibrated
watershed located in the region under study
{Bobée et al, 1983). The effects of
atmospheric pollutants on aquatic ecosystems



have been under study ever since 1981 at the
Lake Laflamme watershed located in the
Boreal Forest (Forét Montmorency) 80 km
north of Québec city (Papineau, 1983).
Weekly samples have been taken in order to
monitor the temporal variability of the quality
of the lake water.

This paper reconstructs the steps used to
create and implement a network to detect
acidification trends. The actual steps in the
process we set up were based on highly
advanced  statistical methods and on
supplementary data not available at the time
Environment Canada established its network.
More specifically, this paper demonstrates how
an adequate use of available information can
lead to a rational and optimal design of a
sampling plan whose purpose is the study of
both the spatial and temporal aspects of an
environmental problem.

GENERAL CONCEPTS

The different steps used in the acquisition
of water quality data follow the same
objective process, regardless of the difficulty
of the problem to be solved (Wilson, 1974;
Sanders et al., 1987; Sherwani and Moreau,
1975; Bobée and Sasseville, 1978). Because of
the complexity of natural aquatic systems and
the difficulty in evaluvating changes resulting
from anthropogenic activities, which are
sometimes very subtle, special attention must
be paid to the planning of each step in the
creation of a data acquisition network. The
best procedure when gathering information is
to have well-defined objectives. That is, they
must be clear enough to allow for the
conception of an adequate sampling plan and
an optimal acquisition of information, subject
of course, to available resources. The many
steps in the planning of a water quality data
acquisition network are illustrated on Figure
1.

As shown in Figure 1, the planning
activities include several steps ranging from
the definition of the objectives up to the use
of the information. Our study deals only with
the essential steps that include the use of
available information and the consideration of
available resources and existing constraints in
the design of a sampling plan.
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The detection of changes in the
acidification of surface waters must be
possible under a range of acid atmospheric
inputs and take into account the acid
buffering capacity of the watersheds.
Consequently, the trend detection operation
includes both a temporal and spatial analysis
(improvement or degradation of water quality
at a specific site and extension or recession of
affected areas). The two components of this
analysis can conflict when available resources
are limited, as time trends detection implies
a high frequency sampling at a limited
number of stations. On the other hand,
spatial trend detection requires a high density
network to monitor the spatial variability and
to control the regional representativity of
temporal stations.

Since these two components are conflict-
ing, two distinct sampling plans are needed:
one for spatial aspects and the other for
temporal aspects. The planning of these two
phases is essential and cannot be realized
without a knowledge of the spatio-temporal
variability of the water quality parameters
selected to meet the objectives of the
network.

SPATIAL ASPECTS

Spatial Variability Analysis

An analysis of the spatial variability is
made using available data in order to sub-
divide the future network area into a number
of homogeneous zones called strata. These
strata are determined on the basis of their
homogeneity in relation to a set of water
quality variables selected to meet the network
objectives (that means trend detection in
acidification).

The water quality variables considered for
this spatial analysis are pH (measure of water
acidity), alkalinity (indicator of the buffering
capacity of acid inputs), sulfate concentration
(indicator of the aggression level by
atmospheric sulfur inputs) and the sum of
calcium and magnesium concentrations
(characterizing the global mineralization).
These four chemical variables were selected
because they offer high-information content
on the sensitivity or the acidity level of the
lakes.
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The multivariate methods used were
correspondence analysis (CA) and ascending
hierarchical classification (AHC) (Lebart et
al, 1984; Jambu and Lebeaux, 1983). The
combined use of these two statistical
techniques have led to many applications in
water quality data analysis (Lachance, 1988;
Bobée and Lachance, 1984; Lachance and
Bobée, 1982; Lachance et al., 1979).

Correspondence analysis was developed
principally for the analysis of contingency
tables analysis and cannot be directly applied
t0 the original data. A binary coding of data
is then used. Let X be a (I x Q) table with
I observations (stations) as lines and Q
variables as columns. On each variable g, we
define J, categories (variation intervals), each
one to include a number of observations.
Each observation Xjq is coded 1 or 0
depending on its presence in or absence from
the category. The new coded table k now has
1 lines corresponding to 1 observations and J
(3 J) columns corresponding to Q variables
separated in J, categories.

For the present application, we decided to
define for each variable five categories with
an approximately equal number of observa-
tions (J, = 5, ¢ = 1...4). Therefore the
analysed table has 158 {ines corresponding to
the 158 surveyed lakes and 20 columns
corresponding 10 four variables, each one
separated into five categories.

With this application of CA, it is possible
to explain 20.1 and 15.1% of the total
variability on the first two principal axes.
Inspection of the position of the "category
points” on the plane formed by axes 1-2
(Figure 2A) shows that pH, alkalinity and Ca
+ Mg have a similar variation, whereas the
sulfate variable behaves differently. Indeed,
when polygonal lines are drawn to join the
ordered items, we observe a similar course for
these three variables. As for sulfate, the
different course is caused mainly by the
proximity of low sulfate values to the
intermediate values of the three other
variables.

Points representing the categories defined
for alkalinity, pH and Ca + Mg are
distributed as 2 parabola. It should be
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remembered that this type of course, calleg

Guttman effect, is obtained when the
phenomenon is mainly  unidimensiong]
(Benz€eri and coll,, 1976). This type of
representation  indicates  that  water

mineralization, described chiefly by alkalinity,
pH and Ca + Mg, is a space continuum
phenomenon of the entire region studied.

By means of AHC, five classes of lakes
were determined using the distances calculated
between the coordinates of the points on the
first eight factorial axes. Figure 2B shows the
projection of the centres of gravity of the five
classes on the same graph with the points
representing the categories defined for the
variables. In order o be able t0 picture the
dispersion of the cloud corresponding to each
of the five classes of lakes (see Figure 2B),
the groups of points are shown using inertia
ellipses, calculated according to Grelet and
Lebeaux (1980). The size of these ellipses
shows that the dispersion of each of these
clouds is comparable. The absence of super-
position confirmed that these five classes of
lakes constitute quite distinct groups.

The results of the classification are arrived
at by examining proximities between "category
points” and the centres of pgravity of the
classes of lakes. According to the barycentric
property of CA, the distance between a
category point and a class of observations
characterizes the degree of importance of this
point in the formation of the class. If we
inspect Figure 2B, we see thal class E is
characterized by high sulfate values (SUS). It
is also possible to characterize lake classes
more objectively by calculating the contri-
bution of each category point to the position
of the centre of gravity of the class in the
factorial space. Details of this procedure are
given by Lachance (1988).

By examining the information in Figure
2B, it is clear that the points characterizing
each of the five classes are the categories
defined for the alkalinity, <calcium +
magnesium and pH. Except for point SUS
which characterizes class E, sulfate is a less
determinant variable.

By reporting the class of each lake on the
map of the region being studied, we can
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check whether or not these five classes
delineate geographic zones. During the first
step of this study, five geographic zones were
identified using this method and the
supplementary  information on  the
physiographic characteristics of the territory
(Bobée et al, 1983).  This method is
particularly  precarious when we find
ncighbouring lakes belonging to different
classes in the sante area.

In order to obtain more objective zoning,
a contiguity factor was introduced as part of
the classification method. With this technique
{Lebart, 1978), stations are automatically
partitioned into geographically neighbouring
classes; these groupings are still made on the
basis of similar characteristics for the chemical
variables considered. Therefore, to use this
method, a contiguity matrix has to be
prepared giving the most neighbouring points
for each lake. Thiessen polygons are then
drawn for each lake (Lachance, 1988). Later,
two contiguity notions were defined. A lake
is identified as contiguous to another lake
when the two have ecither a common polygon
side or a common polygon vertex or side.
The latter classification was retained here
(Figure 2C).

By using a contiguity constraint, there is
an important dispersion increase for classes B,
C and D, and a decrease for classes A and E.
The larger intra-class dispersion for B, C and
D can be explained by the fact that this
method sometimes requires that lakes with
very different characteristics be grouped
together because of their neighborhood. The
five geographic zones obtained with this
method are shown in Figure 3. The new
zones correspond roughly to the zones
delineated by Bobée et al. (1983). However,
they are now obtained in a more objective
fashion.

Spatial Optimisation

The planning of the spatial sampling
essentially consisted in determining a density
of stations per stratum in the region. To
determine this density, we used stratified
random sampling with optimum allocation.
This method has the advantage of taking into
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account, for each stratum, the variance of the
variable considered, the number of lakes and
the sampling cost. If our hypothesis is that
the unit sampling price is the same for each
stratum, the number n; of stations per stratum
1 is given by the following equation
(Cochran, 1977):

Ni 8
n =n (1)
1 21 N; s
where n = total number of stations to be
allocated among the different
strata;
N; = population of stratum i;
§; = standard deviation of the variable
for the stratum i
Table 1 shows the results of the

application of this equation for each of the
four chemical variables: alkalinity, Ca + Mg,
pH and SO, We thus obtain four spatial
sampling plans (one for each variable). A
compromise may be obtained by calculating
the arithmetic average of the number of
stations for each stratum. This value is not
optimal for each variable, but is the best
acceptable according to the objectives.

TEMPORAL ASPECTS

Temporal Variability Analysis

To determine the sampling frequency and
the duration of the operation of a network
needs to have an "a priori” knowledge of
temporal variability.  Available data for
temporal variability analysis came from Lake
Laflamme, located inside the studied region
(latitude and longitude of 47°19’ et 71°07
respectively). Weekly measurements of
physico-chemical variables were available for
the lake for a period of eight years (1981-
1988).  This lake meets all the selection
criteria used for the survey of the lakes in the
region. Because of the physico-chemical may
be seen as belonging to zone A (Figure 3).

For the analysis of the time aspects, we
continued to consider the four following
physico-chemical variables: alkalinity, sulfate,



TABLE 1: Sampling of spatial variability: number of lakes, standard deviation and

number of lakes to sample.

parameter stratum

1 o T T X
numper OL ilakKesS per stratum (N,
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)
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o
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=
~J
[t
~i
(o
[e2]
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standard deviation! alkalinity 9.0 41.5 95.6 166.3 572.9
(s,) Ca + Mg 15.1  42.6 /4.8 164.9 534.5
pH 0.28 0.40 0.38 0.52 0.42
sulfate 17.7 19.9 12.6 30.2 73.5
nuzber of lakes? alkalinity 1 20 17 24 38
to sample Ca + Mg 2 22 14 25 37
(n,) pH 6 51 17 19 7
sulfate 7 43 10 19 21
compromise 4 34 14 22 26

1 Units are given in peq/L except for pH which is given in units of pH.

z Total number of lakes to sample is fixed at 100,

TABLE 2: Number of samples per year according to the sampling saturation level.
saturation
level alkalinity calcium + pH sulfate conpromise
n/n (%) magnesium
50 3 5 7 5 5
60 4 8 8 7 7
70 5 11 11 10 9
80 7 17 15 14 13
50 13 28 25 23 23
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Figure 3.

Studied region with the five geographical zones delineated by the application of

hierarchical classification with a contiguity constraint.




calcium + magnesium and pH. The temporal
evolution (for the period 1982 - 1987) of
these four variables is illustrated in Figure 4.
The alkalinity and the sum of calcium +
magnesium  concentrations  show  very
pronounced cyclic variations related to the
annual hydrological cycle. There is a sudden
decrease in the spring and a gradual increase
during the summer and autumn. Sulfate and
pH seem to follow an increasing trend,
whereas alkalinity, in spite of an important
seasonal variation, exhibits a decreasing trend.

Temporal Optimisation

Since the main objective for this network
is to determine a temporal trend, temporal
optimisation may be seen as determining in
advance the sample size nceded to apply
statistical tests in the future. The hypotheses
to be verified are the following:

Hy: there is no trend
Hj: there is a trend

To wverify these hypotheses, we use the
-elation between the power of a Student test,
he detected trend level and the desired level
of significance (Lettenmaier, 1976):

1-8 = Fg (N7 - Zy o) (2)
there

is the cumulative function of the
standardized normal variate;

1« I8 the quantile of the normal
distribution for a probability of non
exceedence 1-af2;

T is a number (dimensionless) which
takes into account the trend level,
the length of the series and is
defined according to the kind of the
trend considered.

We suppose that the trend, if it happens,
'l be linear instead of in steps. The
ression of Ny for a linear trend is the
lowing (Lettenmaicr, 1976):

Tr vn'

o Vi3 )

where
Tr  is the mean level increase during
a period of time;

a is the standard deviation of the
random component of the series;

n* is the number of independent
samples.

If we fix the power (1 - R) of the test to
0.9, the relation 2 is simplified to:

NT - Zl-a/z = 1.282

If we replace Ny by the expression given
by equation 3, we then have an equation
relating the sample size n* to a trend level
Tr/o, and to a significance level o when the
power of the test is fixed:

. 12(1282 + 7y ¥
" 2 @
(Trfe )

When the sample size is lower than 30, it
is better to replace the quantile Z, ,, of the
normal distribution by the quantile t; .., of
the Student distribution.

The preceeding equations are valid only
for independent samples. In practice, we are
often faced with dependent samples in a
serics;  this dependency reduces the
information content of the series, We can
calculate the information content of a
stationary series of n dependent observations
by the following relation (Lettenmaier, 1976;
Sanders et al., 1987):

1 1 2 nd
So= -+ 3 (), ®)
n~ p=1

s

n

where p = interval of time between
sucessive observations;

n = total number of observations in
the series;

n* = effective number of gbservations;

I, = autocorrelation coefficient for lag
p-

The following procedure was then
adopted: at first we calculated, for each
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physcio-chemical variable, the autocorrelation
function on series made stationary; we then
calculated n* for different values of n and r,,.
To do this, we had had to verify the
normality of the distributions. For each of
the variables, the normality of the
distributions was accepted despite  some
deviations in the normality for alkalinity and
calcium + magnesium (Lachance, 1988).

To obtain stationary serics, a seasonal
component and a linear trend. component
have to be subtracted. For the extraction of
a seasonal component, we first calculated on
each data series (belwcen January 1st 1982
and December 31st 1987), the moving average
of the 26 preceding weeks and of the 26
following weeks. This computation was made
possible because data were available for the
six last months of 1981 and the six first
months of 1988. We then obtained the
seasonal component by calculating the
inter-annual average of the deviations between
observed value and moving average for each
of the 52 weeks of the year. A
deseasonalised  series is  obtained by
subtracting the seasonal component from the
initial series.

For each of the deseasonalised series, we
then calculated the linear trend by the least
squares method. From the random
component of the linear regression equation
(Lachance, 1988), we have the stationary
series on which the autocorrelation function
is calculated for the lags 1 to 30 (Figure 5).
The standard deviation of the autocorrelation
coefficients gives an estimate of the
significance level of the latter. We can see
that the persistence is significant over a
relatively long period of time, notably for
alkalinity (13 weeks), sulfate (12 weeks), pH
(9 weeks) and calcium + magnesium (7
weeks).

For a given period of time, the effective
number n* of observations was calculated
according to different numbers n of samples
from equation 5.  The autocorrelation
coefficients ry, used in this equation are the p
positive non-zero coefficients calculated from
the stationary series. A smoothing of the
function (moving average of 5 terms) was
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performed in order to correct the coefficients
for random fluctuations.

For a weekly sampling frequency (n = 52),
the effective number n* of independent
obscrvations per year for cach of the
physico-chemical variables is as follows:

alkalinity 5.1
Ca + Mg 10.0
pH 10.6
sulfate 84

This effective number (n*) of observations
may be considered as a good approximation
of the maximum number (n*__.) of indepen-
dent obscrvations per year for ecach of the
variables. Indeed we can show (Lachance,
1988) that the increase in the effective
independent samples flattens when the
number of samples is superior to 40 per year.

The quantity n*/n*,, . may be considered
as a measure of the saturation level of
information.  Therefore, for each variable
considered, we can calculate the annual
number of samples needed for dilferent
informationsaturation levels (Table Z). A
compromise may be obtained by calculating
the arithmetic average (or weighted average
depending on the variables) of annual
sampling frequencies of each variable. For a
given information saturation level fixed at
80% (reasonable saturation level), an annual
sampling frequency of 13 would be needed.

Knowing n* for different sampling
frequencies, we can deduce the total sampling
period of time to detect trend to standard
deviation ratios Tr/o, equal to valucs such as
2.0, 1.5, 1.0 and 0.7 (Table 3). These results
show that we cannot hope to detect a trend
level Tr/o, lower than 1.5 before a reasonable
period of approximately 10 years. These
results also show that it is not desirable to
increase the annual sampling frequency from
13 to 26, as it will not sufficiently reduce the
sampling period.

From all the results obtained by the
analysis of temporal variability, we can
conclude that a monthly sampling frequency is
optimal when the high level of persistence in
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data and the acceptable trend detection level
for a 10-year sampling period are taken into
account.

SPATIO-TEMPORAL COMPROMISE

We know that to reach ome of the
objectives, which is the knowledge of spatial
variability, we have to allocate a great number
of spatial stations sampled at a low frequency.
Also, to meet the other objective, which is
the knowledge of temporal variability, we had
to provide a reduced number of temporal
stations sampled at a high frequency. Limited
resources generally limit the total number of
samples per year to be analysed. To meet
both objectives when resources are limited, a
sampling plan was drawn up as a result of a
spatio-temporal compromise.

The total number of samples N, per year
fixed by available resources may be expressed
as follows:

No=Kt+Ls (6)
where
K = number of temporal stations;
L = number of spatial stations;
t = temporal stations sampling
frequency,

§ = spatial stations sampling frequency;

If spatial tours are synchronized with visits
of temporal stations, the latter can also
contribute in providing spatial information.
The effective number of spatial stations thus
becomes equal to the total number of stations
M=K+ L

The total number of samples N, per year
may be expressed as a function of K and M:

Ny =K {(ts) + Ms (N

If we fix N, (say 300), it is thus possible to
visualize graphically the relationship between
K and M for different values of t (6, 8, 13 or
26) and s (1 or 2) (Figure 6). The graph can
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be used as a nomogram that relates the
allocation of temporal stations K with the
total number of stations M leaving both
temporal and spatial sampling frequency fixed.

A quantity = may be defined to express
the relative weight of temporal aspects to
spatial aspects:

Kt
Ms
Points corresponding to = = 1, 2 and 4 have
been reported in Figure 6. We can see that
this quantity 7 can be used as a guide when

selecting temporal and spatial sampling plan
scenarios.

0T =

®

If we fix a reasonable limit for w, say
between 1 and 5, and if we choose a
frequency of 13 samples per year, we can
build 14 spatio-temporal sampling plan
scenarios, from a total number of samples
Ny = 300, including 9 scenarios with one
spatial tour per year (s = 1) and 5 scenarios
with s = 2 (Table 4).

To allocate the M spatial stations to the
five homogeneous zones, we used the random
stratified sampling with optimum allocation
method, However, to allocate the K temporal
stations, we preferred to use the proportional
random allocation method because of the lack
of temporal information on the entire region
being studied. Because of limited resources,
we had to place limits on the minimum
number of stations per stratum. For the
planned network, we provided a minimum
number of temporal stations per stratum: X
> 2. In fact, just one station per zone would
be insufficient to adequately control the
representativity of stations. We also provided
a minimum number of stations (M; = 4) for
the spatial sampling plan.

The selection of two spatial sampling tours
considerably reduces the number of spatial
stations for a given weight w. If oaly one
spatial tour is carried out, it should then be
done during a season with stable hydrological
conditions, like winter. A second tour during
another season allows us to ascertain the
representativity of the sampling season and to
make sure that spatial variability does not



TABLE 3: Total sampling period (in years) needed to detect some trend level,
according to different sampling frequencies for a power of the test

fixed at 90% and a significance level fixed at 5%.

Tr/o, annual alkalinity Ca + Mg pH sulfate
samples

2.0 6 8.3 6.0 6.3 6.7
8 7.4 5.2 5.0 5.8

13 6.8 4.3 4.0 4.7

26 6.4 3.6 3.3 4.0

1.5 6 14.8 10.7 11.3 12.0
8 13.2 9.2 9.0 10.4

13 12.1 7.6 7.1 8.5

26 11.3 6.3 5.8 7.2

1.0 5 33.4 24.0 25.4 26.9
8 29.7 20.6 20.2 23.3

13 27.3 17.0 15.9 19.0

26 25.4 14.3 13.1 16.2

0.7 6 68.1 49.0 51.8 54.9
8 60.7 42.1 41.2 47.6

13 55.7 34.7 32.4 38.8

26 51.9 29.1 26.7 33.0

158



"ABLE 4: Sampling plan scenarios giving the allocation, per stratum, of the
number of spatial and temporal statioms on the basis of 300 samples per

year and a frequency ot 13 samples per year.

cenario s I'4 M by Ki K2 K3 Ka K5 Ml Mz Ma Ha Ms
1 1 20 60 4.33 2 10 3 3 2 4 20 8 13 15
2 1 18 72 3.43 2 9 3 3 2 4 24 10 16 18
3 1 18 384 2.7% 2 9 3 2 2 4 28 12 18 22
4 117 46  2.30 2 8 3 2 2 4 33 13 21 25
5 1 16 108 1.93 2 8 2 2 2 4 37 15 24 28
6 1 15 120 1.62 2 7 2 2 2 5 41 17 26 31
7 1 14 132 1.38 2 6 2 2 2 5 45 19 29 34
8 1 13 144 1.17 2 5 2 2 2 6 49 20 32 37
9 1 12 156 1.00 2 4 2 2 2 6 53 22 34 41
10 2 22 29 4.93 2 11 4 3 2 4 9 4 5 7
11 2 20 40 3.25 2 10 3 3 2 4 13 5 8 10
L2 2 18 51 2,29 2 9 3 2 2 4 17 6 11 13
L 2 16 62 1.68 2 8 2 2 2 4 21 8 13 16
4 2 14 73 1.25 2 6 2 2 2 4 24 10 16 15

istraints for Hi > 4 and Ki > 2 for i = 1 to 5;

number of spatial tours per year;

number of temporal stations; K, (1 =1 to 5) = number per stratum,

total number of stations (spatial and temporal); M, (i = 1 to 5) = number per
Stratum;

celative weight of temporal aspects on spatial aspects.
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result from a seascnal effect. However, in
the case where temporal stations are available
and allow for this hypothesis to be verified,
scenarios with two spatial tours should be
eliminated when choosing a spatio-temporal
compromise. A choice between different
scenarios finally depends on the importance of
the temporal or spatial aspects we want to
favour. Nevertheless, the final choice depends
on the decision of the government agency
responsible for establishing the network.

CONCLUSION

We have drawn up a methodology to
develop a sampling plan in order to study an
environmental problem with temporal and
spatial aspects. This methodology was applied
here to the design of a trend detection
network in the acidification of lakes. A
multivariate analysis of spatial information has
led to the determination of homogeneous
zones that allowed for the application of
stratified sampling for spatial aspects. The
analysis of the temporal information content
of a long series of data, available on a lake of
the region, demonstrated that a monthly
sampling frequency was essential if a trend is
to be detected in a reasonable period {say ten
years). Sampling plan scenarios, resulting
from a spatio-temporal compromise, were
elaborated in order to maximize the
acquisition of information, while constraints
imposed by available resources were taken
into account.

The methodology presented here was
developed using two steps. The first step,
described in detail by Bobée et al. (1983), has
already led to the design and establishment of
a sampling network operated by Environment
Canada(Haemmerli et al., 1984} to detect
trends in the acidification of Québec surface
waters. This network, which began operation
in 1983, was initially composed of 35 stations
used to study spatial aspects, 10 of which
vere sampled every two months for the study
f temporal aspects, As we can see, this
ampling plan is somewhat different from the
ampling scenarios proposed in this study, but
7as developed with a similar procedure using
ata available at that time.
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The methodology described here for the
design of such a network can be used for
wider regions such as Eastern Canada, and
can also be applied to the study of other
environmental problems.
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REGIONAL SURFACE WATER QUALITY CHARACTERISTICS OF NEBRASKA

Norman H. Crisp

Environmental Services Division
Environmental Protection Agency, Region VII
Kansas City, Kansas 66115

ABSTRACT

The ability to identify regional differences
in waier quality characteristics provides
resource managers with an important tool.
This information can be used 10 develop
cost-effective  monitoring  networks,  set
regional water quality standards and identify
areas of non-conformity where remedial
actions may be needed.

Water quality data from 69 ambient
monitoring stations in Nebraska were
evaluated for regional patierns using principal
component analysis and cluster analysis.
Principal component analysis reduced the data
sel of nine parameters to three components:
ionic strength, runoff, and nitrogen. These
three principal components explained 80% of
the variation in the original data set.
Clustering of the median values of the
principal components resulted in good spatial
correspondence  between  water  quality
characieristics as measured by the principal
components and the Soil Conservation
Service’s Major Land Resource Areas.

Management implications of these defined
regional characteristics are significant. The
resulis of the principal component analysis
Suggest that parameter coverage, and hence
Cost, can be reduced without loss of the
information content at the monitoring
locations. Based on clusier analysis, decisions
can be logically made about the necessary
extent of the monitoring network and about
the water pollution control activities needed
in  areas with atypical water quality
characteristics.
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INTRODUCTION

Information on the spatiai variation of
water quality characteristics can be a valuable
water quality assessment too!l for water quality
managers. The ability to identify regional
differences and similarities in water quality
characteristics provides decision makers with
several program development opportunities.
For instance, the information gained from a
knowledge of regional patterns can provide
the ability to develop region-specific water
quality criteria, to target non-point source
poliution controls, to design and implement
cost effective monitoring strategies, and to
more accurately predict the benefits of
projects based on the historic results from
similar regions.

The concept of water quality regionaliza-
tion can be logically induced from the
observed spatial variation of factors which
influence water quality. Precipitation in a
watershed will integrate the natural effects of
soil,  topography, climatic  conditions,
vegetation, and geological factors with ihe
man-induced  effects of point source
discharges, agricultural development and use,
and infrastructure as it traverses the
watershed. Thus, the streams draining regions
which are similar with respect to these factors
will tend to be similar to each other with
respect to water quality characteristics and,
conversely, dissimilar to the streams draining
regions that are different with respect to these
factors.

There are two different approaches to the
assessment of regional water quality patterns.



The first approach applies any of the
numerous data aggregation techniques (such
as cluster analysis, analysis of variance,
discriminate analysis, or multiple regression
analysis) to site specific data. This method
allows the data to define regions without
prior definition of regional patterns. The
second  approach selects a  regional
classification system and then uses existing or
specifically collected data to test the
hypothesis that the data associated with a
given region are in fact different from those
of another region.

The first of these regionalization methods
has been utilized to assess regional patterns
of both fish community assemblages and water
quality characteristics. Pflieger (1971) and
Pflieger et. al. (1981) used this approach to
describe the distribution of fish in Missouri;
Legendre and Legendre (1984) used it to
explain postglacial fish distribution in Quebec;
and Hawker et. al. (1987) used it to define
fish ecoregions in Kansas. These techniques
have been used to define regional water
quality  characteristics by  numerous
researchers. Steele and Jennings (1972) used
them in Texas; Steele et. al. (1987) used them
in a portion of West Germany; and Herskary
et. al. (1987) used them for the trophic
classification of lakes in Minnesota.

The second approach to regionalization has
utilized a variety of land classification systems.
Smart and others (1981) utilized physiographic
provinces of Missouri to regionally assess
water quality. In lowa, Paragamian (1986)
reported regional differences in the standing
stocks of various fishes based on the
physiographic region of collection. More
recently, a great deal of interest has been
directed towards the correspondence of water
quality characteristics and fish communities to
Omernik’s (1987) national aquatic ecoregions.
Aquatic ecoregions have been used as the
basis for regionalization in Ohio by Larsen et.
al. (1986), in Oregon by Hughes et al.
(1987), and in Arkansas by Rohm et. al
(1987).

The Scil Conservation Service’s (1981)
Land Resource Area (LRA) categorization
includes many of the same factors as
Omernik’s Aquatic Ecoregions. However,
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LRA divisions generally cover a smaller area
and are primarily based on agriculturally
related factors. The greater possibility for
resolution of real differences in water quality
characteristics and the preponderance of
agricultural activities in the midwest suggest
that LRAs may provide a basic tool for the
development of regional water quality
characteristics.

The objectives of this study were to:

1. Determine if regional water quality
differences exist in Nebraska,

2. determine if a correspondence exists
between water quality characteristics and
the Soil Conservation Service
Land Resource Areas, and

3. identify management implications of

defining  regional  water  quality
characteristics.
METHODS

Data Selection

An assessment of regional patterns of
surface water quality in Nebraska was
conducted utilizing data that had been
collected by the Nebraska Department of
Environmental Control and the Water
Resource Division of the U.S. Geological
Survey and stored in EPA’s STORET Water
Quality File.

These two agencies collect water samples
for a variety of reasons inciuding long term
trend monitoring, ambient water quality
assessments, and project planning or
evaluation. However, only two restrictions
were placed on the data retrieved for the
assessment.  First, the data must have been
collected after January 1, 1931, This
restriction was imposed to ensure that the
data used had been collected and analyzed in
accordance with the Nebraska Department of
Environmental Control’s Quality Control/
Quality Assurance Program Plan. Second, the
data must have been collected from stations
where there were at least four records in a
twelve month period, and adequate data (i.e.
not excessive mmissing values) for the
parameter monitored.



These criteria resuvlted in the selection of
69 stations and nine parameters  for
subsequent analysis. 'The nine parameters
were:  Specific conductance, total dissolved
calcium, total dissolved magnesium, total
dissoived sodium, total organic carbon, total
phosphorus, suspended solids, total ammonia,
and total nitrate and nitrite-nitrogen. The
stations selected are shown on Figure 1.

Data Analysis

Cluster analysis was the primary method of
identifying the correspondence between water
quality characteristics and Land Resource
Areas. This procedure was conducted
following several data purging and reduction
steps. All  statistical procedures were
performed utilizing SAS (1986).

Initial analyses revealed that none of the
nine variables were normally distributed. In
order to normalize the data set, all variables
were subjected to a logarithmic transformation
and then tested for normal distribution. This
transformation Successfully normalized the
distributions of all the variables of interest.

Following transformation, the normalized
data set was subjected to Principal Component
Analysis with varimax rotation utilizing the
SAS FACTOR PROCEDURE. Only those
principal components with eigenvalues greater
than or equal to one were retained, since
principal components with eigenvalues of less
than one provide no more information that a
randomly generated variable (Legendre and
Legendre, 1983). At each station, the median
values of a significant principal components
(e.g. those with eigenvalues greater than or
€qual to 1) were computed to provide the
least biased estimate of the central tendency
for the station.

Cluster analysis was performed on the
median values of the principal components
using the FASTCLUS procedure. Since there
arc¢ no established criteria for determining the
Rumber of clusiers in a data set (Romesburg,
1984), the number chosen was thirteen, which
I5 the number of Land Resource Areas in
Nebraska (Figure 2). This number criteria
Was chosen in order to obtain maximum
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resolution of spatial differences which could be
attributed to Land Resource Areas.

RESULTS

Principal compounent analysis with varimax
rotation provided a wuseful mechanism for
evaluating water quality characteristics. This
procedure was able to reduce the nine original
variables 1o three significant components
which were able to explain approximately 80
percent of the variance in the original data
set. The principal components, the variables
associated with each, and the variable loadings
are presented in Table 1.

Principal component 1, which consists of
conductivity, dissolved calcium, dissolved
magnesium and dissolved sodium, represents
the ionic strength characteristics of surface
water. This principal component explained 42
percent of the variation in the data. The
composition of this component is consistent
with geological and land use characteristics of
Nebraska, The availability of both surface
water and ground water for irrigation and
subsequent irrigation return flows as well as
the intimate relationship of surface water and
ground water in Jarge areas of Nebraska
primarily account for this component.

Principal component 2, which is comprised
of suspended solids, toial organic carbon and
total phosphorus, represents the non-point
source or errosional characteristics of the
watersheds. This run off component explains
approximately 27 percent of the data set
variance.

Principal component 3, the final significant
component, consists of ammonia and nitrates.
This component explained 11 percent of the
variance. Unlike components 1 and 2, the
water quality processes which this component
defines are not obvious. The loading of
ammonia may represent point source func-
tions, while that of nitrates may represent
groundwater characteristics or the combination
may represent nitrogen sources associated with
agriculture. This component may represent
any or all of these processes, depending on
the location of interest, and thus is best
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FIGURE 2

MAJOR LAND RESOURCE ARKEAS

LEGEND

B0A PIERRE SHALE PLAINS AND BADLANDS
638 SOUTHERN ROLLING PLERRE SKALE FLAINS
64 MIXED SANOY AND SILTY TABLEL AND
B35 NEBRASKA SaNOHILLS

66 DAKQTA-NEBRASKA EROGED TABLEL AND
67 CENTRAL HIGH PLAINS

71 CENFRAL NEBRASKA LOESS HILLS

72 CENTRAL WIGH TABLELAND

73 RADLLING PLAINS AND BREAKS

75 CENTRAL LDESS PLAINS

1028 LDESS UPLANDS AND TILL PLAINS

166 NEBRASKA AND KANSAS LOESS ORIFT HILLS
107 IDWA AND MISSOURI BEEP LOESS HILLS



RESULTS OF PRINCIPAL COMPONENT
ANALYSIS OF NINE WATER QUALITY

TABLE

1

VARIABLES MEASURED AT 69 SITES IN NEBRASKA

Compenent 1

Conductivity
Magnesium
Sodium

Calcium

Suspended Solids
Total Organic Carbon

Toctal Phosphorus

Ammonia

Nitrates

Percent
Variance Explained

0.975

0.943

0.902

G.853

.42
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Component 2

0.873
0.873

0.748

.27

Component 3

0.858

0.717

.11

TOTAL
.80



referenced as simply & nitrogen component.
Regionalization was obtained by clustering of
the median values of principal components 1,
2, and 3 for each station. A comparison of
the cluster membership of each station with
the Soil Conservation Service Land Resource
Areas (LRA's) demonstrated good correspond-
ence between the clusters and the LRA’s.
This correspondence is shown in Figure 3.

In a few portions of the siate, the
correspondence between clusters and LRA’s
was not as well defined as in other regions.
Factors which may contribute to the low level
of correspondence are: the inflow of water
from an upstream LRA which "masks" the
characteristics of the downstream waters, the
imprecise resolution of landscape differences
by either the SCS classification system or the
data analysis techniques, or anthropogenic
contribution such as that from wastewater
treatment facilities or irrigation returns.

The first factor, (the influence of upstream
water) is apparent in the area of transition
from LRA 65 to LRA 71. As can be seen in
Figure 3, some stations are within LRA 71
but continue to exhibit a cluster membership
which is characteristic of the upstream LRA,
LRA 65. The impact of LRA 65 continues
downstream until a significant level of
"dilution” has occurred.

At the station labeled A (Figure 4),
approximately 97 percent of the upstream
drainage area and 94 percent of the mean
stream flow s associated with the upstream
LRA. At station B, LRA 65 still accounts for
85 percent of the drainage area and 82
percent of the mean flow. Both of these
stations continue to display the characteristics
of cluster 6, the cluster associated with LRA
65. At station C the percent contribution of
LRA 65 to the drainage area is reduced to 60
percent and its contribution to the mean flow
is reduced to 55 percent. At these levels of
"dilution”, station C exhibits membership in
LRA 71's cluster, which is cluster 13.

With respect to the second factor, LRA 66
and LRA 65 best illustrate the imprecise
nature of the classification system. As can be
seen in Figure S, the stations within cluster
membership as 2’s do not correspond in
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membership to the remainder of LRA 65.
This difference and the proximity of LRA 66
suggest that the LRA boundary may be
inappropriately drawn for the purposes of this
study, and would be better represented by
moving the boundary further south. Clusters
at the interface of LRA’s 60A and 64 also
results in poor resolution which can be
attributed to boundary locations {Figure 3).

While the cause of an anthropogenic
disturbance may not be readily determined
from the graphical presentation of cluster
membership and LRAs, locations where
anthropogenic factors play a role 1in
determining water quality characteristics could
be identified. Two such areas are shown on
Figure 6. In the area identified as A, the
presence of cluster 12, (the only station with
that membership) signals the likelihood of an
anthropogenic  contribution. Additional
evaluation of conditions in that area indicate
that irrigation return flows appear to be the
cause of this cluster membership.

In the area identified as B the presence of
cluster 3 strongly suggests an anthropogenic
cause. As with cluster 12 in area A,
additional evaluation identified the cause. The
station which produced this cluster is located
immediately downstieam of several point
source discharges, (a municipal wastewater
treatment plant and two nitrogen fertilizer
production facilities).

Since principal component analysis had
successfully reduced the number of variables,
defined major water quality processes, and
explained the majority of the variance in the
original data set and cluster analysis of the
principal components had indicated good
spatial correspondence between clusters and
LRA’s, an analytical method which combined
these techniques would likely provide useful
waier quality information. The technique
chosen was to ordinate, by LRA, the three
principal components. The results of this
technique are shown in Figure 7.

From a management standpoint, Figure 7
provides significant water quality information
and can provide the basis for several decisions
such as the refinement of existing monitoring
programs, the establishment of realistic water
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quality criteria and the identification of
environmental pertutbution.

Within the realm of network design, LRAs
which contain numerous monitoring stations
and are very homogenous with respect to the
principal components, (such as LRAs 64, 65,
67, 73 and 107), would be logical candidates
for the critical reviews of the needs at each
station. Given the constraints of the intended
use of the dara collected at each station, it
would appear that the number of stations
could safely be reduced without information
loss.

In LRAs where the principal components
are very heterogencous (LRAs 75, 102b and
106), heterogeneity may be a signal that
insufficient data are being collected to
adequately assess water quality.

The management decision which could
jogically be reached from the evaluation of
these patterns may be to maintain the present
level of resource investment in monitoting but
to relocate the investment by reassigning
stations from the homogenous LRAs to the
heterogeneous LRAs.

In several of the LRAs, especially LRAs
65, 67, and 107, the distribution of the
principal components was homogenous within
the LRAs but very heterogeneous between
LRAs. These clear divisions lend themselves
10 the establishment of region specific water
quality standards and attainable criteria.

Using LRAs 65, 67, and 107 as examples,
it can be seen that there are distinct
differences in principal component 3 (the
nitrogen component) between these LRA's.
The use of instream concentrations of
ammonia and/or nitrogen in LRA 65 as the
benchmark or attainable water quality goal for
the entire state would require a significant
reésource investment in pollution controls with
only limited likelihood of achieving the
benchmark. On the other hand, selection of
the levels attainable in LRA 107 as the
State-wide goal would allow water quality in
LRAs 65 and 67 to be degraded without
tonsequence.
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The most precise and equitable method of
establishing criteria would be apparently based
on regionalization. For the LRAs which are
homogenous, the selection of the attainable
criteria is straight forward. For the more
heterogeneous LRAs, attainable water quality
criteria can best be defined using the regional
reference site concept as proposed by Hughes
et. al. (1986).

CONCLUSIONS

The analyses of surface water quality data
from Nebraska by the multivariate analysis
technique of principal component analyses and
cluster analysis reveal that spatial patterns
exist in water quality. These spatial patterns
correspond very well to Soil Conservation
Service L.and Resource Areas.

Ordination of the principal components by
Land Resource Area provides a very effective
method of summarizing the analytical results
50 that management decision on the extent of
monitoring systems and attainable water
quality criterja can be developed.
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ABSTRACT

The need for the collection and analysis
and large number of samples distributed over
large areas is critical to the evaluation of
both local and regional groundwater quality.
However, with the need for the collection of
many samples in a short time period comes
the potential problem of sample contamina-
tion during sample collection, handling,
storage and analysis. This is particularly true
in the case of such environmentally important
elements like trace metals which occur
naturally at trace to ultra trace levels in most
natural waters. If precise and accurate data
are to be obtained, great concern and care
must be exercised in all aspects of sample
manipulation,

We present data for the trace metals, Pb,
Cu and Zn, from a series of samples from a
saline, low pH groundwater system in NW
Victoria, Australia. Along with the
groundwater data we evaluate the need for
care in obtaining anoxic samples in order to
minimize oxidation effects as well as develop
a method for determining field blanks. In
addition, we discuss the effect on data quality
of: 1) the choice of filtration apparatus; 2)

178

type of sample containers; 3)sample container
preparation. Knowledge of potential pitfalis
in these areas are imperative if representative
trace metal data are 10 be obtained.

INTRODUCTION

Two important questions posed by this
symposium are: what is the quality of water?
and what do we get for the money we spend
on monitoring? The answers to both of these
questions are directly dependent on one
important consideration, that is, the quality of
the data obtained in the monitoring programs.
It is obvious that if the quality of the data is
poor then the quality of the water is
unknown and our money has been ill spent.
Therefore, quality control by individual
investigators as well as the ability to scrutinize
the published literature to determine the
"quality" of water quality data are utmost
importance to our understanding of the role
of both natural processes and anthropogenic
activities in controlling water quality. This is
particularly true in the case of environmental-
ly important elements like trace metals.
Many irace metals are potentially toxic at
moderate to trace levels of concentrations and
they exist naturally at trace to ultra trace



levels in most natural waters. In addition
because of the potential for changing their in-
situ concentrations during sample collection,
storage and analyses, the analysis of trace
metal samples in natural waters is fraught
with difficulty.  Contamination and faulty
analytical procedures are the most obvious
problems in measuring trace metals accurately
and precisely in natural waters but other
considerations, like changes in redox
conditions prior to sample fixation, can also
be important.

In this paper we present data from a series
of saline groundwater samples from NW
Victoria, Australia. We discuss our data for
Fe, Pb, Cu and Zn in light of the quality
control evaluation during the collecting,
handling and analyzing of these samples. We
acknowledge that much has been written
about the individual aspects in this study. In
addition, we suggest an approach to trace
metal monitoring whereby quality control can
be maintained.

Field Area and Research Rationale

Lake Tyrrell is a large (26 x 7 km) salt-
playa lake location in NW Victoria Australia
(Fig. 1). The lake became dry approximately
32,000 BP, but is covered with 10’s of cm of
water for approximately 3 months of the year
(Bowler, 1986). The lake contains thin beds
(3 m of clay silt and sand covered by an
ephemeral halite/gypsum crust (30-60 km). It
is underlain by a large aquifer system formed
by the Parilla Sand, which is enclosed by the
Blanchtown Clay and Geera Clay in the Lake
Tyrrell region (Macumber, 1983). The Parilla
Sand Aquifer is an uncemented, felspathic-
quartz sand, well known in Australia for its
heavy mineral content. Decaying aigal mats
occur locally on the lake floor.

Evaporation greatly exceeds precipitation
and recharge to the basin from surface water
rarely occurs (Macumber, 1983).  Thus,
groundwaters in the basin are recharged by
direct infiliration of precipitation and by
inflow through the regional Parilla Sand
aquifer. The groundwater can be
characterized by salinity and location into 3
major types:
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1. Water from the Parilla Sand Aquifer
have salinities similar to seawater (4%)
and specific gravity of 1.05 g/km3, The
walers are oxic, have pH’s less than 4,
and enter the Lake Tyrrell as seeps
along the western shore. These waters
flow onto the lake surface on the
western side of the lake in "spring" or
discharge zones.

2. Brines which saturate the Parilla Sand
below Lake Tyrrell are formed by
evaporitic concentrations and reflux of
groundwater.  This water is denser
(1.16 g/cm®) and more saline (25%)
than regional groundwater. The waters
are anoxic with near neutral pH’s.

3. Brines beneath two small lakes east of
Lake Tyrrell, Lakes Wahpoo! and
Timboram are also formed by evapo-
concentration of regional water, but
have salinities about half that of the
Lake Tyrrell reflux brine (12%) and
specific gravities of 1.09 gicm>. These
waters are anoxic with near neutral
pH’s and enter the lake as seeps along
the eastern shore.

Processes associated with the origin and
chemical evolution of hypersaline systems have
been demonstrated to be of great geological,
geochemical and practical significance. For
example, over the past 15 years many models
have been proposed to explain how metals
accumulate in low temperature, low pressure
systems to form ore deposits. In many cases,
these models are linked to geological
processes in hypersaline environments (e.g.,
sabkhas, closed basins) (Renfro, 1974; Eugster,
1986). Yet, the role of hypersaline
environments in the formation of low-
temperature ore deposits is unclear, because
modern day analogs of ore forming systems
are not well known and the behavior of trace
metals in hypersaline systems is not well
documented.

Our goal at Lake Tyrrell was to identify
the hydrologicai, mineralogical,
biopeochemical, and  sedimentological
processes occurring during metal accumulation
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ijn or near the lake so that the role of
h persaline environments in lh.c formation of
jow temperaturc orc deposits  could  be
assessed.  The framework for this rescarch
was to consider the source of metals o the
system, the source of sulfide (or processes
ending to enrich the sediment in melals) and
the mechanisms of getting the sullide and
metals to mix (or the description of the
hydrology of the system). The detailed results
of the geochemical and scdimentological
studies will not be presented here.  In order
to establish whether or not the Lake Tyrrell
sediments arc a "sink” for trace metals, a
detailed sampling survey of the regional
groundwater (RGW) as well as the fore-

mentioned reflux brine (RB) was undertaken.

Because the characteristics of the RGW
hydrology are well known (Macumber, 1983),
the RGW could be sampled along a flow path
toward the lake and finally onto the lake’s
surface in the "spring” zone areas. From this
information, a sample box model could be
developed to estimate metal removal from the
RGW into the lake sediments. Accurate and
precise  determinations of the  metal
concentrations of all the Lake Tyrrell waters
was needed in order to accomplish this.

Because this is essentially a "methods"
paper, we will present our methodology in
detail. This section will be sub-divided into
the following categories: 1) cleaning, 2)
sample collection, 3) sample storage, 4)sample
analyses and S5) blank determinations. The
negiect of any of these categories during
monitoring of trace metal water quality can
lead 1o erroneous results. Much can be
learned from the marine science community in
this regard. Although trace metal data from
various parts of the world occan were
collected and analyzed prior to 1975, little of
it was accurate. This was due primarily to
contamination during sampling and analysis.
The work of Patterson and the convening of
funding agency sponsored inter-laboratory
intercalibration exercises (Brewer et al., 1974;
Bewers et al., 1976; Patterson and Settle,
1976y made it painfully clear that the risk of
sample contamination for Pb and probably
other trace metals was indeed real.  Since
1975, marine chemists have developed a more
accurate picture of trace metal distribution in
the oceans. This did not come about without
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close attention to dctail to eliminating
contamination risks. Non-marine  water
chemists have also recognized the inherent
problems in collecting and analyzing natural
water samples for trace metals. (e.g.. Hume,
1973; Batley and Gardner, 1977; Subramanian
et al., 1978; Truitt and Weber, 1979; Owcens
et al, 1980; Rpt. by the German Chemists
Assoc., 1981). However, when one reads the
terrestrial water literature one learns that
many investigators fail to provide enough
detail in the categorics listed above to
establish the quality of their trace metal
measurements.

Often water monitoring programs are
intent on producing the largest amount of
data in the shortest amount of time. This
may be done in ignorance of the trade-off
between haste and strict quality control. A
lack of detail to potential contamination
and/or analytical problems may produce data
sets that are virtually meaningless. Therefore,
al} individuals involved in water monitoring of
trace metals must develop an awareness Of
these potential pitfalls.

METHODS
Cieaning Procedures

Patterson and  Settle  (1976)  have
emphasized the need for proper sample
container cleaning if ultra trace analysis of Pb
is 1o be undertaken. This has also been
made clear for other metals like as Cu, Cd,
Zn and Ni (Bruland et al, 1979) and for
sample collection apparatus (Fitzgerald and
Lyons, 1975; Spencer et al, 1982; Simmons,
1987). Trace metal impurilies in materials
that come into contact with samples can easily
invalidate the dala. Carefully cleaned
polyethylene and/or teflon bottles have been
the containers of choice in previous lrace
metal storage studies (Batley and Gardner,
1977; Subramanian et al,, 1978). In our Lake
Tyrrell study we utilized the following
materials: for sample collection of
groundwaters, a teflon bailer, for sample
filtration, a teflon filtering unit and for
sample storage, either NalgcneTM linear
polyethylene or polypropylene bottles. Al
water used for cleaning and rinsing of plastic
ware and mixing of reagents was first passed



through a Milli-Q™ Water System at 18
pohms ("Q water”). Nitric acid used in water
analyses was either distilled using a sub-
boiling quartz still ("ultra-pure”) or was Baker
Ultrex*"™" grade.

Nalgene® plastic ware was used for
collection and storage of waler sampies was
soaked in concentrated Baker® hydrochloric
acid (HCI) for 24 hours, rinsed 3 times with
Q water then filled with 1% ulira-pure nitric
acid (HNO,) solution and allowed to stand
for a minimum of 5 days. These containers
were then rinsed 3 more times with Q water
and then filled with Q water. Such long term
exposure to cleaning acids may not be needed
if the temperature of acid solution is
increased to ~ 60°C (Boyle and Heusted,
1983). The Q-water filled containers were
placed in plastic bags and the bags sealed.
During the cleaning procedure the sample
containers were handled by individuals
wearing clean vinyl or polythylene gloves.
This was also done to minimize contami-
nation. All cleaning was conducted in a
hocd. The bagged containers were stored in
plastic garbage bags in a clean storage area
within the laboratory until ready for use. The
Q-water was decanted from the containers
immediately before the containers were used
for sample preparation or storage.

The teflon bailer and filtering apparatus
were cleaned in concentrated nitric acid.
Between uses, the filter on systems were
rinsed in diluted (~ 10%) nitric acid and then
rinsed copiously with Q water.

Sample Collection

Groundwater samples were collected from
previously drilled wells and piezometers using
a teflon bailer. This device was purchased
commercially from the Cole-Palmer Instru-
ment Co. The bailer has a 7/8" O.D. and is
3 long. Samples were immediately trans-
ferred from the bailer to a precleaned sample
container. The samples were rapidly trans-
ported to our field laboratory (an open-sided
garage lent to us by the Cheetham Sait
Works) on the western-central shore of Lake
Tyrrell. The samples were placed inside a
N,-filled glove bag and filtered.  After
fileration and while still in the glove bag, sub-
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samples were divided into various aliquots
using micropipettes.

The N, filled glove bags were utilized for
two important reasons. Because hoods were
not available to us at our field laboratory, the
glove bags were used to minimize airborne
contamination during the {iltration step. In
addition, many of the groundwater samples
encountered in this study were suboxic to
anoxic with extremely high Fe?™ concentra-
tions. The filtrations were conducted under
the inert N, atmosphere in the glove bag to
minimize any oxidation artifacts (Loder et al.,
1978; Lyons et al, 1979). The oxidation of
Fe* is extremely rapid under atmospheric
conditions so that if accurate dissolved Fe
data are to be obtained from reducing waters
this precaution must be taken. In addition,
due to the fact that FeOOH is utilized
analytically for quantitative removal or
scavenging of dissolved trace metals from
waier samples, if care is not taken to prevent
Fe?—Fe3*OOH, the possibility exists for the
loss of other trace metals from solution.

Tefton  filtering units (Cole-Palmer
Instrument Co.) were utilized to filter the
groundwater samples. Water was decanted
into the units from the collection bottle while
in the N, filled glove bag. Nuclepore™
membrane filters were used with the teflon
filtering units. The filters had previously been
soaked in ~ 1% v/v ultra pure nitric acid
solution to minimize metal loss and/or
contamination (Truitt and Weber, 1979).
Sample containers filled with Q water had
previously been placed in the glove bag.
When the sample had been fiitered, the Q
water was decanted from these precleaned
Nalene™ bottles and the subsamples
micropipetted into them. 'The samples to be
utilized for Fep, Mn, Pb, Cu and analysis
were then acidified to ~ 1% v/iv with ultra
pure nitric acid. The acidification step was
undertaken to minimize metal adsorption onto
container walls (Subramanium et al., 1978).
The acid cleaning of containers is needed to
remove surface contamination but it can
"activate” adsorption sites on the containers so
that metal can easily adsorb (Batley and
Gardner, 1977). The addition of strong acid
maximizes the HY concentration in solution,
displacing any metal adsorbed onto the



container. Finally, the sample vessels
containing the acidified samples were placed
into plastic bags and stored in a cool, dark
and clean place until they could be shipped
back to the University of New Hampshire via
air freight. The bagged samples were placed
into large plastic garbage bags and finally into
ply-board foot lockers for shipment.

Sample Storage

When the samples arrived at UNH they
were removed from their bags and placed in
a Class 100 laminar flow clean bench until
analyzed. 'The clean bench minimized any
airborne particle contamination coming into
contact with the sample containers. The
samples were only handled by individuals
wearing either vinyl or polyethylene gloves.
In all cases, samples were never placed in
contact with the following materials: rubber,
tygon tubing, paper tissues, and metal and
gloves containing talcum powder. These are
all known potential contaminants. Although
the laminar flow clean bench minimizes
aerosol contamination (extremely important
for Pb), contamination from other items or
sources must be evaluated. For example,
many plastic products like pipette tips can
contain Zn or Cd. Therefore, pipette tips
should either be cleaned or at least evaluated
as a potential source of contamination prior
to use.

Sample Analyses

Water samples were analyzed for Cu, Pb
and Zn by flameless atomic absorption
spectrophotometry (FAAS) using a Perkin-
Elmer model 2280 Atomic Absorption
Spectrophotometer equipped with an HGA
400 graphite furnace, AS-40 auto-sampler and
deuterium background corrector.

In order to analyze these metals accurately
and precisely, it was necessary (0 remove
them from the hypersaline sample matrix
(Weisel et al., 1984). Cu, Pb and Zn were
coprecipitated with ferric hydroxide after the
method of Weisel et al. (1984), as modified
for hypersaline samples by Welch et al. (in
review). A detailed explanation of our
technique is not warranted here for it will
appear elsewhere. Standard additions were
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also conducted on a number of samples in
order o check the method. Kling et al. (in
review) have also used this technique for Al,
Mn and Ni analysis. Five ml of sample were
combined with 20 ml of 1% ulira-pure HNO;,
and 100 pl1 of 1M Alfa Products™ iron (111}
nitrate. The pH was adjusted to 7.5-8.0 using
30% Ultrex® ammonium hydroxide (NH,OH),
causing precipitation of the metals with ferric
hydroxide (FeOOH). This precipitaie was
collected on a 47 um Nuclepore® filter using
a precleaned Millipore® filtration apparatus,
then redissolved in 5 ml of 10% ultrapure
HNO; and kept for analysis. The filters were
cleaned by first soaking them for 2 days in
5% ultra-pure HNO;, then rinsing them 6
times. They were finally stored in Q water
until needed. The filtration apparatus was
rinsed in 10% Baker® HNO; and rinsed 3
times with Q water between uses. Samples
were diluted into the linear range of the
standard curves using 1% ultra-pure HNO;.

The dilutions differed for each element:
10:1 for Pb and Cu and 25-100:1 for Zn. All
Al, Pb and Zn standards used were made
from 1000 pgkg VWR® standard solutions.
All other standards were made from 1000
pg/kg Alfa Products® standard solutions. Ni
standards were prepared in 10% ultra-pure
HNO; to facilitate atomization in the furnace.
All other standards were made in 1% ultra-
pure HNO,. The FAAS parameters utilized
for all these metals are shown in Table 1.
Recovery experiments run by Welch et al. (in
review) indicate average recoveries of 89%,
89%, 79% and 119% for Cu, Pb, Zn and Mn,
respectively, in concentrations between 0.5 and
3.0 M NaCl. Weisel et al. (1984) indicate
recovery efficiencies of 85% for Al in
seawater of pH 7.5 and 100% recovery of Pb
in scawater of pH 6.0 We conducted no
recovery experiments for Ni. Detection limits
of this technique are 0.5, 1.0, <0.2ugl? for
Pb, Cu and Zn respectively. Small volume
samples were utilized due to the fact that the
low pH of RGW suggested that dissolved
metal concentrations could be high. This was
indeed the case. The technique outlined here
could easily be utilized for large volume
samples and with smaller dilution volumes in
order to measure lower concentrations of
trace metals in groundwater. For example,
Weisel et al. (1984) utilized 250 ml seawater



samples, redissolved the FeOOH precipitate
with 2 mi of nitric acid and then analyzed
these without dilution.

Fer and Fe?* were determined in the field
using the ferrozine-colorimetric technique
(Murray and Gill, 1978). Mn was determined
via FAAS after a 10:1 dilution with Q-water.
The analytical variation of a number of Lake
Tyrrell samples is shown in Table 2.

Due to the low volatility of Ni, sensitivity
for this metal was low. In addition, the
graphite tubes quickly became contaminated
with Ni and had to be replaced after every
20-25 samples and standards. Al also showed
a tendency to absorb into the graphite tubes,
causing an increase in blank concentrations
over time. Tubes were replaced afier analysis
of 50-60 samples and standards. An
additional problem was encountered with Zn.
It was determined that when samples were
precipitated onto year-old filters they became
contaminated with Zn with blanks as large as
0.2 uM. The source of contamination was
determined by testing of the filter storage
(dilme acid) as well as the reagents.

If samples are stored in clean containers,
acidified and placed in a "clean environment,”
contamination should be minimal. Boyle and
Huested (1983) have shown that strict clean
room techniques are not needed to make
ultra trace Pb measurements in natural waters.
However, the use of Class 100 laminar flow
clean benches is now thought to be
imperative in maintaining sample integrity
during sample manipulation. Our samples
were stored in the clean bench while being
analyzed.  After analysis they were again
bagged and placed in a cool, dark and clean
location.

Blank Determinations

Blank determinations are the most
important measurements to be made. While
we were in the field collecting water samples
an aliquot of Q water was filtered and
processed as a sample once a day. This
aliquot was approximately the same size as
the sample. This was done on four days.
The resulis are shown in Table 3. Our Pb
blanks were all below the detection limit of
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our analytical technique while the Cu and Zn
blanks were measurable. The low Pb blanks
indicate that there was little to no aerosol
contamination of our samples. Small volume
samples inherently have the most potential for
contamination (Brewer et al., 1974; Brewers et
al, 1976; Pauerson and Settle, 1976),
Because of the high conceantrations of NaCl in
these waters of the Lake Tyrrell system, some
preconcentration step was needed to remove
the trace metals from the sample matrix, yet
due to the high irace metal concentrations in
the waters only small sample sizes could be
utifized for analysis. These, in turn, had to
be diluted (see above discussion). Therefore
our Cu and Zn blanks were high probably
due to the small volume of the sample as
well as to the increased sample manipulation
needed to remain in the linear working range
of the instrument. This contention s
supported by the fact that, in general, reagent
blanks yielded Pb, Cu and Zn values below
the detection limit of the method. Because
of these issues, we feel that these blanks
(Table 3) should be considered maxima. (For
example, we have previously reported much
lower procedural blanks for Cu from our
laboratory, Lyons et al., 1980). There are no
systematic trends in these blanks as the
highest Cu blank is from the last day while
the highest Zn blank is the first day. The
two highest Cu blanks, however, are
associated with the two highest Zn blanks. It
is not uncommon to experience relatively high
Zn blanks. Numerouns investigators have
documented the difficulty in minimizing Zn in
their blanks (Struempler, 1973; Sturgeon et
al,, 1980; Rasmussen, 1981; Paulson, 1986).
The blank values were subtracted from our
samples in order to obtain the final Pb, Cu
and Zn concentrations {Table 4). We feel
that any trace metal data should be
accompanied with a detailed discussion of how
blanks were determined as well as what they
are.

RESULTS

As noted by Macumber (1983), and
outlined above, the water from the Lake
Tyrrell system can be divided into three maill
regions:  the acidic regional groundwaters
(RGW), the reflux brine (RB) and the neutral
Wahpool-Timboram (NWT) brine. The RGW



have very low pH’s (2.9-3.9). The variation of
Fe, Mn, Pb, Cu and Zn concentrations of
these waters help to further divide the RGW
into a northern and a southern group (Fig. 1)
and (Table 4). The northern group has
stightly higher Pb, Cu, Zn and Mn
concentrations. A high percentage of the
dissolved Fer in the RGW is Fe** (Lyons et
al, in review). The differenccs between the
northern and southern RGW trace metal
concentrations indicate subtle differences in
aquifer composition, heretofore unidentified.
The Parilla Sand does contain numerous
heavy mineral bands (Macumber, 1983). The
variation in this component of the aquifer
probably has important effects on the trace
metal concentrations of the RGW.

The RB can either be anoxic with
extremely high dissolved Fe and very low Pb,
Cu and Zn concentrations or be oxic with low
Fey and higher Pb, Cu and Zn values. The
NWT waters have the highest pH’s of the
system and have relatively low Fep, Mn, Cu,
Pb and Zn concentrations (Table 4).

The oxidic RGW from the Tyrrell system
have higher concentrations of Cu, Pb and Zn
than unpolluted groundwater {e.g. Jickells et
al,, 1986; Jacobs et al., 1988). This is due to
their extremely high Cl-content and low pH.
Chloride forms strong complexes with most
trace metals and high H+ concentrations
increase the solubility of metals. Taylor et al.
(1984) have found groundwaters with a higher
pH and Lower Cl-concentration within a few
100 km of the Lake Tyrrell region also with
much lower metal concentrations{Cu=1ugL;
Pb =7ugll; Zn~60ugL ).

The three water types are related in that
RGW has evolved into RB and NWT water
by either discharging onto the lake floor
where it is further evaporated and mixed with
Surface lake waler and "refiuxed” back into
the lake sediments or, in the case of NWT,
by "refluxing” through the Lake Timboram-
Wahpool system. In places along the lakes’
edges the RGW overlies the RGW. The
RGw discharges onto the lake surface on the
“_v’ and SW portions of the lake while NWT
discharges along the E side of the lake.
Macumber (1983) has shown that the ground-
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water brines in the Tyrrell Basin have
accumulated within the last 32,000 years.
Although  they  have  differing  Ci-
concentrations, these three brines are similar
in major element composition and have, in
general, evolved as a chemical continuum
(Long et al, in review). Our data show,
however, that as these waters have evolved

and their  Cl-content  increased by
evapoconcentration,  their  trace  metal
geochemistrics have changed.  The major

factors in the changing concentration of trace
metal in the Tyrrell system are apparently pH
and Eh. Tt is obvious that the low pH waters
can carry high concentrations of Pb, Cu and
Zn and also high Fe>*, The reducing waters
of the reflux brines have lost much of their
Pb, Cu and Zn probably due to sulfide
mineral precipitation within the aquifer and
Fe3* is converted to Fe?*. The more
oxidizing reflux brines have higher Pb, Cu and
Zn concentrations duc to the lack of removal
via metal-sulfide formations.

CONCLUSIONS

In order to obtain trace metal data that is
of top quality great care must be 1aken during
sample container preparation as well as
sample collection, storage and analysis.
Procedural and reagent blanks should be
determined and preseanted before the data
from monitoring programs can be adequately
evaluated. Knowledge of  potential
contamination problems should be undersiood
before any samples are collected. The need
of clean sample containers, sampling
apparatus, water acid and slorage space is
essential for meaningful data collection. In
this paper we have presented a detailed
description of how we have approached these
problems utilizing a study of Fe, Mn, Pb, Cu
and Zn in groundwaters [rom the Lake
Tyrrell region, Victoria, Australia. The study
has documented subtle changes in the trace
metal content of the regional groundwaler in
the region that is undoubtedly due to
inhomogeneities in the aquifer material. In
addition, the three major groundwater types
in the area which had previously been
differentiated by their pH and TDS also have
different mean trace metal concentrations.
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ABSTRACT

As efforts are made to improve the
information obtained from water quality
monitoring systems, the use of statistics is
finding wider application in the analysis of
water (uality data.  Water quality data
records that contain "not detected” (ND) or
"less than" (LT) are a mixture of numerical
and non numerical sampling results and are
difficult to analyze using standard statistical
methods. In recent years there have been a
number of procedures suggested to statistically
analyze data records with NDs and LTs.
Each of these attempts 10 overcome the loss
of information that accompanies the ND or
LT. This paper suggests that the actual
reading from the laboratory be piaced in the
data record along with a statement of
uncertainty. This modifies the ND and LT
concept and, it is suggested, opens the way
for more meaningful statistical analysis of
water quality data. Three such data analysis
methods are presented and compared with a
current method which incorporates the ND
and LT concepts. While these methods
improve the statistical analysis of trace level
data, they may yield negative variance
estimates. Further work is needed to define
the use of such water quality information
within water quality management decision
making.

1. Introduction
Trace level water quality measurements are

often reported "not detected” (ND) or "less
than" (LT). Not detected and LT are impor-

188

tant concepts when individual measurements
are interpreted, but are less informative than
a numerical result and statement of uncer-
tainty (Gilliom et al. 1984; Gilbert and
Kinnison, 1981; Porter et al. 1988). In
addition, methods for overcoming the ND and
LT limitations often make assumptions about
how the unknown numerical results below the
ND and LT behave. Such assumptions are
unnecessary when the numerical result pro-
vides the exact behavior. Moreover, methods
for analyzing numerical results are simple and
familiar in comparison to methods for analyz-
ing censored data.

Statistical properties of measurements
differ from those of the (unobscrvable) true
process in ways which affect the selection and
outcome oOf statistical methods. Variability
caused by measurement reduces the ability to
detect changes in a process and obscures
correlation and seasonal patterns. In addition,
when observation error is normally distri-
buted, measurements are more symmetric than
the underlying process (Porter and Ward,
1989). Statistical methods for normally
distributed data may be applicable 10
measurements when they would not be
appropriate for the process observed without
error.

Trace level measurements are inherently
imprecise. Analysts censor data to protect
the integrity of numerical results. Criteria
based on measurement precision form the
basis of reporting conventions for trace level
measurements. For example, the American
Chemical Society (ACS, 1983) recommends
the following:



npot detected” - the analytical response is less
than the limit of detection
(LOD),

detected” - the analytical response is between
the LOD and the Ilimit of
quantification (LOQ - the "region
of less-certain quantitation”),

the analytical response is
greater than the LOQ.

numerical result -

However, trace level measurements
contain information even if they are very
imprecise. When data have many imprecise
results, the accumulation of information can
be important (Porter etal, 1988; Currie,
1988).  Therefore, improvement in data
analysis results when data are not censored.

Statistical methods useful for interpreting
trace level measurements will generally be
simple relative 1o those for censored data,
but two problems need to be addressed.
Measurements below the LOQ are imprecise
and do not faithfully reproduce the statistical
characteristics of the underlying process.
(This is a greater problem for censored than
for uncensored data). It is important to
realize that statistical methods fead to
inferences about measurements which may
not hold true for the process being
monitored. The same analysis applied to
observations made without error may yield
different conclusions.

A second problem is that of negative
results, which may occur when signal errors
are normally distributed. The ASTM (1983)
points out that ". . . if the constituent of
interest is not present, one would expect
negative results to occur as often as positive.”
They suggest that "in order that  valid
inferences may be made from data sets, it is
important that negative results be reported as
such.” Negative Tresults may lead 10
confidence intervals which overlap zero.
Obviously, true concentrations cannot be less
than zero, but negative results lead to dif-
ficult  problems of interpretation. For
example, a confidence interval which overlaps
Zero ism’t correct, but it’s true size and
location are not known. (The problem is
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worse for confidence intervals produced by
censored data).

The problem of negative results can be
addressed  through examination of the
probability space of measuremenis and
conditioning the oulcome of statistical tests
on the basis of what is possible. For
example, the knowledge that the true mean of
a process must be positive can restrict values
of Student’s t statistic.

Further improvement in water quality data
analysis is possible when variability caused by
measurement is separated from process varia-
bility. Variance correction techniques subtract
components of variance due to measurement
from the sample variance.

In this paper, construction of a confidence
interval for the mean of a lognormal distri-
bution is examined using three different
approaches. A method for censored dala is
described briefly and, since such methods are
in common use today, held in comparison to
three more informative methods: (1) a
confidence interval based on Student’s t
statistic and formed with numerical resuits,
(2) a Bayesian correction to Student’s
statistic, and (3) a variance correction method.
Each method is described, a worked example
is provided, and some propertics of each
method are given.

II. Statistical Properties of Measurements

Consideration of the effect of measurement
on data can lead to better selection of statis-
tical methods. For this discussion, the water
quality "process” will be, simply, a
lognormally distributed constituent of water
(Xp), and concentration estimates will be
based on measurements of samples and
standards,

Measurement is the conversion of chemical
information to a signal (say a digital voliage
readout). Calibration is the transformation
of analytical signals into estimates of concen-
tration.  When the relationship between
chemical concentration (X) and analytical
signal (S) is linear, the calibration function is
given by:



S =B, + BX +e¢ (1)

e, = N(O, k, + k;X)

where B, and B are the true intercept and
slope, respectively, of the signal-concentration
relationship, X is true sample concentration,
and e, is random signal error. Near the limit
of detection, the variance of e; is linearly
related to concentration, with k, and k; the
intercept and slope, respectively, of this
relationship  (Prudnikov, 1981; Prudnikov
and Shapkina, 1984).

The slope and intercept (B, and B;) are
estimated from a calibration experiment
which is the measurement of samples with
known concentration. Calibration design is
the choice of the number and spacing of
standard samples used to estimate B, and B;.
A two point end point design has minimum
variance but cannot detect non-linear
calibration functions; therefore, equally spaced,
equally weighted calibration designs are often
used in practice (Fig. 1).

Estimates (X)) of true process concentra-
tions (X} are given by:

Xm = (8 - by)/by @

Where b, and b, are estimates of B, and By,
respectively, derived from the calibration
experiment. When signal variance is related
to concentration, weighted least Squares
should be used to estimate B, and B;.

When signal error (gg) is normally distri-
buted, X, is a ratio of two correlated,
normally distributed quantities. The mean
and variance do not exist for ratios of normal
quantities, but a 1st order Taylor series
expansion of X, (or propagation of errors,
POE) has many of its characteristics (Porier
and Ward, 1989). The resulting probability
density function (PDF), denoted f(POE/p),
has a mean and variance. If signal error (ey)
is normally distributed, then X, given the
true value (X_) can be assumed to be
normally distributed with mean and variance,
is given by:
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£(POE/p) = N{X,, o?(e)/(xB) (3)

+{oP(be) +202 (0 b)) X, + o%(b)X})B1}

The term £(POE/p) refers to the PDF of
a measurement given a sample from a
process. The term POE refers to the approxi-
mation of X, by a Taylor series; a%(e,) is the
variance of random signal error; and the 02(-)
terms are the variances of the parameter
estimates  (variances of b, b; and the
covariance of b, and by). The variance of
£(POE/p) can be written in terms of X :

Var(POE/p) = 1 + sX, + 1X,° (4)
where 1, s, and t are constants given by:
r = (kfr + 0% (0,))/BY ()

= (ke + o*(by,by))/B?

w
|

a%(b,)/B}

The message of this development js that the
variance of measurements is influenced by
calibration design (Fig. 2).

A limit of detection defined by ACS (1983)
is three times the standard deviation of the
analytical signal of a blank measurement. The
standard deviation is considered known when
many (say 30) measurements are used in its
determination.

LOD = 3u(e,) when Xp = 0 (6)
= 3.1‘%/2
The LOQ is the minimum concentration

which a reported numerical result ought to
possess. The LOQ can be defined as the
concentration corresponding to a signal
which has a relative standard deviation (RSD)
of 10%:

RSD = o(e,)/S 7

0.10 = (k, + &k LOYY/S, 5q
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Figure 1.  gffect of calibration design on measurement precision
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where Spgqg is the signal produced by a
sample with concentration LOQ. The
concepts of LOD and LOQ as they relate 1o
the RSD are illustrated by Fig. 3.

The ratio of concentrations corresponding
to LOD/LOQ summarizes a great deal of
information aboul a measurement process. in
terms of other measurement parameters,

X oo XLoa=006[R¥2+(R + 0.04)!%)] 1 (8)
where R = k3/(k,B).
The PDF of measurements, a convolution

of the underlying process and observation
error, is given by:

£(POE) = jj £ (POE/p)-£,dX, 9)

where £, = process PDF
= 2m) (o, X,) lexp(-0.5
(In Xpupfiop)]?}
x, = water quality random variable
@p = process mean
= eP(upy+oy2)
B} = process variance
_ 2 2
- CXP(Z'}JP*J'UP)‘ICXP(UP)—].]
Var[£(POE)] = o (10)
= 24t
= r+5ap+(t+l)[3p+lap

III. Uncensored estimates of the mean

The asymptotic relative efficiency (ARE) is
the ratio of the variances of two estimators
whenthe sample size approaches infinity. The
Ielative size of two two confidence intervals
derived from these estimators is proportional
to the ARE. The ARE of the sample mean
from a lognormal distribution relative to the
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sample mean of measurements from that dis-
tribution is approximated by:

ARE = [ay(of+ayD))ag(opton/2)]  (11)
(based on the maximum likelithood estimation
(MLE) of Finney ([941) described in
Aitchison and Brown, 1957).

The ARE was used 10 compare a method
for censored data and the sample mean
available when all numerical results are
reported. The ARE for both relative to error
free observations were computed.

As the number of calibration samples
approaches infinity the POE approximation
becomes:

(12)

a, = ay and

2 _ 2
Bm—- kO + klap + BP

The ARE for censored data is obtained by
estimating the location and scale parameters
of a lognormal distribution (z and o) using
MLE and converting to an estimate of the
mean and variance using the expression &
= exp(RB+062%2) and Bl=exp2f+82)
[exp(?}g)—l] (Aitchison and Brown, 195};)‘
The variances of 1 and & are given by
(Cohen, 1961).

(13)

Variance of fi = K(g,)/n

Variance of 2 K(am)-ogl/n

]

Covariance of (8,2 ,) = K(uyo,) okn

The values of the K(-) (found in Cohen,
1961) depend on the degree of censoring.
The variance of ap can be approximated by
a propagation of errors argument based on
the expression for @ given by (14):

Variance of & ; = ol [K(ug)+02K(oy)
(14)

The censored data method is always less
efficient than estimates using uncensored data
(Fig. 4). For small samples, the differences
would be greater.

+ 20, K(u o))/
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Computation of a confidence interval
for censored data is described by Schmee et.al
(1985) and an example of its use can be
found in Table 1.

IV. Bayesian Confidence Intervals

Confidence intervals based on uncensored
measurements may overlap zero. However, a
Bayesian estimate of a confidence interval for
the mean makes use of prior information
about the true mean. For example, consider
a confidence interval based on Student’s T
statistic given by:

= (X-p)/(SVn) (15)

When the true mean (m) is greater than 0, t
cannot exceed X/(SVM). A confidence
interval, given this restricted range of t, is
found by solving:

TU ™
1-a =f £(tn-1)dy J ftn-lydt  (16)
TL -%o

for TL and TU, where (TL, TU) are lower
and upper bounds on Student’s t which will
result in l-« coverage for the restricted t
distribution, TM is the maximum allowable t
statistic [X/(S/Vn)], and £(t,n-1) is the PDF of
Students t for n-1 degrees of freedom. It is
simplest to choose TL and TU which provide
equal weight to the tails.

The Bayesian confidence interval is always
smaller than a confidence interval based on
an unrestricted t statistic and will never
overlap 0 (Fig. 5). When the sample standard
error is much larger than 0, both confidence
intervals are nearly the same size. Tables
based con equation (16) are easily constructed
using tables or software which provide tail
areas for Student’s t distribution. Solubility
considerations, which place an upper limit onr
concentration, may also be incorporated into
this approach. A numerical example can be
found in Table 2.
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V. Variance Correction Methods

A. Improved degrees of freedom

Random measurement error may be
estimated and  removed from the tpa)
variance of measurements.  To illustrate,

consider a true population variance based on
the POE estimate (equation 10):

= [0k - (r + sX, + tX2)N + 1)

Satterthwaite (1946) and Gaylor and
Hopper (1969) address a problem similar to
that suggested by equation (17), the distribu-
tion of linear combinations of variance
estimates (sums of squares). A linear
combination of variance estimates can be
approximated as chisquared (x%) with
"improved" degrees of freedom (Satterthwaite,
1946); e.g.,

~

0% = a,0% + 2,05 = oY (18)

where £ = (a;03 + 2,09)%[(a,09)%f,
52

-+ (azaz)z/le

and £, and £, are the degrees of freedom of

the estimates o% and 02, respectively. 'This

estimate is valid for positive a; (also see

Satterthwaite, 1946; Mulrow et. al, 1988; and
Welch, 1947).

Satterthwaite (1946) cautions against using
equation (18) when some of the a; are

negative; therefore, Gaylor and Hopper (1969)
examined negative a;. Consider:

(19)
The objective is to approximate @2 by:
ol o*xHIf (20)

= gfxf:l/fl - o%ﬁ;szz

and to approximate £ by:
£ = QT (QUF + Uy

where Q = G3/03 (21)



N
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Table 1. Calculation of confidence intervals using censored
and uncensored data

Data Used for Examples: Monthly groundwater analyses
1,1,2,2-Tetrachlorvethene (mg/L)
Detection limit = 1.0 mg/L

Result
Numerical Censored

1 0.24 ND
2 ~-0.84 ND
3 ~0.72 ND
4 2.05 2.05
5 0.03 ND
6 1.78 1.78
7 1.44 1.44
8 1.50 1.50
9 2.01 2.01
10 1.00 1.00
11 0.76 ND
12 0.41 ND
13 1.49 1.49
14 2.13 2.13
15 1.08 1.08
16 0.02 ND
17 0.00 ND
18 0.45 ND
19 ~0.69 ND
20 0.08 ND
21 0.49 ND
22 -0.76 ND
23 0.48 ND
sample mean 0.627 0.7891
sample variance 0.88¢0C 0.6721
t{22, 0.975) 2.074
t{0.025,23,9)° ~1.22
£(0.975,23,9) 2 0.47

Confidence Intervals:

censored = [0.789+(-1.22)-(0.820);: 0.789+(0.47)-(0.820)]
= [-0.21; 1.17]

[0.627-(2.074)-(0.938)//23; 0.627+(2.074)-(0.938)//23]
[0.22; 1.03]

uncensored

1 maximum likelihood for censored normal samples
2 from Schmee et.al, 1985
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Table 2. Calculation of Bayesian confidence interval

™ = R/(s//n)

0.627/(0.88/23)%

il

3.2055

it

CDF [t(22,0.99796)] = 3.2055

0.025 « 0.99796 0.0.024949

0.975 + 0.99796 0.0.973011

n

i

TL CDF [t(22,0.024849)] = ~-2.07538

TU CDF [t(22,0.973011}] = 2.03639

cI [R - TU-S/Jyn, X + TL:S/Jn]

]

[0.229 , 1.033]

In this case, not much difference from conventional Student's t
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Equations (20) and (21) are good
;ipzproximations, with fewer than 2.5% negative
o“ results, if:

Q = F(£5,£,0975)F(£,,£,,0.50) (22)

for £, = 100 and f, = £,/2, where F(a,b,p)
is p'" percentile of the F distribution with a
and b degrees of freedom. Note also that 0
< £<f,.

A new confidence interval for pp IS given
by:

Cl = X * 10, fyo/(n-)"?, (23)
I\Z ~ -~
where of = ok - a%(e)
This confidence interval will usually be

smaller than that given by the POE or
Satterthwaite’s improved degrees of freedom
(SIDF) approach described by Mulrow et
al.{1988). If data fail the criteria for negative
results, it is suggested that £, andfor £, be
increased by performing replicate analyses
(Gaylor and Hopper, 1968).

The coefficient of variation of £ is rather
large. As [ increases, the size of a
confidence interval decreases, and &2 will
tend to increase. However, the confidence
interval remains about the same size, given
widely varying estimates of f (Gaylor and
Hopper, 1963).

The approach of Gaylor and Hopper (1968)
is valid when both variance estimates are
distributed as chi-square (x%). (That is, X
and e are normally distributed.) Observation
error can be estimated by making x replicate
measurements of each unknown sample. Then,

am =05 + dXe)x (24)
a2 :21 (X, - X.)%(n-1)

-~ n
a¥e)=2 (X - X)Hn(k-1)]
i=1&2
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whereX;, = 2T=1Xi,j/’°
U K
X. = iEl S‘J =1X{7j/(l€'n)
and f; =n -1
£y, =n{x - 1)

The approach of Gaylor and Hopper is
illustrated in Table 3.

Variance correction methods have also been
developed for the construction of tolerance
limits for production quality control (Hahn,
1982; Mee, 1984; Jaech, 1984; and Mee, et al,,
1986). The problem addressed is analogous to
problems in water quality. It is desired to
estimate the probability of a product failing
specifications, but the probability estimate is
based on measurements made with error.
The crucial element is the desire to estimate
the true probability of a product out of
specification. In the context of water quality
monitoring, the objective is detecting a
violation of a standard, in contrast to
estimating the probability of a measurement
exceeding a standard. The distinction in the
two objectives can be depicted with a
normally distributed population sampled with
observation error (Fig. 6). Figure 6
exaggerates differences between measurement
and true distributions, but even small
differences can cause a large difference in the
coverage of a confidence interval (Porter and
Ward, 1989).

The construction of tolerance intervals in
the presence of measurement error IS
described by Jaech (1984), who considers
criteria for using the SIDF method of
estimating f for tolerance intervals. His
criteria are similar to those of Gaylor and
Hopper (1968).  Mulrow et al. (1983)
evaluated tolerance intervals  using
Satterthwaite’s improved degrees of freedom
when data were calibrated and found that they
were conservative compared with nominal
confidence levels. The opposite was true of
confidence intervals from calibrated data.
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Table 3. Calculationh of a SIDF confidence interval

This is an example of Salterthwaite's improved degrees of

freedom. The process, X is normally distributed with mean "o

pl

and variance US and X is normally distributed with mean ”p and
; 2 . <

variance “; + ¢7(€¢). The sample consists of 4 replicate measure-

ments of four samples.

X = X1 = 1.6 1.1 1.8 1.0 Xl = 1.350 X.. = 1,988
i2 = 2,5 2.4 1.7 2.9 2.375
XB = 2,0 1.7 2.9 2.2 2.200
X4 = 2.4 2.0 1.6 2.1 2.025
o%(e) = ¥p(x-X,.)%/n(n-1)]

= (0.410 + 0.747 + 0.780 + 0.327)/12

= 0.189

it

ol g%, ~%: )2/ (n-1)

ft

0.201
Q = 0,201/(0.189/4) = 4.261
N U LV S A VI

= (4.261-112/(4.2612/3 + 1/12)

1.733

i

A confidence interval is given by (for a« = 0.05):

CI

]

X ¢t t(l*a/2.f);p8/(n)¥

I

1.988 ¢ (5.00)(0.201 - 0.189/4)%/2

[1.008, 2.968]

"
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B. POE estimate of population variance

An important diffcrence between variance
correction applications in production quality
control and water quality monitoring is the
relative size of errors and the possibility of
negative measurements. In production qualily
control, obs¢rvation errors are usvally smatll
relative to variability in a manufacturing
process. On the other hand, the relative
error inherent in trace level water quality
measurements is quite large. An ecstimate of
the true process variance may be derived from
equation (10), substituting sample cstimates
for true values:

8 = [05 - (0 +sX, + RDHI(t+1) (25)

Measurements were made of simulaled
samples  from  lognormally  distributed
population. The POE estimale was compared
with the sample variance on the basis of
relative efficiency (EFF) and root mean
squared error (RMSE).

EFF = variance of estimate without error/
variance of measurements

RMSE = {Z(parameter estimates - true

parameter values)%/

(number of simulations-l)}”Z

The relative RMSE is the ratio of the
RMSE for ithe POE estimate 1o the RMSE of
the sample variance. The fraction of negative
POE estimates was also calculated.

Calibration  design, the coefficicnt of
variation (CV) of the population, sample size,
and the ratio LOD/ LOQ for the measure-
ment system  all had an impact on the
performance of the variance estimate. The
sample variance tended to bc more efficient
than the POE variance when LOD/LOQ was
large (Fig. 7) but not when it was small (Fig.
8). Increasing the sample size or number of
calibrants improved the relative efficiency of
the sample variance when the LOD/LOQ was

17arge, but again, not when it was small (Fig.
).
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The abscissa of Figs. 7-10 is the fraction of
the population less than the LOD. As f,
increases, the POE estimate improves when
LOD/LOQ is small (Fig.8) but not when it is
large (Fig. 7).

Although the corrected variance cstimator
often has a larger variance than the sample
variance, the relative RMSE shows that
corrected vartance is nearly always closer to
the true process variance (Fig. 9). It may,
therefore, be concluded that the corrected
variance will lead to better confidence
intervals for the population mean.  An
cxample of using the corrected variance 1o
construct a confidence interval for the mean
can be found in Table 4.

Even though corrected variance estimates
are more accurate (lower RMSE) than
uncorrected variance estimates, a large portion
of these estimates are negative (Fig. 10).
This presents a problem when constructing
confidence intervals.

Consider Fig. 11, which iilustrates the
probabiiity space of the various estimators of
the mean and variance considered in this
paper. The circles represent a region in
which the true mean and variance lic with
probability 1 - «  Observations made
without error represent the smallest space.
The space based on the sample mean and
variance of measurements is larger and biased
toward variance estimates which are too large
because they include measurcment variability.
The region based on corrected variance
estimates is smaller than the region based on
measurements, but includes negative mean and
variance. Estimators, which occupy a
probability region and which excludes areas of
negative mean and variance ¢stimates, would
be the best. Further work is needed (o
develop a confidence interval based on a
reduced probabilily space.

V. Summary

Trace level measurements are characterized
by a lack of precision. Information derived
from such measur¢ments 15 not useful unless
the component of random variability is
properly interpreted. In the past, it has been
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Table 4. Calculation of a corrected variance confidence
interval

Laboratory experiments have found the following to be true:

LoD = 1.0

LOQ = 20.0

LOD/LOQ = 0.05

ko = 0.111

k1 = 0.194

A two point calibration with X = 0 and X = 5 was used for each
measurement. On the basis of weighted least squares and

equation 5:

o%(b_) = 0.111

6?(b_.by) = -0.022

oz(bl) = 0.0058

r = 0.222

s = 0,172 )
t = 0.0058

82 = 0.545

confidence interval = [0.308 0.946]

Some improvement this time.
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the analyst who enforced standards of data
quality related to detection by censoring data
according to criteria based on random signal
variability. However, censoring (results of
ND or LT) results in a loss of information.
In addition, methods for censored data dare
less familiar and more complicated than those
for uncensored data.

Uncensored data permit the use of
statistical methods which are familiar to
non-statisticians. Classical statistics based on
the normal distribution will often be
appropriate because random measurement
error  is often normally distributed.
Distributions of measurements are more
symmetric than skewed processes. Distribu-
tion free methods, used when data are not
normally distribuied, are also easier to apply
when data are not censored.

Information derived from measurements,
censored or uncensored, may not shed much
light on a process unless measurement
variability is segregated from  process
variability. When constructing a confidence
interval for the mean of a population, a
Bayesian t statistic or corrected variance
technique may be useful Conditioning
Student’s t statistic on the basis of a positive
true mean will eliminate confidence intervals
which overlap 0 and will be smaller than
unadjusted confidence intervals. Solubility
considerations may further reduce the range
of possible statistical outcomes.

Variance correction methods, in theory,
improve statistical analysis of trace level
measurements. In practice, negative variance
estimates will often occur. The problem of
negative variance estimates can be made more
tractable by contrasting the probability space
of wvariance and mean estimates with
acceptable outcomes (positive true mean and
variance).
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1. INTRODUCTION

1.1 Background

The mission of the Republic of South
Africa’s Department of Water Affairs with
respect to water quality management is to
ensure that water of an acceptable quality for
recognized water uses, such as urban,
industrial, agricultural, recreational and
environmental conservation uses, continues to
be available (Department of Water Affairs,
1986). Within this mission, the role of the
Hydrological Research Institute in water
quality assessment is to provide the
information that will assist water quality
managers in making sound decisions.

Until recently the Department of Water
Affairs operated three major water quality
monitoring programmes. Two of these were
aimed at the assessment of the qu