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ABSTRACT OF DISSERTATION 

ACTIN DYNAMICS IN SILICO, IN WAVES, AND IN RODS 

The current paradigm of actin dynamics and superorganization has advanced in 

the past decade from emerging technologies and perspectives, which include the 

discovery of actin nucleators, real time imaging of the dynamics of single filaments in 

vitro, and single molecule imaging of actin superstructures in vivo. These advances have 

influenced each of our studies on multiple levels, sometimes directly. A novel analysis of 

single actin filament dynamics revealed faster than expected dynamics during 

treadmilling but not during bulk polymerization. Using an exact stochastic simulation, we 

investigated whether filament-annealing and -fragmentation might account for faster than 

expected dynamics; their influence on actin dynamics had not been investigated before in 

a comprehensive model. Results from our work demonstrated that filament-annealing and 

-fragmentation alone cannot account for faster than expected dynamics during 

treadmilling. Thus, strictly through computational modeling, we are able to investigate 

various hypothetical models and offer insights into a process that cannot be achieved by 

experimentation. 

A concept that has also gained support during the past decade has been the self-

organizing nature of actin, which was demonstrated by the Listeria actin-comet-tail 

reconstitution assay. We have proposed that this is a fundamental property of all actin 

superstructures, whether they are assembled in vitro or in vivo or whether they are 

involved in development or disease. The concept of actin's self-organization has 

influenced our study of neuronal waves, which are growth cone-like structures that travel 
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along neurites and which were hypothesized to transport actin to growth cones and 

support neuritogenesis. Using diffusional analysis, we were able to demonstrate that 

neuronal waves transport actin. Neuronal waves provide a unique mechanism for 

transporting actin in that the delivery of actin is dependent upon actin itself and its 

dynamics. In disease states, the self-organization of actin is often changed but not 

disrupted, sometimes resulting in the formation of orderly-structured aggregates of cofilin 

and actin known as cofilin-actin rods (or rods). Using glutamate excitotoxicity as a model 

system for the cofilin pathology observed in Alzheimer disease (AD), we have 

determined signaling mechanisms for cofilin-actin rod induction, which in young rat 

hippocampal neurons require AMPA receptors and are calcium-independent. In addition, 

cofilin-actin rod interactions with microtubule associated proteins, and associated 

changes to the microtubule cytoskeleton were studied for its potential relevance to the 

pathology of AD. Our results suggest that disruptions to the normal organization of actin 

and microtubules might underlie several pathological hallmarks of early AD. 

Chi Won Pak 
Graduate Program in Cell and Molecular Biology 

Colorado State University 
Fort Collins, CO 80523 

Fall 2009 
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Chapter 1 

Actin Dynamics and Superstructures 

Preface and Acknowledgements 

Portions of this chapter have been adapted from a manuscript published in Nature 

Reviews: Neuroscience (Pak et al, 2008). The order and list of authors include: Chi W. 

Pak (CWP), Kevin C. Flynn (KCF), and James R. Bamburg (JRB). The manuscript was 

written by CWP and JRB and figures were contributed by CWP and KCF. 

Self-Organization in Living Systems 

Living systems are dynamically self-organizing, requiring the assembly of higher-

order complexes from the basic building blocks of life: DNA, RNA, protein, and lipids. 

Some of these nano-scale complexes are merely structural assemblies (nano-structures), 

like scaffolding for a building; whereas, others are bona fide machines (nano-machines), 

able to spin, clamp, pinch, push or pull at the nanometer scale. For these nano-

assemblies, how their constituent proteins are organized is as paramount to their function 

as is their dynamics, the raison d'etre to the saying: form follows function. For this 

reason, researchers have sought to study these complexes in an environment freed from 

the complexities of the cell (cell-free). Some of the first biological nano-machines to be 

studied in this manner were the cytoskeletal proteins, which include actin, intermediate 

filaments, and microtubules. The cytoskeletal proteins are capable of self-organizing into 

individual filaments, able to reach lengths sometimes 20,000 times their diameter, as well 

as organizing into higher-order assemblies involving interactions between multiple 
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individual filaments. As higher-order assemblies, the cytoskeletal proteins can function 

both as a nano-scaffold and as a nano-machine. 

The conflation of actin as a scaffold and machine permit its broad involvement in 

diverse cell functions including cell adhesion and motility (Le Clainche and Carlier, 

2008), cytokinesis (Barr and Gruneberg, 2007), transcriptional regulation (Hofmann, 

2009), endocytosis (Girao et al, 2008), intracellular trafficking (Lanzetti, 2007), and the 

formation of specialized cellular structures such as microvilli. Bacterial and viral 

exploitation of actin for infection (Theriot, 1995), propagation (Theridt, 1995), and 

motility in host cells (Gouin et al., 2005; Carlier et al, 2003; Cudmore et al, 1997) also 

underscores its near-ubiquitous functions. An understanding of how actin can participate 

in these diverse functions begins with an understanding of its assembly as the mantra 

above suggests. Therefore, we will begin by discussing how actin structures are 

generated, first as filaments and then as higher-order assemblies. 

Actin Dynamics In Vitro 

Actin is a 43 kD protein, which can spontaneously self-assemble into polarized 

bi-helical filament-polymers in vitro (Pollard, 1986). Actin self-assembly is induced 

optimally by physiological salt concentrations (-140 mM); at salt concentrations below 

about 5 mM, actin remains monomeric (Pollard, 1986). At its simplest, actin's self-

assembly can be described by the following reactions in Figure 1.1. 

These reaction-equations describe actin's assembly into higher-order polymers 

(filaments) of different subunit-numbers ((1), dimer; (2), trimer; etc). In general, these 
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Figure 1.1. General Reaction-Equations for Actin Polymerization. 

Equation (1). Dimer formation. Thermodynamically, monomeric actin is highly favored. 

Equation (2). Trimer formation (nucleation). Dimeric actin is highly favored 
thermodynamically. 

Equation (3). Tetramer formation. The kinetics of subunit addition and loss are nearly 
equal, although this ultimately depends on the free actin-monomer concentration. 

Equation (4). Generalized reaction for subunit addition and loss to an actin polymer 
containing N subunits. 

Equation (5). Once an actin filament reaches subunit number > 3, subunit addition and 
loss (or filament end-dynamics) are described by the same kinetics. 
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(1) A + A v - = * — 2A 

(2) 2A + A v ^ 3A 

(3) 3A + A ^ 4A 

(4) NA + A ^ (N+1)A 

(5) F + A ^ F 
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reactions can be summarized by equation (4), which states that addition of an actin 

subunit, A, to an actin filament of N subunits, NA, results in a filament of (N+l) 

subunits, (N+l)A. Though reaction-equation (4) can capture the qualitative nature of 

actin assembly, differences in the quantitative aspect of these reactions give 'shape' to the 

kinetics of actin polymerization. 

Actin polymerization can be divided into three phases: lag, growth, and steady-

state (Pollard, 1986). The lag phase occurs because the formation of an actin trimer, 

which functions as a seed or "nucleus" for polymer growth, is thermodynamically 

unfavorable (Pollard, 1986). The KD for dimer and trimer-formation, reaction (1) and (2) 

respectively, are 4.56 M and 596 uM. To emphasize the relative impotence of actin 

nucleation, for an initial monomer-actin concentration of 1 uM, 187 pM of trimers are 

formed (~ 1 trimer for every 10,000 monomers present). However, once a nucleus is 

formed, actin subunits may assemble to either end of the nascent filament much more 

favorably, with kinetics described in reaction (4). 

It should be noted, that after a filament reaches a threshold subunit-number >3 (a 

nucleus), its assembly/disassembly kinetics remains the same. During this phase, 

filament-number not filament-subunit-number determines the rate of polymer-assembly. 

Thus, subunit-number may be disregarded and the filament may be treated as a single 

species as in equation (5). 

Also, although actin subunits incorporate on to either end of the filament at a rate 

that is dependent on the monomeric actin concentration, the rates of growth at either end 

of the filament are different. These differences exist in part because of inherent 

asymmetry, or polarity, of the filament ends. Initially based on a 'string of arrowheads' 
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decoration pattern of actin filaments obtained with proteolytic fragments of myosin, the 

rapidly growing end was named the barbed end and the slower-growing end as the 

pointed end (Pollard and Mooseker, 1981). However, structural asymmetry is only one 

reason for the polarization of the filament. The hydrolysis of ATP within actin filaments 

also contributes. 

Actin subunits, both as monomers and within filaments, are non-covalently 

associated with an adenine nucleotide to form a nucleotide-actin complex (Figure 1.2). In 

vitro, ATP-actin complexes are preferentially added to the barbed end of actin filaments, 

a process which is even more heavily favored in cells (Engel et al, 1977). Rapidly after 

subunit incorporation, the non-covalently bound ATP is hydrolysed into ADPPj whereas 

subsequent release of the y-P, occurs much more slowly (Carlier, 1990). ATP hydrolysis 

occurs on average -1-2 seconds after incorporation. y-P; release occurs on average -350 

seconds after hydrolysis. Practically, however, both processes occur stochastically for 

each subunit. Thus, even when the monomer pool initially consists only of ATP-actin 

complexes, an actin filament can eventually consist of three types of actin-nucleotide 

complexes: ATP-actin, ADPPj-actin, and ADP-actin (Figure 1.2). 

As the mass of actin polymers grows and the mass of actin monomers shrinks, 

growth of the filaments begin to slow and reaches steady-state. By definition, the average 

length of all filaments remains constant during steady-state. However, even during 

steady-state, true equilibrium is never reached because actin subunit addition and loss can 

still occur, resulting in a phenomenon known as treadmilling (Cleveland, 1982; Neuhaus 

et al, 1983). Thus, the lengths of individual filaments may still change. Fundamentally, 

treadmilling occurs because the two ends of an actin filament maintain different minimal 
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Figure 1.2. Steady-state actin dynamics. 
Actin subunits, whether in filaments or as a monomer, are non-covalently bound to an 
adenine nucleotide. Free ATP-actin preferentially adds on to the barbed end of actin 
filaments at steady-state. After subunit incorporation, ATP undergoes rapid y-Pj 
hydrolysis, resulting in ADP-Pj-actin complexes. With slower kinetics, the y-P; is 
subsequently released, resulting in ADP-actin complexes enriched near the pointed end of 
actin filaments. ADP-actin is lost from the filament at the pointed end and is recharged to 
ATP-actin through nucleotide exchange with free ATP. At steady-state, balance of 
subunit addition and loss results in no net change in actin filament length. 
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monomer concentrations for assembly, which are referred to as the 'critical' 

concentrations (Wegner, 1982). When the free actin monomer concentration lies 

intermediate to the two different critical concentrations, net assembly occurs at the 

barbed end and net disassembly occurs at the pointed end, resulting in the apparent 

movement or 'treadmilling' of individual subunits through a filament of relatively 

constant length. 

Though the basic processes of in vitro actin polymerization provide a template for 

discussing actin dynamics within cells, the reality is that in vivo actin dynamics is to in 

vitro actin dynamics what chess is to checkers. The nearly 150 distinct actin-binding 

proteins that have been identified in vivo impart degrees of subtlety and complexity to the 

process of generating and maintaining actin structures (De La Cruz, 2001). In the next 

section, we will discuss their influence on actin dynamics. 

Actin Dynamics In Vivo 

Though actin binding proteins are capable of modulating any and all of the basic 

processes of in vitro actin polymerization discussed above, for the purpose of our 

discussion, only six different functional categories of actin-binding proteins will be 

mentioned: monomer-binding or filament-capping proteins, nucleating proteins 

(nucleators), tethering proteins, cross-linking proteins, and remodeling proteins. 

Monomer-binding proteins. Most monomer-binding proteins limit actin assembly 

in vivo; otherwise, actin filaments would form un-regulated throughout the cell. As their 

name suggests, monomer-binding proteins, such as thymosin-P or calbindin, sequester 

and handcuff actin monomers from spontaneously assembling into filaments (Paunola et 
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al., 2002). However, it should be noted that some monomer-binding proteins, instead of 

limiting actin assembly, actually promote actin-assembly, such as profilin (Goldschmidt-

Clemont et al, 1992), and the difference can be due to a single amino acid (Hertzog et 

al, 2004). 

Filament-capping proteins: Filament-capping proteins operate by the inverse 

principle, physically obstructing filament ends to prevent their continued growth (Carlier 

and Pantaloni, 1997). Filament-capping proteins can be specific for either the barbed- or 

pointed-end of a filament; thus they are also able to control the directionality of growth. 

Actin nucleators. To date, four bona fide actin nucleators have been identified: 

Arp2/3 complex (Mullins et al, 1997), formins (such as mDia) (Pruyne et al, 2002), Spir 

(or Spire) (Quinlan et al, 2005), and JMY (Zuchero et al, 2009). In general, these actin 

nucleators are intrinsically inactive, requiring upstream signaling molecules for their 

activation (Takenawa and Suetsugu, 2007; Faxi and Grosse, 2006; Goley and Welch, 

2006; Bamburg, 1999). In vivo, this effectively limits actin nucleation to membranes. 

Amazingly, each of these classes of actin nucleators uses a distinct strategy to stabilize an 

actin nucleus (Figure 1.3). For instance, formins stabilize a lateral actin-dimer (Faix and 

Grosse, 2006); whereas, Spir proteins stabilize a longitudinal tetramer (Kerkhoff, 2006). 

JMY, which is not shown in Figure 1.3, is unique in that it uses both Arp2/3-like and 

Spir-like mechanisms for nucleating actin (Zuchero et al, 2009). One other actin-binding 

protein, cofilin, which is canonically classified as an actin-depolymerizing protein, has 

also been shown to nucleate actin-assembly in vitro (Andrianantoandro and Pollard, 

2006); however, its ability to initiate de novo actin filaments, particularly in vivo, still 
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Figure 1.3. Distinct mechanisms of actin nucleators. 
The Arp2/3 complex. The first actin nucleator to be discovered was the Arp2/3 complex 
(see figure, part a), a macromolecular complex comprised of seven protein subunits. The 
complex structurally mimics a lateral actin dimer (yellow components of the figure) and 
is thought to require a pre-existing 'mother' filament from which a new 'daughter' 
filament can be initiated. By this method of growth, the Arp2/3 complex assists in the 
formation of branched actin superstructures. In migrating non-neuronal cells, the Arp2/3 
complex assembles the highly branched actin superstructure of the lamellipodium at the 
leading edge (also known as the dendritic array). 
Formin proteins. Formins comprise a second class of actin nucleator (see figure, part b) 
and function as hinged dimers that bind two actin monomers. Unlike the Arp2/3 complex, 
formins follow the barbed ends of filaments (+ ends in the figure) during growth. In 
addition to stabilizing actin dimers, formins can also bind profilin-actin complexes, 
which accelerate monomer addition at the barbed end; thus, the formins are particularly 
implicated in the assembly of linearly bundled filaments. 
Spir proteins. The Spir proteins (see figure, part c), which were originally discovered as 
the protein product of the D. melanogaster Spire gene, nucleate actin by a fundamentally 
different mechansim. Spir proteins can bind to four actin monomers to form a 
longitudinal tetramer that, when combined with another longitudinal tetramer, forms an 
octamer nucleus. Like the Arp2/3 complex, Spir proteins remain associated with the 
pointed ends of filaments. Overexpressed Spir proteins in mammalian cells co-localized 
with membranes of the Golgi apparatus and the exocyst. These findings suggest that Spir 
proteins are most likely to be involved in vesicle trafficking, rather than in leading-edge 
motility. 
Cofilin. Despite its generic categorization as an actin-severing protein, cofilin can also 
stimulate actin assembly (see figure, part d), although the exact mechanism by which this 
occurs is currently ambiguous. Initially cofilin was thought to indirectly support actin 
assembly by generating free (uncaptured) barbed ends through its ability to sever actin 
filaments. However, more recent evidence indicates that cofilin might also directly 
stimulate actin assembly; cofilin can nucleate actin filaments de novo (although this 
ability is dependent on a high concentration ratio of cofilin to actin. There is also some 
evidence that cofilin might nucleate actin filaments de novo in migrating cells. 
Stimulation of adenocarcinoma cells by epidermal growth factor triggers rapid actin 
polymerization (within 60 seconds) at the leading edge, which is dependent on cofilin 
activity. Inhibiting phospholipase-C (PLC) activation also blocks actin polymerization, 
and through its ability to cleave phosphatidylinositol-4,5-bisphosphate, active PLC might 
release a sufficient concentration of membrane-bound cofilin to favour actin nucleation. 
However, it cannot yet be determined which mechanism is used. 
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remains a question because the effects of filament severing (see Remodeling Proteins for 

explanation) cannot be distinguished from de novo nucleation. 

Tethering proteins. Rapidly after the nucleation of actin filaments, tethering 

proteins, such as members of the ezrin/radixin/moesin (ERM) protein family, link some 

of these actin filaments to the membrane (Polesello adnd Payre, 2004). Tethering proteins 

are just as important to the formation of actin superstructures as actin nucleators. 

However, a paradox of these proteins is that by tethering actin filaments to the 

membrane, they are also capping the filament end. The ERM proteins, therefore, cycle 

between tethering and untethering with a population of actin filaments. Since only some 

filaments are transiently tethered, the actin population is still capable of growing. A 

surprising example of this was demonstrated with the Wiskott-Aldrich syndrome proteins 

(WASP), which can capture actin-filament barbed ends but only after binding an actin 

monomer; in this case, a WASP-bound actin monomer functions as a bridging molecule 

(Co et al, 2007). However, physical capture of filament ends does not always interfere 

with barbed end growth. For instance, the actin nucleator, formin, can simultaneously 

capture the barbed end of a single actin filament and facilitate its growth through ieaky' 

insertion of a new actin subunit (Kovar et al, 2006). 

Cross-linking proteins. Cross-linking proteins control higher-order structuring by 

regulating interactions between individual actin filaments (Sato et al, 1987; Gardel et al, 

2004). For instance, sparse and orthogonal cross-links between filaments can result in a 

mesh-like 'gel' of filaments with the cross-linker behaving like a joint for the filaments. 

Higher-ordering structuring of individual filaments is necessary for actin to perform 

mechanical work because of the poor stiffness of a single actin filament, which cannot 
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bear large stress loads without bending (Isambert et ah, 1995). The ability to bear large 

stresses without bending is described by the gels' viscoelasticity, which can vary by 

several orders of magnitude depending on differences in the density and net polarity of 

filaments within the gel (Wachsstock et ah, 1994; Gardel et ah, 2004). Thus, it is equally 

important to understand how actin filaments are organized in a population. Actin bundles 

can be formed by tighter and more frequent cross-links between filaments that can lead to 

a linear bundling of filaments. Bundling effectively increases actin's stiffness and 

persistence length by up to 600-fold in vitro (Claessens et ah, 2006). Similar to actin gels, 

whether filaments are oriented in parallel or anti-parallel directions can influence how the 

bundles deform, and the stiffness of an actin bundle can vary considerably depending on 

the actin-binding protein used, even if the same number of filaments is bundled. It should 

also be noted that an actin-binding protein can form either a gel or a bundle depending on 

its concentration ratio or its affinity to actin in vitro (Wachsstock et ah, 1994). It is 

therefore conceivable that gels and bundles in vivo can be dynamically interconverted 

simply by changing these parameters. 

Remodeling proteins. Remodeling proteins disassemble actin filaments to permit 

the re-assembly of actin subunits into other superstructures. Disassembly can occur either 

by increasing the off-rate of individual actin subunits (pointed-end turnover) or by 

severing filaments into smaller-length fragments. Severing a filament has the potential 

effect of doubling the dissociation rate, since the number of filament-ends determines the 

average apparent off-rate, though ultimately this depends on the free actin-monomer 

concentration as well. The ADF/cofilin family of proteins directly disassembles actin 

filaments through their binding, which enhances either severing of the filament or the 
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turnover of pointed-end subunits (Carlier et al, 1997; Bamburg, 1999). Their binding 

stabilizes a twisted conformation of the filament that normally occurs when ADP-actin 

subunits dominate (Galkin et al, 2003). The ADF/cofilin proteins can also depolymerize 

filaments by sequestering actin monomers in a 1:1 stoichiometry (Paavilainen et al, 

2004), which effectively reduces the free actin monomer concentration available for 

assembly. The villin family of proteins, which contain gelsolin, fragmin, adseverin, 

among others, can also sever filaments, although, unlike the ADF/cofilin proteins, villin 

proteins can also cap the resulting barbed ends of filaments (Silacci et al, 2004). Indeed, 

some members of the villin protein family, such as CapG, are only able to cap filaments 

and lack severing activity (Southwick and DiNubile, 1986). Villin proteins are also 

directly activated by Ca -binding, which relieves auto-inhibition of its catalytic domain 

(Silacci et al., 2004); therefore, their role in enhancing actin remodeling may be restricted 

to specific Ca +-dependent events. 

Because the depolymerization and severing of filaments are important for the 

recycling of actin subunits, villin and ADF/cofilin proteins can paradoxically facilitate 

actin assembly. During growth epochs, severing of filaments indirectly increases the 

overall assembly rate by effectively doubling the filament-end concentration. However, 

cofilin may also facilitate actin assembly directly by nucleating actin when present at a 

high concentration relative to actin, though the structural mechanism for this is unknown. 

Nucleation-promoting activity has also been hypothesized for gelsolin, since it can bind 

to two actin subunits, but this has not been investigated. 

Actin Superstructures 
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Actin superstructures are also self-organizing, a property that was elegantly 

demonstrated by the cell-free reconstitution of Listeria monocytogenes comet-tails but 

that was recognized in principle much earlier (Loisel et al, 1999; Cameron et al, 1999; 

Hill and Kirschner, 1982). This assay was seminal because it directly proved that a 

dynamic, force-producing actin-based machine could self-assemble from a mixture of 

actin monomers and a defined ensemble of actin-binding proteins without the need for 

external signaling or motor proteins. It also demonstrated that the generation of actin 

superstructures could be considered effectively as a two-step process. After overcoming 

the limiting barrier of de novo filament assembly (nucleation), the resulting organization 

of a growing population of filaments into a superstructure is driven by the milieu of actin-

binding proteins that are present and active. 

To understand how actin superstructures are spontaneously organized into 

complex architectures, the rules that govern actin binding must be considered. The most 

direct regulation of actin binding results from the protein's structure, which for some 

actin-binding proteins allows them to distinguish between sub-regions on a single actin 

superstructure, even at the level of a single actin filament. This discrimination is possible 

not only because of structural polarization but also because the time-course for ATP 

hydrolysis and y-Pj release provides a molecular time-stamp for subunits within a 

filament (Carlier, 1990), a clue to the subunit's age. Owing to this, the filament can be 

heuristically divided into different strata based on the enrichment of specific actin-

nucleotide complexes: ATP-actin, ADPPi-actin, and ADP-actin. In a filament that has 

reached steady-state growth, these three strata are maintained in a quasi-equilibrium state 

that also results in changes in the local topology of the filament. Ultimately, these strata 
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provide a multi-compartmental molecular scaffold for actin-binding proteins. 

Reciprocally, actin-binding proteins as a group have evolved to exploit the intrinsic 

heterogeneity of an actin filament, and some can bind with considerable specificity and 

affinity to a specific stratum along the filament. For instance, coronin IB was recently 

reported to have a 47-fold greater affinity for ATP-actin or ADP-Pj-actin subunits than 

for ADP-actin subunits; it therefore binds near the barbed ends (Cai et al., 2007). 

Likewise, Mena, a member of the Ena/VASP protein family, and cortactin are targeted to 

the front of the leading edge actin-based protrusions, presumably because of their high 

affinity for filament barbed ends (Loureiro et al, 2002). Disruption of the F-actin-binding 

regions in coronin IB, cortactin and Mena prevents their enrichment to the front of the 

leading-edge (Loureiro et al, 2002). By contrast, cofilin binds with higher affinity to 

ADP-actin subunits in filaments than to ATP-actin or ADPPj-actin subunits; it is 

therefore enriched at the pointed ends of filaments (Bamburg, 1999). 

The differential binding of certain actin-binding proteins to a stratum on a single 

filament reveals to some degree how superstructures can spontaneously self-organize. In 

migrating cells, actin-filament assembly is tightly restricted to a thin spatial plane at the 

leading edge of actin-protrusions within cells, and subunits that are incorporated at the 

same time make up a temporally linked network. That is, immediately following their 

birth into a common actin superstructure, 'sister' actin subunits move away from the 

leading edge at similar rates and 'age' on similar timescales. As a result, actin-binding 

proteins that show preferential binding to certain actin-nucleotide complexes or local 

topologies also organize into stratified layers within a superstructure. 
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The molecular stratification of nearly all actin superstructures underscores the 

importance of the spatial organization of actin nucleators, which largely determines the 

vector of filament growth (Figure 1.4). The growth of filaments is approximately 

perpendicular to and away from the 'organizational plane' (Figure 1.4). In the case of a 

spherical polystyrene bead used in the L. monocytogenes comet-tail assay, the initial 

result is a 'cloud' of actin filaments (van Oudenaarden and Theriot, 1999). In the case of 

leading-edge of actin-based protrusions, which is generally shaped like a thumbnail's 

edge, actin superstructures are organized into a crescent. Though in reality, the assembly 

of in vivo actin superstructures is more complicated than described, the conceptual 

principles mentioned above still apply to provide a framework for understanding the 

generation of actin superstructures both within and outside of cells. 

Ultimately, the ensemble activities of specific actin-nucleators and accessory 

actin-binding proteins establish a 'program' that determines the final nature of the actin 

superstructure. For instance, an actin-network can be gel-like or linearly-bundled 

depending on the actin-nucleator used. Also, the addition or subtraction of a single actin-

binding protein to a program of actin-binding proteins can modify not only the overall 

architecture of the superstructure but also its behavior, for instance, its force-production. 

Though easier to recognize in vitro, programs of actin-binding proteins are also present in 

vivo. 

The States of Actin - Distinct Superstructures 

Actin superstructures have historically been regarded as spatially segregated 

entities because their classification has relied solely on fixed architectural characteristics, 
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Figure 1.4. The geometry of superstructure strata is determined by the organizational 
plane of actin nucleators. 
Conceptual representations of actin superstructures that might result from the actions of 
actin nucleators that have been localized to surfaces with unique geometries 
(organizational planes). Two principles of actin-superstructure organization are 
demonstrated. First, the organization and orientation of actin nucleators determine the 
direction of filament growth. Second, average times for ATP hydrolysis and Pi release 
result in the molecular stratification of superstructures based on the enrichment of 
specific actin-nucleotide complexes (ATP-actin (shown in blue), ADP-Pi-actin (shown 
in green), or ADP-actin (shown in maroon), despite ATP hydrolysis and Pi release being 
stochastic for each subunit. (top panel) A cross-section of a bead that has been 
homogeneously coated with actin nucleators (represented by the yellow arrowheads) that 
are orientated radially outward; consequently, actin filaments also grow radially outward 
(represented by the white arrows), forming a 'cloud'-shaped actin superstructure, (bottom 
panel) A concave surface coated with actin nucleators (yellow arrowheads) results in 
actin filaments that grow perpendicular to the surface. 
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making the discrimination of overlapping but dynamically distinct superstructures nearly 

impossible. This technical barrier has been overcome with the advent of a live-cell 

imaging technique known as fluorescent speckle microscopy (FSM), which was 

pioneered in non-neuronal cells for the study of cytoskeletal dynamics (Waterman-Storer 

et al, 1998). FSM is unique in that it can reveal the movements and lifetimes of 

individual subunits incorporated into actin superstructures. At the leading edge of newt 

lung and potoroo kidney epithelial cells, FSM revealed two distinct populations of actin 

speckles, which had different lifetimes and rates of retrograde-movement (Ponti et al, 

2004). From these observations it was reasoned that the leading edge in these cells was 

comprised of two distinct superstructures that make up the cellular protrusions of the 

lamellipodium and the lamellum, respectively (Gupton et al, 2005; Iwasa and Mullins, 

2007; Delorme et al, 2007). 

Although the complexities of generating and maintaining spatially overlapping 

but distinct superstructures have limited their study, the tropomyosin proteins have been 

shown to play a crucial role in this process. Tropomyosin proteins can preclude or 

facilitate the binding of other actin-binding proteins to filaments, thereby regulating the 

content of a filament's actin-binding-protein 'shell'. Tropomyosin proteins are alpha-

helical coiled-coil proteins that bind cooperatively in a head-to-tail manner along actin 

filaments (Gunning et al, 2005). Tropomyosin isoforms arise from four different 

mammalian genes, each of which might use different promoters. In addition, tropomyosin 

transcripts undergo alternative splicing, contributing even further to their diversity and 

potentially giving rise to more than 40 different isoforms in total (Gunning et al, 2005). 

These isoforms can be generally classified as high-molecular-weight (HMW) or low-
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molecular-weight (LMW). Different tropomyosin isoforms can either antagonize or 

synergize the binding and activities of other actin binding proteins (Bryce et al., 2003). In 

fact, the selective localization of HMW tropomyosins to the lamella and their exclusion 

from the lameUipodium defines these structures (Figure 1.5). Myosin II motors are 

recruited to the lamella by actin filaments bound to HMW tropomyosins, whereas cofilin 

competes with HMW tropomyosins for binding filaments in the lameUipodium 

(DesMarais etal, 2002). 

Differences in superstructure organization can have profound physiological 

effects. For instance, when the lameUipodium of potoroo cells is experimentally disrupted 

by micro-injecting skeletal muscle tropomyosins (skTM), the treated cells migrate at a 

faster rate (~ two-fold faster) and with greater persistence (~ two-fold greater) than 

untreated cells (Gupton et al., 2005). This demonstrates that the lamellum, which is 

largely unaffected by skTM treatment, is architecturally and mechanically unique from 

the lameUipodium, which was already suggested by kinematic analysis using FSM. This 

example exemplifies not only the potential experimental gains of manipulating actin's 

self-organization but also of its physiological consequences. This paradigm of thinking 

establishes the basis for the projects presented within this thesis. 
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Figure 1.5. Distinct but spatially overlapping actin superstructures of lamellae and 
lamellipodia. 
In some migrating cells, actin filaments at the leading edge are organized into either the 
cofilin-rich, highly branched superstructure of the lamellipodium (red filaments) or the 
tropomyosin-rich, less-branched superstructure of the lamellum (green filaments). The 
lamellipodium extends only 1-2 urn beneath the leading-edge membrane, where the 
filaments are severed or disassembled into fragments and monomers. The less-branched 
superstructure of the lamellum extends further (3-5 um) beneath the leading-edge 
membrane (only the overlapping region is shown). Tethering of the filaments to the 
membrane is not shown. Filaments that comprise the lamellipodium recruit cofilin (navy 
blue), which competes for binding with the high molecular- weight (HMW) tropomyosin 
isoforms (brown lines). Owing to HMW tropomyosin binding in the lamellum, bipolar 
myosins (tan) are also recruited to this superstructure. 
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Chapter 2 

Stochastic simulation of actin dynamics reveals the role of annealing and 

fragmentation 
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A Primer on 1-Dimensional Diffusion 

The purpose of this primer is to demonstrate how actin treadmilling can be 

analyzed using 1-D diffusional analysis, as this will be essential to understanding the 

work presented in this chapter. Simple-diffusion describes the random and independent 

movement of < micron-sized objects that arises from thermal energy; however, 

diffusional analysis need not be applied only to situations that explicitly involve 

movement, and can be a useful method of analysis for other systems. Diffusional 

analysis, as it is applied to movement, is used to quantitatively describe the spatial 

distribution of a group of objects over time. In an idealized case, the spatial distribution is 

binomial, which is a classic statistical distribution describing the frequency and 

probability of multiple binary events. In the next few paragraphs, we will use a simple 

thought experiment to examine how the spatial distribution of objects undergoing simple-

diffusion in 1 -dimension is described by a binomial-distribution. 

To begin our thought experiment, imagine 16 frogs stacked in a tall column on a 

lily pad (Figure 2.1 A). Each frog is forced to hop but only once during a round and are 

only strong enough to hop to an immediately-adjacent lily pad, many of which are laid 

out along one axis. Frogs may hop in either direction (left or right) of their random 

choosing. In our thought experiment, we are interested in the relative spatial distribution 

of the frogs after each round of their random-hops. After the first round of random 

hopping, approximately half of the frogs have chosen to jump left and the other half right 

(Figure 2.IB). As a group, they are split evenly between the left-of-center and right-of-

center lily pads. This is analogous to flipping 16 coins; half the coins should fall heads. 

Thus, each frog is determining the outcome of a binary choice when they hop, much like 
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Figure 2.1. Random frog-hopping in 1-dimension. 
1-dimensional random frog-hopping is described by a binomial distribution. (A.) 16 frogs 
are stacked on the center lily pad to begin. (B.) After the first round of random hopping, 
half of the frogs have jumped to the left-of-center lily pad and the other half of frogs to 
the right-of-center lily pad. The frogs are evenly distributed about the center lily pad. (C.) 
After the second round of hopping, 4 frogs are on the left-most lily pad, 8 frogs are back 
on the center lily pad, and 4 frogs are on the right-most lily pad. The mean distribution of 
frogs is still evenly distributed about the center lily pad (net displacement = 0) but with 
each successive round, the frogs, by percentage, continue to hop away from the center 
lily pad. 
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flipping an imaginary coin. In the second round, frogs are faced with the same choice, 

hop left or hop right. We will now only consider frogs that are on the left-of-center lily 

pad, on which there are approximately 8 frogs. To hop two lily pads left of the original-

center, a frog must hop left twice in a row. This is analogous to flipping a coin heads 

twice in a row, which has a 25% chance of occurring, or the multiplicative product of the 

probabilities for each independent trial (50% x 50%). However, the other frogs will have 

hopped back to the center lily pad; thus having hopped left once and then right once. 

When frogs on the right-of-center lily pad are also considered, the overall relative 

distribution of frogs after the second round of hopping is 25% left, 50% center, and 25% 

right (Figure 2.1C). What should be evident from this brief thought experiment is that 

random frog-hopping, which is analogous to random molecule-movement, follows a 

binomial (or binary) process. 

Thus, it is possible to determine whether a molecule moves by random-walk 

(diffusion) based on properties of its spatial distribution over time. First, the average 

displacement of molecules, that is, the average net distance molecules have moved away 

from the center, is always zero for 1-D diffusive processes. Because 1-D diffusion is 

directionally unbiased, the percentage of molecules that have moved right is the same 

percentage of molecules that have moved left. Second, the variance of the distribution, or 

how spread-out the molecules are, varies linearly with time. The exact relationship is 

described by the equation below, where <x > is the variance of the distribution, D is the 

diffusion-coefficient and t is time: <x > = 2 D t. In simple terms, the diffusion-coefficient 

can be regarded as the average 'step-size' of a molecule. Larger steps permit a molecule 

to spread out faster. 
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When applying 1-D diffusional analysis to actin treadmilling, the movement of 

individual actin molecules is not explicitly considered; instead, relative length-changes in 

actin filaments (filament length-changes) are considered. Since only relative changes in 

filament length are considered, it is relatively unimportant to consider the number and 

absolute lengths of filaments; therefore, 1-D diffusional analysis can be performed 

irrespective of the initial actin polymerization conditions. Filament length-changes during 

treadmilling are amenable to diffusional analysis because the statistics of filament length-

changes satisfies the two criteria described above: 1. net length-changes equal zero and 2. 

the variance of length-changes scales linearly with time. By definition, actin filament 

length-changes satisfy the first criterion. Because treadmilling occurs at steady-state, the 

mass of polymers and monomers remains constant during this phase; therefore, no net 

change in filament lengths is possible. The second criterion is less obvious to determine 

•but was first demonstrated by Fujiwara et al. To determine this, the variance of the 

distribution of filament-length changes (<L >) is plotted relative to the difference in time 

between when length-measurements are taken (Ax). A linear relationship describes 

simple-diffusion; a non-linear relationship describes anomalous diffusion. Using this 

method of analysis, Fujiwara et al. were able to demonstrate that filament length-changes 

follow a simple-diffusion model. 

Abstract 

Recent observations of F-actin dynamics call for theoretical models to interpret 

and understand the quantitative data. A number of existing models rely on simplifications 

and do not take into account F-actin fragmentation and annealing. We use Gillespie's 
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algorithm for stochastic simulations of the F-actin dynamics including fragmentation and 

annealing. The simulations vividly illustrate that fragmentation and annealing have little 

influence on the shape of the polymerization curve and on nucleotide profiles within 

filaments but drastically affect the F-actin length distribution, making it exponential. We 

find that recent surprising measurements of high length diffusivity at the critical 

concentration cannot be explained by fragmentation and annealing events unless both 

fragmentation rates and frequency of undetected fragmentation and annealing events are 

greater than previously thought. The simulations compare well with experimentally 

measured actin polymerization data and lend additional support to a number of existing 

theoretical models. 

Introduction 

The dynamics of actin filaments is central to many cellular behaviors, including 

cell migration and cytokinesis (Bray, 2001). Classic experimental and theoretical studies 

during the 1970's and '80's elucidated minute details of actin nucleation and the 

subsequent rapid elongation of actin filaments, and many relevant rates were measured 

directly and/or calculated (Oosawa and Asakura, 1975; Pollard, 1986; Wegner and 

Savko, 1982). Subsequently, the process of filament treadmilling - in which ATP-G-

actin assembles at the growing barbed end, hydrolysis takes place in the middle of the 

filament, and ADP-G-actin dissociates from the shrinking pointed end - was predicted 

and observed (Pollard et ah, 2000). It has also become clear that treadmilling alone does 

not explain all observed actin turnover in vivo; rather, cells control the length 

distributions and dynamics of F-actin arrays via a host of actin accessory proteins such as 
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ADF/cofilin, profilin, capping proteins etc. (Pollard et al., 2000). Many experimental and 

theoretical studies have examined the effects of the various actin binding proteins. 

However, many questions about basic, unmodulated actin dynamics remain unanswered. 

These include the nature and rates of y-phosphate hydrolysis and release (Pieper and 

Wegner, 1996), the significance of different subunit conformations and orientations 

within the filament (Galkin et al., 2003), and the prevalence and nature of end-to-end 

filament annealing (Andrianantoandro et al, 2001; Howard, 2001), among others. 

Recently, direct observations of actin filaments have become possible at 

timescales sufficient to address some of these issues. One characteristic of F-actin 

dynamics under current scrutiny is length diffusivity: a value related to the mean 

expected length change during a given time interval for a dynamic polymer. For a one-

dimensional diffusion-like process of length change, <x > = 2 D t, where x is the length 

change, t is time, and D is diffusivity (Einstein, 1956). Thus, length diffusivity is 

calculated by plotting the mean squared length change - derived from a whole population 

of dynamic filaments - versus the time lag over which those changes are measured; for a 

diffusion-like process this produces a linear, increasing trend, and D is half the slope. 

Two groups have recently used TIRF microscopy to observe the lengths of individual 

actin filaments (Fujiwara et al., 2002; Kuhn and Pollard, 2005). In both cases, the 

calculated length diffusivity D (~30 monomer /sec) was over an order of magnitude 

greater than that expected for actin filaments at the critical concentration (~1 

monomer /sec). 

Various mechanisms have been proposed to explain this unexpected result: (i) 

measurement error that increases during the course of observation, which could cause 
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artifacts increasing calculated diffusivity; (ii) "dynamic instability"-like behavior similar 

to that observed in microtubules (rescues and catastrophes occur when a terminal ATP-

actin subunit(s) is added or lost followed by rapid growth or shortening of the barbed end, 

respectively); (iii) vectorial, rather than random, ATP hydrolysis in the filaments, (iv) 

pauses, preventing subunit loss or addition, that are either a natural yet heretofore 

unobserved behavior or arise from temporary attachments between filament ends and the 

glass coverslip; and (v) addition and loss of short fragments of F-actin, rather than 

individual monomers. 

Of these mechanisms, the statistics of experimental errors are difficult to 

characterize, and further experiments that characterize or control for measurement errors 

would be helpful in testing the plausibility of mechanism (i). Fujiwara et al. (Fujiwara et 

al, 2002) did not observe pauses (iv) in filament length histories, while Kuhn and Pollard 

did but discarded obvious pauses in the analysis of the length diffusivity (Kuhn and 

Pollard, 2005). Besides, the pauses would only increase the calculated length diffusivity 

for filaments undergoing net polymerization or depolymerization; both groups calculated 

unexpectedly high length diffusivities at or near the critical concentration (Fujiwara et al, 

2002; Kuhn and Pollard, 2005), where pauses should have little or no effect. Thus, 

undetected pauses are not likely to explain the length diffusivity observations. 

The effective dynamic instability mechanism (ii) has been addressed by two 

recent theoretical studies, both of which examined the dependence of length diffusivity 

on G-actin concentration (Vavylonis et al, 2005; Stukalin and Kolomeisky, 2006). By 

considering subunit addition and loss at barbed and pointed ends, and assuming random 

hydrolysis and slow phosphate release (consistent with rate constants in (Pollard et al., 
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2000)), Vavylonis et al. showed that the length diffusivity should reach the levels 

observed via TIRF microscopy (~30 monomer /sec) just below the critical concentration, 

then drop to ~l-5 monomer2/sec at and above the critical concentration (Vavylonis et al, 

2005). This behavior was attributed to mini-catastrophes/rescues, which are most 

prevalent just below the equilibrium concentration for ATP-actin at the barbed end. At 

such concentrations, "catastrophes" of consecutive ADP-actin losses and "rescues" of 

ATP-actin additions are both maximized. At concentrations very close to the critical 

concentration, however, treadmilling results in few ADP-actin subunits near the barbed 

end, and catastrophes decline. Stukalin and Kolomeisky, on the other hand, assumed a 

single vectorial hydrolysis and phosphate release step (iii), which they calculated would 

result in high diffusivity (-30 monomer /sec) just above the critical concentration 

(Stukalin and Kolomeisky, 2006). This is due to the fact that vectorial hydrolysis 

"targets" ATP to ADP conversions to the barbed end, keeping the ATP cap small. 

However, they used a relatively large rate (0.3 s" ) to describe the combined phenomena 

of vectorial hydrolysis and subsequent phosphate release. In addition, while still 

controversial, experimental evidence favors random hydrolysis over vectorial or non-

random mechanisms (Pieper and Wegner, 1996). 

There have been no detailed stochastic simulations of actin filament length that 

account for the processes of annealing and fragmentation, which change filaments' 

lengths drastically and abruptly. Therefore, we introduced these phenomena into 

stochastic simulations of populations of actin filaments to test mechanism (v): that 

fragmentation and annealing complement subunit addition and loss to enhance length 

diffusivity. We found that at normal fragmentation rates the diffusivity at critical 
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concentrations remained low, and only a combination of enhanced fragmentation rates 

and experimental errors greater than expected could increase the diffusivity to the 

observed level. 

We also used the simulations to examine the effects of filament annealing and 

fragmentation on the nucleotide distribution within the filaments, polymerization kinetics 

and filament length distribution. Both the polymerization kinetics and nucleotide profiles 

were largely unaffected by the incorporation of annealing and fragmentation. The 

filament length distribution, on the other hand, changed drastically, from broad, flat and 

initial condition-dependent in the absence of annealing and fragmentation to a stable 

stationary exponential distribution (independent of initial conditions) in their presence, in 

agreement with previous experimental studies (Kas et al, 1996; Sept et al, 1999). 

Finally, our simulations support a number of existing simplified models of actin 

dynamics. 

Methods 

Monte Carlo simulations were performed using Gillespie's First Reaction 

algorithm (Gillepsie, 1977; Gibson and Bruck, 2000). A random time interval was 

generated for each possible event in the reaction volume V: nucleation (subunit addition 

to a trimer); complete depolymerization of a filament (loss of a subunit from a tetramer); 

ATP-actin addition to a filament's barbed or pointed end; ATP-, ADPPj-, or ADP-actin 

loss from a barbed or pointed end; y-phosphate hydrolysis; y-phosphate release; filament-

filament annealing; random fragmentation; stress-induced fragmentation (Figure 2.2). 

Actin dimer concentration was calculated assuming equilibrium with monomers, and then 
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Figure 2.2. Reactions of actin dynamics implemented in our simulation. 
Subunit addition and loss from the fast-growing barbed end (to the right) and slow-
growing pointed end (to the left) are modeled, as well as y-P; hydrolysis and release from 
within each filament. Subunit recharging (replacing ATP for ADP or ADP Pi) is assumed 
to occur instantaneously once a subunit is in solution. Two mechanisms of filament 
fragmentation (random and stress-induced) as well as end-to-end annealing (see text) are 
also modeled. Constants for all reactions are listed in Table 2.1. 
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trimer concentration was calculated assuming equilibrium with dimers. Rate constants 

from Brownian dynamic simulations were used for both calculations (Sept and 

McCammon, 2001). Table 2.1 shows the values and references for all rate constants used. 

All events were modeled as first order or pseudo-first order events, and time intervals 

generated according to the equation t = - In (r) / k, where r is a uniformly distributed 

random number on (0, 1], and k is the first order or effective pseudo-first order rate 

constant. For N independent, identical events with the same rate constant k \ the effective 

rate constant k = N x k' was used. After time intervals for all possible events were 

generated, the event with the minimum time interval was then implemented, the current 

time of the simulation was updated by that time step, and then the whole process was 

repeated. 

In order to save calculation time, we only generated one random time interval for 

annealing at each time step: t = - In (r) / (N x ka), where ka has units of seconds"1 and is 

the pseudo-first order annealing rate constant of the form ka = [N] x (10/sec) / (1 + 0.01 x 

<L>), where [N] is the number concentration of filaments and <L> is the mean filament 

length in subunits. This form for ka was suggested by Andrianantoandro et al. 

(Andrianantoandro et al., 2001). If the annealing time was the minimum time, we then 

chose a random barbed end and a random pointed end to anneal. Using this method for 

simulation of annealing, we were able to reproduce the experimental results of 

Andrianantoandro et al. (Andrianantoandro et al, 2001) with very little error (Figure 

2.3). 

We simulated two pathways for fragmentation, using the random and stress-

induced mechanisms described in Sept et al. (Sept et al, 1999). For random 
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Table 2.1. Rate constants and reactions used in our simulation. 
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Event Rate C onstant 

Nucleation steps 

monomer to dimer 3J5.7 (iM*1 s 

dimer to monomer 1.63 e8 s 

dimertotrimer 2,18 IJM"1 S" 
trimer to dimer 1.3 e3 s" 

Subunit addition/loss 

ATP-actin addition at barbed end 11.6 IJM"1 S 
ATP-aciin addition at pointed end 1.3 IJM"1 s' 

ATP-actin loss from barbed end 1.4 s" 

ADP-Pj-actin loss from barbed end 1.4 s 
ADP- actin loss from barbed end 7.2 s" 

ATP-actin loss from pointed end 0.8 s" 

ADF-Pj-actinloss from pointed end 0.8 s 
AD P- actin 1 os s from pointed end 0.27 s" 

Hydrolysis (ATP- to ADP-Pi-actin) 0.3 s 
Phosphate release (ADP-Pj- to ADP-actin) 0.004 s 
Fragmentation/Annealing 

random fragmentation 1.1 e-8 subunits" s 

stress-induced fragmentation 1.8 e-8 subunits*2 \M~ s" 
annealing [10 * (1 + 0.01 x <L>)] pM'1 s 



Figure 2.3. Validation of annealing and fragmentation versus published experimental 
data. 
Our model, implemented as described in Methods, was used to simulate an experiment 
carried out in Andrianantoandro et al., 2001 (Andrianantoandro et al., 2001). Briefly, 0.5 
uM actin was polymerized in the presence of phalloidin to eliminate monomer addition 
and loss from filaments. The filaments were then mechanically sheared to an average 
length less than 0.5 micrometers, after which they were sampled, and the length 
distribution characterized by light microscopy, at various time points over 24 hours. We 
simulated the presence of phalloidin by reducing all subunit off-rates to zero, and 
mechanical shearing by increasing the random fragmentation rate constant by 10 orders 
of magnitude until the desired average length was achieved. Simulated distributions 
(gray '+') matched the measured distributions closely (black lines; data provided by 
Ernesto Andrianantoandro). 
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fragmentation, a random time was generated for each filament using the rate constant kj = 

kfr x Lj. For stress-induced fragmentation, a random time was generated for each 

filament using kj = kfS x <L>2 x [N] ; kfr and kfS are listed for random and stress-induced 

fragmentation in Table 1. If either fragmentation mechanism had the minimum event 

time, a random site for fragmentation was chosen, with no biases, from every subunit-

subunit bond in the appropriate filament. 

The state (ATP-, ADPPi-, ADP-actin) and relative position of each subunit 

within each filament in the simulation volume was tracked. The positions and 

orientations of filaments within the volume were not simulated. Because the model was 

not spatial in nature, and filaments within the simulation volume were taken to be 

representative of an arbitrarily larger reaction volume, diffusive movement of filaments 

into and out of the volume were not considered. The size of the simulation volume was 

adjusted in order to keep the number of filaments within a chosen range (usually 300 to 

600) as follows. If, due to nucleation or fragmentation events, the number of filaments 

increased beyond the chosen upper limit, the size of the simulation volume was decreased 

by one third, and each filament was given a 1 in 3 chance of being discarded. If, due to 

depolymerization or annealing, the number of filaments decreased beyond the chosen 

lower limit, the size of the simulation volume was increased by 50% and each filament 

was given a 1 in 2 chance of being duplicated and the duplicate then added to the list of 

filaments within the simulation volume. This alleviated the dilemma between choosing a 

large fixed simulation volume, which would allow initial nucleation over a reasonable 

timescale but cause very slow computation once many filaments had formed, and a small 

fixed simulation volume, which would run quickly later on at high filament number 
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concentrations, but in which nucleation would be poorly modeled as only one filament 

would represent the whole reaction volume at early times. 

In order to simulate the experimental conditions in Fujiwara et al. we chose to 

start with a higher initial concentration of free actin than the 0.3 uM they used (for Mg-

actin) (Fujiwara et al., 2002), because in simulations 0.3 uM actin requires on the order 

of 24 hours to fully polymerize. This is due, most likely, to the presence of small 

numbers of proteins that modulate actin dynamics in experimental purifications. Instead, 

we started simulations at 3.0 uM, then after 5 minutes reset the concentration to 0.3 uM, 

and allowed it to change freely after that. This resulted in a rapid initial burst of 

nucleation which allowed the simulated concentration to reach the critical concentration 

(-0.14 uM) in about an hour, much closer to the reported time of -20-25 minutes 

(Fujiwara et al., 2002). 

Measurements were simulated by recording the lengths of all filaments in the 

simulation volume at one minute intervals after the critical concentration was attained. 

However, in order to adequately simulate the measurement process employed by 

Fujiwara et al. and Kuhn and Pollard, we needed to discard length histories in which 

obvious annealing events took place, as both groups did (Fujiwara et al, 2002; Kuhn and 

Pollard, 2005). In addition, neither group observed fragmentation. This may have been 

because all filaments under observation were attached at one or several points to the glass 

coverslip, which may have stabilized them against fragmentation. Nevertheless, short 

segments at the ends of filaments could still have undergone fragmentation while 

escaping detection via time-lapse imaging. In order to account for both of these 

experimental phenomena, we used a parameter henceforth referred to as the "detectabihty 
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limit" in our analysis of filament length histories. The detectability limit represents a 

threshold length change such that either (i) an observer would have discarded the length 

history (in the case of annealing events), or (ii) the event would have been prevented by 

coverslip attachment (in the case of fragmentation events). While the length limits on 

these two phenomena could differ, we chose to introduce only one free length threshold 

parameter to our model. 

Rather than discard all the measurements in a length history, we simply broke a 

length history into two consecutive histories if an instantaneous (i.e. from one event to 

the next) length change greater than the detectability limit occurred. However, two 

consecutive measurements could still differ by an amount greater than the detectability 

limit due to several individual changes that are each less than the detectability limit, in 

addition to the contribution of subunit addition or loss. In addition, zero-mean Gaussian 

measurement error with a standard deviation of 0.54 urn, consistent with the error 

reported by Fujiwara et al. (Fujiwara et al, 2002), was added to all recorded lengths, 

increasing the possibility that two consecutive measurements could differ by more than 

the detectability limit. 

Results 

Simulations of filament populations reveal minute details of actin dynamics. 

Variable volume stochastic simulations of actin polymerization allow vivid illustration of 

the evolution of filament length distributions during polymerization. Figure 2.4 shows 

the polymerization kinetics (Figure 2.4A) and the average filament lengths (Figure 2.4B) 

over 24 hours for different initial free actin concentrations. Polymerization kinetics at 
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Figure 2.4. Polymerization kinetics modeled using stochastic simulation. 
Actin is polymerized for initial actin concentrations of 0.5 (solid), 1.0 (dashed), and 3.0 
uM (dash-dot). Data is averaged from 5 simulations at each concentration. (A) Time 
series for polymerized fraction using three initial actin concentrations. (B.) Average 
lengths for simulated populations, corresponding to simulations in panel A. 
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given rates of actin dynamics is insensitive to the the presence or absence of normal 

fragmentation/annealing. It is characterized by, first, an initial lag phase which can last 

for several hours for initial G-actin concentrations below 1 uM and is a decreasing 

function of this concentration. The amount of F-actin then increases linearly over a period 

of hours until saturation, at which G-actin reaches the critical concentration: -0.14 uM. 

At actin concentrations in the range of 1 to 10 uM, the lag and growth phases decrease to 

minutes. The simulated features of the polymerization kinetics in the absence of the 

fragmentation/annealing are in qualitative agreement with earlier data and calculations 

(Cooper et al, 1983; Tobacman and Korn, 1983). 

Although polymerization curves produced by simulations with and without 

fragmentation and annealing are similar, the evolution of filament length distributions is 

quite different. Initially, prior to significant G-actin depletion, the nucleation and filament 

elongation rates are almost constant, so filaments appear and grow at constant rates 

resulting in roughly uniform length distribution, the upper limit of which grows linearly 

with time. Then, as G-actin is depleted, the nucleation rate, which is a high power of the 

G-actin concentration, drops rapidly. In the absence of fragmentation and annealing, the 

filaments continue to elongate for a while until the G-actin concentration decreases to the 

critical concentration, at which the length distribution evolves into a wide and irregular 

peak (Figure 2.5) dependent on the initial conditions and with an average length on the 

order of tens of microns, in qualitative agreement with experimental data (Kas et al, 

1996). 

When fragmentation and annealing are accounted for, however, the evolution of 

the filament length distribution is markedly different. Fragmentation produces filament 
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Figure 2.5. Steady state length distributions of simulated actin filaments. 
Length distributions at steady state (-15-24 hours) are shown for simulations using 3.0 
uM initial actin either with or without normal annealing and fragmentation {black bars 
and gray bars, respectively). Distributions were averaged from 50 time points taken at 
10 minute intervals from -15^24 hours. 
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ends rapidly after very little nucleation and growth has occurred. This in turn depletes the 

G-actin concentration much more rapidly. Thus, the slowing of nucleation occurs almost 

simultaneously with the onset of significant fragmentation, after which the fragmentation 

rates increase to fairly constant levels. Annealing event rates increase as the number 

concentration of filaments increases. This progression depends on the initial free actin 

concentration, and is more rapid at higher concentrations. Fragmentation reduces the 

number of long filaments resulting first in a Poisson-like length distribution, and then, as 

the G-actin concentration reaches the critical concentration, in a stationary exponential 

distribution (Figure 2.5), in which the average filament length is determined by the 

balance of fragmentation and annealing and is -10 um (Figure 2.4B), in qualitative 

agreement with earlier experiments and approximate calculations (Oosawa and Asakura, 

1975; Septra / . , 1999). 

Higher fragmentation rates result in faster polymerization kinetics. Recent 

experimental approaches used labeled actin monomers to visualize filaments (Fujiwara et 

ah, 2002; Kuhn and Pollard, 2005), so there may have been an abnormal level of 

fragmentation in these studies. Indeed, neither the tetramethylrhodamine (TMR)- nor the 

Oregon Green (OG)-actin used in these studies can polymerize unless there are unlabeled 

G-actin monomers present with which they can copolymerize (Kuhn and Pollard, 2005; 

Kudryashov et ah, 2004). TMR-actin and unlabeled actin copolymers have been reported 

to polymerize faster than pure unlabeled actin, and copolymerization results in shorter 

filaments (Kudryashov et ah, 2004), both presumably due to increased fragmentation of 

F-actin. In order to simulate the presence of TMR- or OG-actin, we ran simulations in 
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which the random fragmentation rate constant was increased by factors of 5, 10, 50, 100, 

and 200, with an initial free actin concentration of 6 uM (to facilitate comparison to the 

results of Kudryashov et al. (Kudryashov et al, 2004). The resulting polymerization time 

series (Figure 2.6) show that increasing the fragmentation rate advances the 

polymerization curve and increases the greatest observed polymerization rate. We used 

these simulations to roughly calibrate against the experimental observations in 

(Kudryashov et al, 2004), where ~8 and -17% TMR-actin polymerization were 

advanced with respect to that of pure unlabeled actin (Figure 2.6, inset) to roughly the 

same degree as simulated actin with 50-, 100-, or 200-fold increased random 

fragmentation. Note that TMR-labeled actin was also observed to delay the initial 

nucleation phase by several minutes, suggesting that TMR-actin also affects nucleation 

(Kudryashov et al, 2004). We did not attempt to reproduce this effect of 

copolymerization. 

Fragmentation and annealing events affect neither nucleotide profiles within 

filaments, nor barbed ends length excursions. The recently observed high F-actin length 

diffusivities (Fujiwara et al, 2002; Kuhn and Pollard, 2005) could originate from length 

changes resulting directly from more frequent fragmentation and annealing events, or 

indirectly due to increased fragmentation exposing ADP-actin subunits (normally 

protected by the ATP-actin cap) allowing mini-catastrophes and -rescues of filament 

ends. In order to investigate the causes of the observed F-actin dynamics, we looked at 

the composition of the barbed-end terminal subunit(s) under various simulated 

conditions. First, we explored the dependence of the state of the barbed end-terminal 
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Figure 2.6. Simulated polymerization curves for various fragmentation rates. 
All polymerization simulations used 6 uM initial actin. Each curve used the random-
fragmentation rate constant (see Table) multiplied by a factor of (from right to left) 1 *, 
5x, 10x, 50x, lOOx, and 200x. Inset: Experimental polymerization curves for pure actin 
(black), 1:12 TMR-actin to unlabeled actin (8.3% labeled; dark gray), and 1:6 TMR- to 
unlabeled actin (16.6%; light gray), (x-axis is seconds; y-axis is absorbance; raw data for 
inset provided by Dmitri Kudryashov). 
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subunit on free actin concentration, by analyzing data from simulations in which constant 

concentrations ranging from 0.03 uM to 3.0 uM were imposed after a simulation reached 

the critical concentration. The fraction of terminal subunits in each state did not depend 

upon the presence of annealing and fragmentation, or a 50-fold increased fragmentation 

rate (Figure 2.7A). The exposure of ADP-actin at the first subunit is high at sub-critical 

concentrations, but decreases to almost zero at the critical concentration and above; at a 

concentration of 0.14 uM the barbed end terminal subunit was ATP-actin 69.1% of the 

time, ADP-Pj-actin 30.4% of the time, and ADP-actin 0.5% of the time, for simulations 

with 3.0 uM total actin. 

Next, we looked at the composition of the first micrometer (370 subunits) at the 

barbed end during a period of 30 minutes after the critical concentration was reached 

(Figure 2.7B). In each of three cases (no annealing or fragmentation, normal 

fragmentation and annealing, and 50-fold increased fragmentation rate with normal 

annealing), the fractions of ATP-, ADPPj-, and ADP-actin at each position are plotted. 

The results show that the steady state nucleotide profiles of the first micrometer within 

filaments, as well as the state of the barbed end-terminal subunit, are unaffected by 

fragmentation and annealing. These profiles agree roughly with those predicted by 

Binschadler et al. (Figure 3A,B in Bindschadler et al, 2004; note that their parameter set 

is different than ours) lending further support to the approximate model in (Bindschadler 

et al, 2004). 

Finally, we investigated length excursions of the barbed ends by tracking the 

persistence of subunit losses or gains. Only excursions that ended with a reversal, i.e. 

subunit addition event after a loss of a few subunits, were counted; excursions ended by 
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Figure 2.7. Nucleotide states of simulated actin filaments at steady-state. 
(A.) State of barbed end terminal subunit under imposed free actin concentrations at 
steady state. Curves are shown for 5 simulations: one with no annealing or fragmentation 
{solid line), two with normal annealing and fragmentation {dashed lines), and two with 
50x increased fragmentation rates {dotted lines). Vertical line {dash-dot) indicates critical 
concentration (0.14 uM). (B.) Nucleotide-states of the first 370 barbed end terminal 
subunits at steady state, for 3.0 uM total actin. The fraction of subunits in each nucleotide 
state averaged across all filaments tracked in the simulation volume. Shown are ATP-
{solid), ADP-Pj- {dashed), and ADP-actin {dotted). 
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an annealing or complete depolymerization event were discarded. 

The distribution of length excursions during a period of 30 minutes after the 

critical concentration was reached is shown for various fragmentation rates (Figure 2.8). 

The distribution shows that the excursion lengths are distributed exponentially, as is the 

'memory-less' dynamic instability phenomenon described in microtubules, but on the 

average are only a few subunits long, unlike the dynamic instability. The difference 

between the distributions corresponding to simulations without fragmentation and 

annealing and various fold-increases in the normal fragmentation rate (up to 200-fold) is 

very small: the greatest difference, for the frequency of 1 subunit addition/loss, is ~ 4%. 

The results illustrated in Figures 2.7 and 2.8 suggest that the addition and loss dynamics 

at the ends of filaments is not greatly altered by the inclusion of normal or even enhanced 

fragmentation and annealing in simulations. 

Simulations yield high diffusivities only if large length changes and higher 

fragmentation rates are allowed. In order to calculate length diffusivity in a manner 

similar to the one used in (Fujiwara et al, 2002), we examined simulated length histories 

in a 30 minute interval soon after the critical concentration was reached (~1 hour after 

simulations were begun). We processed simulation results using a range of detectability 

limits from 0.5 (am (close to the measurement error) to 2 um. This limit was, in our 

opinion, a maximum believable annealing or fragmentation event that could be missed by 

an experimenter between image acquisitions. Higher detectability limits resulted in 

higher calculated diffusivities (Figure 2.9). This is to be expected, because analysis of the 

same length histories with higher detectability limits means that fewer large annealing 
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Figure 2.8. Lengths of excursions (contiguous loss or gain of subunits) at the barbed 
ends of filaments. Excursions were measured by tracking the lengths of contiguous 
subunit losses or gains that were terminated by subunit gain or loss, respectively. 
Excursions terminated by annealing or complete depolymerization were not included in 
this analysis. Measurements were made during the period of 4000 to 5800 seconds, from 
simulations of 3.0 uM initial actin, beginning when the free actin concentration was close 
to the critical concentration (for the no fragmentation or annealing case) or had reached 
the critical concentration (all other cases). Curves are shown for no fragmentation or 
annealing (solid, filled circles) and 1*, 10x, 50x, 100x, and 200x fragmentation rates 
with normal annealing (solid/open circles, dashed/closed, dashed/open, dotted/closed, 
dotted/open, respectively). The maximum variation among these curves is for excursions 
of length -1 (3.6%) and +1 (4.1%). Also shown are two curves from simulations with 
normal annealing and fragmentation in which concentrations of 0.10 (solid line, small 
gray circles) and 0.14 uM (dashed line, asterisks) were imposed starting at 3600 seconds. 
In the simulations, the most frequent barbed end excursion lengths for imposed 
concentrations of 0.10 and 0.14 uM were between 1 to 4 subunits, and the most frequent 
excursion durations were between 0.6 and 0.9 seconds. Excursions at the pointed end 
were roughly the same magnitude, but slower (longer duration). 
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Figure 2.9. Length diffusivities calculated from simulations using various random-
fragmentation rates (no fragmentation or annealing, downwards-pointing triangles; 
normal fragmentation and annealing, diamonds; and normal annealing with increased 
random fragmentation: 10*, stars; 50x, squares; 100x, circles), analyzed using 
detectability limits (see text) from 0.5 to 2 um. Data from three simulation runs for each 
parameter set are shown {open symbols), along with average {solid lines). 
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and fragmentation events are excluded from the calculation of length diffusivity. 

When no annealing or fragmentation was allowed, or at normal level of annealing 

and fragmentation, the detectability limit had almost no effect on low length diffusivity 

(Figure 2.9). Thus, normal levels of annealing and fragmentation would not likely 

account for the high length diffusivities observed experimentally. As argued above, 50- to 

200-fold fragmentation rate increases possibly accompanied TMR- or OG-actin assembly 

in the experiments, so we calculated diffusivities from simulated length histories with 

increased fragmentation rates (Figure 2.9). High fragmentation rates did not greatly affect 

the calculated diffusivity at a detectability limit of 0.5 um, but had large effects at higher 

detectability limits. The simulations, even at very high detectability limit of 2 um, cannot 

explain measured diffusivities above 30 monomers /s at normal, or ten-fold increased 

fragmentation rates. The minimum detectability limit which would have to be assumed in 

order to obtain measured diffusivities above 30 monomers /s decreases with increasing 

fragmentation rate is -1.5 um for 50 x fragmentation, and ~1 um for 100 x 

fragmentation. Thus, only rates of fragmentation increased two orders of magnitude 

(consistent with the fractions of labeled actin monomers used in both experimental 

studies) could have led to the high length diffusivities, if it is assumed that experimenters 

could have missed fragmentation or annealing events on the order of ~1 - 1.5 um. We 

find this very believable because such fragments could appear in or disappear from the 

plane of focus quite easily between image acquisitions, and the resulting length changes 

would have been masked by measurement error on the order of 0.5 um. 
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Length diffusivity dependence on actin concentration. Because Fujiwara et al. 

used 10% TMR-actin in their studies (Fujiwara et al, 2000), we chose to focus on a 50-

fold increase in fragmentation as most representative of the experimental conditions 

(Figure 2.6). We analyzed the dependence of diffusivity on detectability limit and 

fragmentation (no fragmentation or annealing, normal fragmentation and annealing, and 

50-fold increased random fragmentation rate with normal annealing) at imposed 

concentrations from 0.03 uM to 0.3 uM (Figure 2.10). With no fragmentation or 

annealing, there is no dependence on the detectability limit, and diffusivity reaches a 

peak of 30-40 monomers /s at around 0.1 uM, and drops back to 1-5 mon /s at and above 

the critical concentration (Figure 2.10A). This result is in good agreement with the 

conclusions of Vavylonis et al. (Vavylonis et al, 2005). At normal fragmentation and 

annealing rates, and 50-fold increased fragmentation rates, diffusivities increase with 

increasing detectability limits, but largely keep the same dependence on concentration 

(Figure 2.10B,C). 

Discussion 

Impressive recent gains in quantitative understanding of actin dynamics are due in 

no small measure to modeling efforts accompanying experimental studies (Pollard and 

Borisy, 2003). The most popular approach to modeling is to describe actin populations 

using differential equations (Pieper and Wegner, 1996; Sept et al, 1999; Bindschadler et 

al, 2004; Ermentrout and Edelstein-Keshet, 1998). Recently, this approach allowed the 

prediction of spatial distributions of the nucleotide profiles within filaments 

(Bindschadler et al, 2004). Earlier, solutions of differential equations describing 
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Figure 2.10. Length diffusivity versus free actin concentration for 300-600 filament 
simulations with (A.) no annealing or fragmentation, (B.) normal annealing and 
fragmentation, and (C.) 5 Ox fragmentation with normal annealing. Curves represent 
detectability limits of 0.5 um {solid, filled circles), 1.0 um {solid, open circles), 2.0 um 
{dashed, filled circles). 
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polymerization and gelsolin-induced fragmentation, but not annealing (Ermentrout and 

Edelstein-Keshet, 1998), predicted transient peaks in filament length distributions and 

monotonically decreasing stationary length distributions. There is also rich literature on 

fragmentation/annealing modeling in non-actin systems (VanDongen and Ernst, 1984; 

Marques and Cates, 1994), in which both stationary polymer size distributions and 

temporal transients leading to these distributions were investigated. These efforts were 

forced to use approximations, and could only follow a finite number of descriptors of a 

population (e.g. mean and standard deviation of filament lengths). The danger of these 

approximations is that small changes in the model assumptions can have drastic 

consequences for the model results (Ermentrout and Edelstein-Keshet, 1998). Stochastic 

simulations (one of the first such efforts were Monte Carlo-type simulations (VanDongen 

and Ernst, 1984), on the other hand, can explicitly follow each filament and subunit in a 

population, but efforts in this area to date have excluded the important processes of 

fragmentation and annealing (Vavylonis et al, 2005; Dufort and Lumsden, 1993) with 

the exception of several studies of the combined effects of severing, capping and 

branching on the critical concentration of actin (Carlsson, 2005; Carlsson, 2006). 

In this study, we used Gillespie's stochastic simulation algorithm in order to 

simulate F-actin dynamics, including the processes of fragmentation and annealing 

(Gillespie, 1977). We implemented recent models of fragmentation (Sept et al, 1999) 

and annealing (Andrianantoandro et al, 2001), in a variable volume stochastic 

simulation, which allowed rapid simulation of in vitro polymerization of purified actin. 

Nevertheless, several simplifying assumptions were made in order to yield reasonable 

computation times. The first of these was the assumption that ATP replaces ADP on G-
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actin instantaneously; i.e. there is no ADP-G-actin. We were able to run simulations 

without this simplification, and found that although it affected the critical concentration 

somewhat, other aspects of filament dynamics and composition were almost completely 

unaffected (Figure 2.11). The second simplification was using average filament length to 

calculate fragmentation (random and stress induced) and annealing times. A more 

realistic approach might be to calculate separate times for each filament (for 

fragmentation) and pair of filaments (for annealing) based on their individual lengths 

(Hill, 1983). However, our model was able to closely reproduce data from experiments in 

which annealing and fragmentation were ostensibly the only events that could occur 

(Figure 2.3). Since there is no direct empirical data correlating the annealing or 

fragmentation of individual filaments to their lengths, we feel that our approach is as 

accurate as possible at this time. Nevertheless, future simulations that do not employ this 

simplification may be revealing. 

One of the advantages of stochastic simulation of individual filaments is that it 

allows vivid illustration of transient actin dynamics. Our results for polymerization 

kinetics in the absence of fragmentation/annealing is in a very good qualitative agreement 

with earlier data and calculations (Cooper et al, 1983; Tobacman and Korn, 1983). We 

predict that at low fragmentation rates the polymerization kinetics is not affected by 

fragmentation/annealing. However, at higher fragmentation rates, the polymerization 

curve is characterized by a more abrupt transition between the growth phase and 

saturation, in qualitative agreement with earlier studies (Wegner and Savko, 1982; 

Frieden and Goddette, 1983). Similarly, we observed that fragmentation and annealing 

have little influence on the nucleotide profiles within filaments, which are similar to those 
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Figure 2.11. Effects of assuming instantaneous nucleotide exchange on G-actin 
monomers. 
In order to check this assumption, which was used for all results in the main body of the 
paper, we performed hybrid simulations of stochastic filament-related events (nucleation, 
subunit addition/loss, annealing, fragmentation) in parallel with numerical solution of 
differential equations describing nucleotide exchange (ATP for ADP) on G-actin, on 
novel model results. A rate constant of 0.009 s"1 for nucleotide exchange (ATP for ADP) 
on G-actin was used (5), and the time interval for calculation of concentration changes 
was 0.01 seconds. (A) Polymerization curve for a 3.0 uM total actin simulation over 24 
hours (86400 seconds); ATP-G-actin (red line) and ADP-G-actin (green line). The 
critical concentration was -0.138 uM, as opposed to -0.140 uM, and the time course of 
polymerization was qualitatively similar to those of simulations in which instantaneous 
exchange of ATP for ADP was assumed (see Figure 2.4 A). With instantaneous exchange, 
ATP-G-actin decreased from 3.0 to less than 0.15 uM in 51 ±2 minutes, whereas with 
hybrid stochastic simulation of filament events and numerical solution of nucleotide 
turnover (this figure), ATP-G-actin decreased from 3.0 to less than 0.15 uM in 47 ± 1 
minute (N = 3 for each type of simulation, mean ± sem). (B) Distribution of bound 
nucleotides in the barbed end terminal micrometer. These distributions closely match 
those from straight stochastic simulations (Figure 2.5B). (C) Length excursions at the 
barbed end between 4000 and 5800 seconds for 3.0 fiM total actin. The distribution of 
these growth (positive) and shrinking (negative) excursions appears no different from that 
for simulations without ADP-G-actin accounted for. 
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predicted by a previous model (Bindschadler et al., 2004) that used significant 

simplifications. 

Without fragmentation and annealing, our simulations predict a broad and 

irregular distribution of filament lengths with an average length of tens of microns, which 

is in qualitative agreement with the experimental data (Kas et al, 1996; Limozin et al, 

2003). Early evolution of the filaments' length distribution derived from our simulations 

agrees qualitatively with theoretical conclusions of Hu et al. (Hu et al, 2006): after early 

nucleation and initial elongation phases, the length distribution undergoes effective 

'diffusive' redistribution of subunits between the filaments for a few hours. The addition 

of annealing and fragmenting causes a drastic change in the F-actin length distribution, 

making it exponential, in agreement with earlier data and approximate calculations (Sept 

et al., 1999). The reason for the exponential distribution at steady state is the balance 

between the fragmentation of longer filaments and annealing of shorter ones, resulting in 

a characteristic mean length that is largely independent of the monomer concentration. 

Our simulations predict a mean length of ~10 um that is very close to experimental 

observations (Sept et al, 1999). 

One of the motivations for this work was recent observation of high length 

diffusivities by Fujiwara et al. and Kuhn and Pollard, surprising because it suggested that 

accepted mechanisms of F-actin dynamics are incomplete (Fujiwara et al, 2002; Kuhn 

and Pollard, 2005). Our results indicate that some combinations of high fragmentation 

rates (i.e. 50-fold higher or more, which is plausibly a consequence of the use of labeled 

actin) and high detectability limits (i.e. 1-1.5 um, which is plausibly due to the limits of 

resolution and the lack of continuous image capture) may explain high observed F-actin 
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length diffusivity. The simulations show that these recent observations are not 

inconsistent with random hydrolysis and phosphate release and may be a direct result of 

annealing and fragmentation of short fragments, rather than enhanced exposure of ADP-

actin in filaments. 

The remaining issue, however, is why such high fragmentation rates were not 

observed directly in the experiments on length diffusivity, and how likely high 

detectability limits are. It is also not clear how likely the simultaneous occurrence and 

congruence of high fragmentation rates and high detectability limits is. Our simulations 

merely indicate quantitatively the conditions under which the experimental results could 

be explained by the combination of experimental error, fragmentation and annealing. If 

these conditions are not met, the search for the explanation would have to expand. 

Further complexities in actin dynamics may also affect length diffusivity. For 

example, some evidence suggests that actin subunits undergo conformational changes 

over a period of minutes to hours following polymerization that increase the local 

stability of the filament (Orlova et al, 2004). Such stabilization would bias fragmentation 

events towards the barbed end in polymerizing or treadmilling populations, thereby 

increasing the frequency of short (e.g. < 1 um) length changes, which could also account 

for some portion of high observed length diffusivities. This example illustrates the utility 

of combining modeling and experimentation approaches, as future studies could predict 

the degree to which standard models of actin dynamics might be inaccurate, as the 

experimental data to both suggest and verify inaccuracies becomes available. 
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Chapter 3 

Growth cone-like waves transport actin and promote axonogenesis and neurite 

branching 

Preface and Acknowledgement 
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contributions to the publication demonstrated that waves represent a bona fide 

mechanism of actin transport, which was accomplished in part by determining 

quantitative differences in the fluorescence-decay profile and spatial distribution of 

photo-converted Dendra-actin in waves versus non-wave regions (neurites without a 

wave). Results from these two modes of analyses, which were derived from 1-D 

diffusional analysis, strongly suggest that actin is transported by simple-diffusion in non-

wave regions. In contrast, actin is retained in waves and is translocated with the wave 

even as the wave moves. Altogether, our results suggest that waves are able to deliver a 

bolus of actin and other growth-promoting factors to the growth cone, and thereby 

stimulate pulsatile neurite outgrowth. 
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Abstract 

Axonogenesis involves a shift from uniform delivery of materials to all neurites to 

preferential delivery to the putative axon, supporting its more rapid extension. Waves, 

growth cone-like structures that propagate down the length of neurites, were shown 

previously to correlate with neurite growth in dissociated cultured hippocampal neurons. 

Waves are similar to growth cones in their structure, composition and dynamics. Here, 

we report that waves form in all undifferentiated neurites, but occur more frequently in 

the future axon during initial neuronal polarization. Moreover, wave frequency and their 

impact on neurite growth are altered in neurons treated with stimuli that enhance 

axonogenesis. Coincident with wave arrival, growth cones enlarge and undergo a marked 

increase in dynamics. Through their engorgement of filopodia along the neurite shaft, 

waves can induce de novo neurite branching. Actin in waves maintains much of its 

cohesiveness during transport whereas actin in non-wave regions of the neurite rapidly 

diffuses as measured by live cell imaging of photoactivated GFP-actin and 

photoconversion of Dendra-actin. Thus, waves represent an alternative axonal transport 

mechanism for actin. Waves also occur in neurons in organotypic hippocampal slices 

where they propagate along neurites in the dentate gyrus and the CA regions and induce 

branching. Taken together, our results indicate that waves are physiologically relevant 
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and contribute to axon growth and branching via the transport of actin and by increasing 

growth cone dynamics. 

Introduction 

After terminal differentiation, neurons form neurites which then grow, arborize, 

and respond to environmental cues to form complex synaptic connections. The extending 

neurites are initially similar, but then acquire different identities becoming either axons or 

dendrites during polarization, which is necessary to neuronal function. Cultured 

hippocampal neurons have served as a model for many aspects of development including 

axon specification and branching (Craig and Banker, 1994; da Silva and Dotti, 2002). 

Axon specification involves cytoskeletal reorganization (Witte and Bradke, 2008), as 

well as the regulation of intracellular transport (Horton and Ehlers, 2003). Prior to axon 

formation, in what are known as stage 2 hippocampal neurons, transport is relatively 

uniform in all processes. Later, during the stage 2-3 transition in which axon specification 

and growth occur, there is an asymmetric increase in anterograde transport into the 

presumptive axon (Bradke and Dotti, 1997). This increase in transport is reflected by an 

engorgement and increased dynamics of the growth cone of the emergent axon (Bradke 

and Dotti, 1997, 1999; Kunda et al, 2001). Accumulating in the presumptive axon are 

proteins that impact the development of neuronal polarity including many cytoskeletal 

regulators (Shi et al, 2003; Schwamborn and Puschel, 2004; Inagaki et al, 2001; 

Garvalov et al, 2007). A general increase in transport could contribute to the increased 

levels of these proteins in the axon; however, other mechanisms such as selective 
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degradation of proteins in minor processes (Schwamborn et al, 2007) and selective 

association with axon-specific kinesin motors (Jacobson et al., 2006) are also at work. 

In hippocampal neurons, axons as well as dendrites undergo periodic extension and 

retraction. Ruthel and Banker (1998, 1999) initially identified and characterized another 

periodic phenomenon that they called "waves" which could underlie, at least partially, the 

pulsatile outgrowth. Waves appear similar to growth cones, often originate at the soma, 

travel down the length of axons and dendrites, and are associated with spurts of 

outgrowth. Waves travel at a speed consistent with slow component b (SCb) of axonal 

transport (~3 um/min), which carries actin and actin associated proteins and which may 

be rate limiting for neurite growth (Wujek and Lasek, 1983; McQuarrie and Jacob, 1991). 

Thus waves may represent one mechanism to supply growth cones with actin as well as 

other growth promoting proteins. 

Here we use live-cell imaging to characterize wave behavior and effects on 

neuronal development. We confirm that waves are indeed similar to growth cones. 

Waves occur in all processes in stage 2 neurons but become more frequent in 

presumptive axons during the stage 2-3 transition and their prevalence increases with 

treatments that enhance axonogenesis. Waves deliver actin and associated proteins to 

growth cones or to filopodia along the neurite shaft, which are often associated with 

neurite growth and filopodial engorgement to create neurite branches, respectively. 

Waves occur in organotypic hippocampal slices, demonstrating that they can contribute 

to growth in a relevant physiological setting. The implications from these results are that 

waves contribute to neuronal branching and axon growth. 
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Materials and Methods 

Neuronal Cell Culture: Rat and mouse hippocampal neurons were dissected at 

day El 8 and El6.5, respectively, and either used directly in experiments or frozen as 

previously described (Mattson and Kater, 1988; Garvalov et al, 2007). Neurons were 

cultured on poly-d-lysine (Sigma) coated glass coverslips in either neurobasal (Gibco) 

supplemented with B-27 (Invitrogen, San Diego, CA) and glutamine (Minamide et al., 

2000) or in glial conditioned N2 medium as previously described (de Hoop, 1998). The 

myosin II inhibitor, blebbistatin (Sigma Aldrich) was dissolved in DMSO at 100 mM and 

applied to neuronal cultures at a final concentration of 2.5 uM. For long-term cultures, 

blebbistatin was added to growth medium 16 h after plating through the termination of 

the experiment. In some experiments neurons were plated on mixed poly-d-lysine-

laminin (10mg/ml) substrate. 

Adenoviral Infections: Replication deficient adenoviruses were produced 

(Minamide et al, 2003) for transgene expression in neuronal cultures essentially as 

described (Garvalov et al., 2007). The viruses used in these studies include wild-type and 

nonphosphorylatable (active, S3A) human cofilin constructs fused to monomeric Red 

Fluorescent protein (mRFP; Campbell et al., 2002). An adenovirus containing the 

neuron-specific enolase promoter (NSE; Forss-Petter et al, 1990) driving cofilin 

expression was also used for live-cell imaging experiments. Beta-actin fused at its C-

terminus to mRFP, GFP, a photo-activable (pa) GFP (kind gift of Jennifer Lippincott-
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Schwartz, National Institute of Health) or the green-to-red photo-convertible(pc)-Dendra 

protein (kind gift of Michael Tamkum) were also used to visualize actin in live cells. 

Adenoviral mediated expression of hippocampal slice preparations were performed as 

previously. Slices were prepared for time-lapse imaging 2-4 days post-infection (see 

below). 

Immunocytochemistry: Fixation, blocking and immunostaining were performed 

essentially as previously described (Garvalov et al, 2007). All neurons were fixed 30 min 

at 37°C in 4% paraformaldehyde in cytoskeletal preservation buffer (10 mM MES pH 

6.1, 138 mM KC1, 3 mM MgC12, 10 mM EGTA, and 0.32 M sucrose). After blocking, 

immuno staining was performed with the following primary antibodies: Taul (1:1000; 

Chemicon), p-tubulin (1:300; Sigma), Rapl (1:250; BD Biosciences), Gap43 (1:300; De 

la Monte et al, 1989), and cdc42 (1:250; Santa Cruz Biotech), total cofilin (MAb22;14.8 

ug/ml, Abe et al., 1989) and for phospho-cofilin (1.1 ug/ml, Meberg et al., 1998). IgG 

secondary antibodies (Molecular Probes, Eugene, Oregon) used were Fluorescein goat 

anti-mouse IgG, Texas Red goat anti-rabbit, Alexa 650 goat anti-mouse and Alexa 350 

goat anti-mouse (all at 1:400). Texas Red- or Alexa 488-conjugated phallodin (1:200) 

was used to visualize actin filaments. Coverslips were mounted with Prolong Anti-fade 

(Molecular Probes). Images were acquired with a Nikon (Tokyo, Japan) Diaphot inverted 

microscope using 20X air (0.75 NA), 40x oil (1.3 NA) and 60X oil (1.4 NA) objectives 

and a Coolsnap ES CCD camera (Roper Scientific, Tucson, AZ). Metamorph software 

(Universal Imaging, Westchester, PA) was used for image acquisition and analysis. 
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Organotypic hippocampal slice cultures: Organotypic hippocampal slice cultures 

were performed on postnatal day 0 to 5 Sprague-Dawley rat pups or Thyl-YFP mouse 

pups (line H; (Feng et al, 2000); Jackson Laboratory) as previously described (Davis et 

al., 2009). In some cases, small Dil crystals (Invitrogen-Molecular Probes) were placed 

in the hilus region of the dentate gyrus as described (Dailey et al, 1994), resulting in 

labeling of cells in the dentate gyrus as well as mossy fiber tracts. Slices were incubated 

for 3-48 h at 35° C prior to fixation or live-cell microscopy. 

Live-cell microscopy: Live-cell microscopy was performed on an Olympus 1X81 

microscope equipped with a Yokagawa CSU22 spinning disk confocal head, AOTF and 

an EM-CCD cascade II camera (Photometries). Diode lasers with 473 nm and 561 nm 

peak wavelengths were used for GFP and RFP excitation, respectively. DIC images were 

captured with an HQII camera. The objectives used include: lOx (0.3 NA), 20x (0.17 

NA) air objectives, 40X DIC (1.35 NA), and 60x (1.42 NA) oil objectives. Computer 

controlled acquisition was performed with Slidebook Software (Intelligent Imaging 

Innovations, Denver, CO). For some experiments a phase contrast objective on the 

heated stage of a Nikon Diaphot microscope equipped with a Metamorph controlled CCD 

camera was used. 

Time-lapse imaging for analysis of wave effects on neuronal development was 

performed either in glass bottom T-25 flasks or 35 mm dishes (German glass coverslips 

sealed with aquarium sealant). El6.5 mouse hippocampal neurons were cultured in 

neurobasal medium and pH equilibrated in a 5% CO2 incubator prior to imaging. The 35 

mm dishes were used in a humidified, CO2 regulated system at 37°C. For long-term 
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experiments, images were acquired every 2.5-5 min. For short-term experiments, images 

were acquired every 10 s. Fluorescence image acquisition parameters varied depending 

on the particular experiment and were empirically determined to balance signal intensity 

and minimize cellular toxicity. In some cases neutral density filters were used to decrease 

excitation energy. 

Adenovirally expressed photo-activatable(pa)-GFP or photo-convertible(pc)-

Dendra (Gurskaya et al., 2006) fused to B-actin was activated 3 days postinfection with a 

computer-controlled Hg light source (405 nm) under control of the Mosaic Digital 

Diaphragm system (Photonics Instruments). For pa-GFP-P-actin, waves were identified 

using bright field optics and a selected region encompassing the wave was photo-

activated for Is. Confocal images at 473 nm excitation were then acquired at 30-60 s 

intervals. In neurons expressing Dendra-B-actin, waves were identified by green 

fluorescence (473 nm). A region of the neurite with or without a wave was targeted with 

the Mosaic FRAP-system and photo-converted (400 ms). Following photo-conversion, 

images were captured using 561 nm excitation (500 ms) at 5-, 20-, or 60-second intervals. 

Before photo-conversion, an image using 473 nm excitation was captured to show the 

region of the neuron targeted. Though the first frames of the 561 nm time-series are 

marked "0-sec post-conversion", it is actually delayed by -10 s because of the 

operational delay in switching between imaging modes. Line-scans were made in 

Metamorph by manually drawing a one pixel-wide line (approximately 200 pixels long) 

through the targeted neurite and the intensity profiles were exported to Excel. Peak of 

fluorescence decay curves were made by manually drawing a one pixel-wide line that 
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spanned the length of the original targeted boxed region and the average intensity values 

were exported to Excel. Curve-fitting using an exponential equation was done in Excel. 

For live-cell imaging of hippocampal slices, an area of the membrane with one to three 

slices adhered was excised and placed slice-side down on a glass bottomed 35 mm dish. 

The slice was stabilized with a plasma clot made by mixing 20 ul chicken plasma with 6 

ul thrombin. After clot formation, 400-500 ul of slice medium was added, completely 

submerging the slices. Diode lasers (561 nm and 473 nm) were used for fluorescence 

imaging of Dil and Thyl-YFP labeled neurons, respectively. Growing neurites and 

dynamic growth cones were maintained in slices for >24 h. In some cases images were 

analyzed using Metamorph software. 

Morphological analysis of growth cones and waves: Growth cone and wave 

dynamics were measured from time-lapse DIC images from which was calculated the 

change in area every ten seconds (AA/lOs) (Endo et al, 2003) by superimposing adjacent 

images from an image stack using Metamorph software. The average change in area 

from a sequence of 10 images was used for each growth cone and wave. Growth cones 

were characterized as inactive (<12% AA/lOs) or active (> 12% AA/lOs). 

Axons were defined as being > 80um in length and containing intermediate to 

high levels of Taul immunofluorescence (Schwamborn and Puschel, 2004; Jiang et al, 

2005). Neurites with an absence of Taul staining were not counted as axons regardless 

of length. Neurons were counted with multiple axons when they displayed two or more 

neurites > 80um in length that immunostained for Taul. Waves were defined in fixed 

specimens as F-actin rich growth cone-like structures with filopodial and/or lamellipodial 
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features. From our live-cell imaging experiments we observed that the majority (>80%) 

of such structures were waves. Branches were defined as protrusions off of the primary 

neurite that were > 20 um. 

Axon formation is defined as the moment when one neurite reaches >80 jam in 

length and is at least twice as long as the next longest neurite. Measurements of wave 

frequency were taken over three four hour intervals: stage 2, stage 2-3 and stage 3. For 

the stage 2-3 transition the 4 h flanking (2 h before and 2 h after) axon formation was 

used for analysis. Neurite growth measurements after wave arrival were performed 

using Metamorph imaging software. Bursts of outgrowth were measured from the 

position of growth cone tips immediately before to 10 min following wave arrival. 

Results 

Molecular composition and dynamics of waves. We confirmed the observations of 

waves reported by Ruthel and Banker (1998, 1999) including their growth cone-like 

morphology, velocity, and effects on outgrowth when they arrived at the distal neurite 

(Figure 3.1). In cases where waves consolidate into the neurite shaft they were not 

associated with bursts of neurite growth. To further quantify the behavioral similarity 

between waves and growth cones, we compared their motility by live-cell DIC time-lapse 

imaging (Figure 3.1C, D). Total area changes per 10 s intervals are similar between 

growth cones and waves. We also examined waves for microtubule organization (Figure 

3. IB) and for the presence of tyrosine-tubulin and acetylated-tubulin, which represent 

newly assembled microtubules and stable microtubules respectively (Figure 3.IE). The 

tips of the microtubules that splay out from the bundles in the neurite contain tyr-tubulin, 
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Figure 3.1. Waves have growth cone-like characteristics and propagate along the lengths 
ofneurites. 
(A.) DIC images of a wave (black arrowhead) advancing down a neurite shaft. Note that 
as the wave approaches the distal neurite, the growth cone (white arrowhead) retracts and 
then engorges and advances following wave arrival. Relative times in min are indicated 
in lower right corner. (B.) Fluorescent images of F-actin (phallodin), tubulin, and cofilin 
in a hippocampal neuron with two waves (arrowheads). Note the high levels of F-actin 
and cofilin and the splaying of microtubules in the waves. Magnified views of a growth 
cone and a wave are shown in the right panel. Note the similar features including 
filopodia, lamellipodia and splaying microtubules. (C.) DIC time-lapse images (10 s 
intervals) of growth cone (top panel) and wave (bottom panel), which both contain 
dynamic filopodial and lamellipodial protrusions. Relative times are shown in seconds in 
the lower right of the images. (D.) Quantification of change in growth cone and wave 
area over ten second intervals (AA/10s) indicates that growth cones and waves have 
similar dynamics. Growth cones show 23.5±7.5% AA/lOs and waves show 27.5±7.3% 
AA/lOs (non-significant difference (ns)). (E.) Wave (arrowhead) stained for acetylated 
and tyrosinated tubulin and phalloidin stainable F-actin. Insets show higher magnification 
of wave region. Color image is overlay of acetylated and tyrosinated tubulin. 
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demonstrating that they are actively growing, whereas the microtubules in the neurite 

shaft are predominantly acetylated (stable) microtubules. 

In addition to actin, cortactin and GAP-43 previously shown to be in waves 

(Ruthel and Banker, 1998, 1999), we identified other normal constituents of growth 

cones including the Rho GTPases Rap IB, cdc42 and Racl (Kunda et al, 2001; 

Schwamborn and Puschel, 2004), ADF/cofilin (Garvalov et al., 2007), Arp3 (Strasser et 

al, 2004), slingshot (Abe et al, 2003), and LIM kinase 1 (Rosso et al, 2004) (Figure 

3.2). In addition, waves are enriched in tetanus insensitive vesicle associated protein (TI-

VAMP)-containing vesicles, suggesting that waves are sites of membrane addition which 

may be crucial for neurite growth (Alberts et al, 2006). Taken together, these data 

confirm that waves are growth cone-like structures in their composition, cytoskeletal 

organization and dynamics. 

Wave frequency and impact on growth cones during axonogenesis. Waves have 

not been studied in relation to axonogenesis during the stage 2 to 3 transition 

(axonogenesis~see definition in materials and methods). By time lapse imaging of 

individual neurons maturing from stage 2 to stage 3, the neurite that develops into the 

axon can be identified. Movies can be examined at earlier stages to identify waves in all 

neurites, quantify their frequency, and determine how they impacted axon development. 

Although waves occur in multiple neurites in stage 2, they occur more frequently in the 

neurite that later develops into the axon (Figure 3.3B). However, at this developmental 

stage the impact of waves on transient neurite elongation is essentially the same for all 

minor processes (Figure 3.3B). During the stage 2-3 transition, wave frequency increases 
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Figure 3.2. Proteins associated with axon growth localize to waves. 
Immunofluorescence localization of positive regulators of axon growth to waves in 
cultured hippocampal neurons. Waves are indicated by a white arrowhead and distal 
neurite tips are indicated by a gray arrowhead. The ADF/cofilin regulatory proteins, 
slingshot phosphatase 1L (SSH) and Lim kinase 1 (LIMK), co-localize to waves (top 
row, left two panels). Growth-Associated Protein 43 (GAP 43) co-localizes with cofilin 
in waves (second row, left 2 panels) as does the Rho GTPase, Rapl (third row, left 2 
panels). Another Rho GTPase essential for normal axon formation, cdc42, co-localizes 
with actin in waves (bottom row). The actin regulatory proteins, Racl, cortactin and Arp3 
also localize to waves. 
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Figure 3.3. Waves are associated with axonogenesis. 
(A.) Phase images of waves in stage 2-3 neurons. Multiple waves occur in the developing 
axon (arrowheads). Time shown is in h:min. (B.) Quantification of the frequency and 
impact of anterograde waves in neurites of stage 2, stage 2-3 and stage 3 neurons (see 
definition in methods) followed for 24-72 h. Wave frequency increases in the developing 
axon during the stage 2-3 transition. During stage 2, the neurite destined to become the 
axon averages 1.14±0.45 waves/h and minor neurites average 0.63±0.31 waves/h. During 
the stage 2-3 transition, the developing axon averages 1.55±0.67 waves/h while the minor 
neurites average 0.55±0.22 waves/h. During stage 3, the newly formed axon averages 
1.2±0.53 waves/h while the minor neurites average 0.59±0.22 waves/h. Significance is 
indicated for axon compared to minor processes: ** p<0.01; *** p<0.005. (n= 10 
neurons, Error bars = sd). The impact of waves to bursts of neurite outgrowth is different 
for developing axons and minor processes and varies at different stages. During the stage 
2-3 transition the impact of waves on neurite growth is greater in the developing axon 
compared to the minor processes (1.5±0.2 fold greater). During stage 3 the relative 
contribution of waves to neurite growth remains high in the axon compared to the minor 
processes (1.7±0.3 fold greater). Significance is indicated for axon compared to minor 
processes: ** p<0.01 (n=6 neurons, Error bars = sd). (C.) Neurite branch formation. The 
bottom row of images shows magnified views of the branch point in the images above. 
Time shown is min. A small filopodia protruding from the shaft before wave arrival 
(arrowhead, bottom row) undergoes engorgement upon wave arrival (0:05 min) inducing 
the subsequent elongation of a new branch. 
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2.8 fold in the developing axon over that occurring in the minor neurites (Figure 3.3B). 

Furthermore, waves that arrive at the growth cones of the developing axon increase 

outgrowth by 1.5 fold that of the minor neurites. The frequency and impact of waves on 

axon outgrowth continues in young stage 3 neurons (Figure 3.3B). Most neurons (>80%) 

undergoing axonogenesis generate waves. To conclude, waves are more frequent in the 

developing axon and are associated with bursts of neurite outgrowth, perhaps providing 

an alternative mechanism for material delivery to the growth cone. 

Waves and branching. A fundamental aspect of the wiring of the mammalian 

brain is neuronal branching, with individual neurons often making connections to 

multiple target cells. For example, in vivo, CA3 pyramidal neurons have axons that 

branch forming Schaffer collaterals that innervate the CA1 region as well as collaterals 

connecting with the dentate gyrus (Gomez-Di Cesare et al, 1997). In our live-cell 

imaging experiments, we not only observed waves that can traverse existing neurite 

branches (Ruthel and Banker, 1999), but also observed waves initiating nascent neurite 

branches. In these cases, a wave arrives at a region of the neurite shaft where a 

filopodium protrudes and causes elongation and engorgement of this filopodium, giving 

rise to a new branch point (Figure 3.3C). These new branches are persistent and are 

maintained in culture for the time period of our observations (up to 24 hours). At other 

sites where waves terminate along the neurite shaft, we observed persistent increases of 

neurite caliber. The propagation of multiple waves in tandem also influences neurite 

branch formation and growth. 

90 



Cofilin modulates the prevalence of waves. We next examined the effects of 

cytoskeleton regulators on waves that are known to influence growth cone dynamics and 

axon growth. Cofilin positively regulates growth cone dynamics (Endo et al, 2003) and 

has recently been shown to positively impact axon formation (Garvalov et al, 2007). 

We found a high ratio of active cofilin in waves, similar to levels observed in the growth 

cones of developing axons (Figure 3.4A). Furthermore, an increased percentage of 

neurons over-expressing either wild-type or the non-phosphorylatable (S3A) active 

cofilin have wave-like structures compared to control neurons or those expressing the 

inactive (pseudophosphorylated) S3E mutant (Figure 3.4B, C). 

Inhibiting myosin or growth on laminin enhances axongogenesis, branching and 

waves. Myosin II modulates growth cone motility and at least a portion of F-actin 

retrograde flow in neuronal growth cones (Bridgman et al, 2001) and is antagonistic to 

neurite growth in dorsal root ganglion neurons (Gallo et al., 2002) and axon formation in 

hippocampal neurons (Kim and Chang, 2004). Therefore, we examined the effects on 

wave formation of the specific myosin II inhibitor blebbistatin, which enhances neurite 

length and arborization in hippocampal neurons (Figure 3.5A). The addition of 2.5 uM 

blebbistatin induces the formation of supernumerary axons (Figure 3.5B) and greatly 

enhances axon branching (Figure 3.5C). Neurons treated with blebbistatin showed a 

-20% increase in the percent of neurons with wave-like structures (Figure 3.5D). Live-

cell imaging experiments (Figure 3.6A) corroborated this finding, with wave frequency 

increasing 22% in the same neurons after blebbistatin addition (Figure 3.6B). 

Furthermore, the impact of waves on neurite growth is modulated with myosin inhibition. 
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Figure 3.4. Cofilin activity may be involved in wave propagation. 
(A.) The ratio of total cofilin/phospho-cofilin (pseudocolor intensity profile) shows the 
relative distribution of dephosphorylated (putatively active) cofilin. Waves (arrowhead) 
have a high level of dephosphorylated cofilin, similar to that observed in the growth cone 
periphery. (B.) Hippocampal neurons expressing RFP (top row- control infected), Cofwt 
(second row) and CofA3 (third row). F-actin was stained with Alexa-phalloidin (green) 
and neurons expressing Cofwt and CofA3 were also stained for Taul (red). Note that the 
neurons expressing Cofwt and CofA3 have longer axons and more wave-like structures 
(arrowheads). (C.) Expression of either wild type (wt) or active (A3) cofilin, but not the 
inactive pseudophosphorylated (E3) cofilin enhances wave formation in neurons by 
48.1±7.4% (*p<0.05) and 48.8±10.8% (ns), respectively (n=3 separate experiments, >75 
neurons for each condition). 
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Figure 3.5. Inhibition of myosin II enhances axonogenesis, neurite branching and 
increases the prevalence of wave-like structures. 
(A.) Control neurons (left) and those treated with the myosin II inhibitor blebbistatin 
(right) were stained for the axonal marker Taul (red) and for F-actin with Alexa-
phalloidin. Blebbistatin-treated neurons have longer axons and more extensive neuritic 
arbors. Many blebbistatin-treated neurons have multiple long axons (right). Wave-like 
structures are highlighted by arrowheads. (B.) Quantification of neuronal polarity 
phenotypes under different culture conditions (n = 3 separate experiments, >125 
neurons). Neurons treated with 2.5 uM blebbistatin have 8.4±3.3% with no axon 
compared to 24.8±2.2% in controls (***p<0.005), 52.6±6.8% with one axon compared to 
69.1±1.6% for controls, and 39.0±9.8% with multiple axons compared to 6.1±1.3% for 
controls (**p<0.01). (C.) Quantification of neurite branches. Control neurons average 
0.48±0.1 branches/neuron whereas blebbistatin-treated neurons have an average of 
1.56±0.45 branches/neuron (*p<0.05). D. Neurons exhibiting wavelike structures 
increase 1.46 fold when treated with blebbistatin (**p<0.01). 
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Figure 3.6. Inhibition of myosin II influences wave dynamics. 
(A.) Images of a neuron before and after treatment with blebbistatin. Blebbistatin reduces 
the retraction of the neurite preceding wave arrival. Before blebbistatin addition, as 
waves (black hollow arrowhead) approach the neurite tip (white arrowhead) there is a 
retraction of the neurite, followed by a small outburst of growth. After blebbistatin 
addition, a wave propagating down the same neurite does not cause retraction preceding 
outgrowth and the subsequent burst in neurite outgrowth (solid black arrowhead) is 
greater and longer lasting. (B.) Myosin inhibition increases wave frequency 22.2±0.1% 
(n=27 neurons, error bars= SEM). (C.) Myosin II inhibition decreases the average 
retraction distance induced by waves. Before wave arrival, control neurites retract 
5.6±0.7 urn and blebbistatin-treated neurites retract 2.3±0.5 um (**p<0.01) (error bars = 
SEM). (D.) Myosin II inhibition increases wave impact on neurite growth. Upon wave 
arrival, control neurites extend an average of 9.9±0.2 um, whereas blebbistatin-treated 
neurites extend an average of 15.9±1.6 um (**p<0.01) (n=13 neurons, error bars = SEM). 
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Preceding wave arrival at the growth cone, the neurite retracts several microns 

(Figure 3.6A, C). Treatment with blebbistatin reduces by over 2-fold the distance of 

retraction compared to untreated controls. The average magnitude of outgrowth following 

blebbistatin treatment also increased 1.5 fold relative to control neurons (Figure 3.6D). 

In the presence of blebbistatin, waves have increased filopodial dynamics and induce 

axonal branches more frequently than in control neurons. 

Laminin increases axon growth in hippocampal neurons (Esch et al, 1999) and 

can rescue neurite growth of cortical neurons lacking Ena/Vasp proteins (Dent et al., 

2007). Hippocampal neurons cultured on laminin display a significant increase in the 

percent of neurons extending one or more axons and have increased neurite branch 

density and more waves. Several instances of waves inducing axonal branches in neurons 

growing on laminin were observed. Taken together these data suggest that myosin II 

inhibition or growth on laminin enhances axon growth and branching, at least in part via 

increased wave activity. 

Waves increase growth cone size and dynamics. Preceding the rapid growth of the 

axon, the size and dynamics of the presumptive axon growth cone increases (Bradke and 

Dotti, 1997; Bradke and Dotti, 1999; Kunda et al, 2001). Therefore, we sought to 

determine if wave arrival at the distal neurite increased growth cone size and dynamics. 

Short interval DIC time-lapse imaging revealed that wave arrival at the neurite tip (Figure 

3.7A) increased growth cone size by 2.6 fold and growth cone dynamics by 2 fold 

(Figure 3.7B, C). Furthermore, we often observed collapsed, non-dynamic growth cones 

transform into large and extremely dynamic growth cones upon wave arrival (Figure 
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Figure 3.7. Waves increase growth cone size and dynamics. 
(A.) DIC images of a neuron with propagating wave (top row, arrowhead). Magnified 
view of time-lapse images of the same growth cone for 1 min before (top row) and 1 min 
after (bottom row) wave arrival. Time shown is in seconds. The growth cone enlarges and 
becomes more dynamic following wave arrival. (B.) Relative growth cone size increases 
2.6±0.7 fold after wave arrival (n=18, error bars=sd; ****p<0.001). (C.) Growth cone 
activity (relative change in area every ten seconds (AA/lOs) increases from 16.1±6.6% 
AA/lOs to 22.5±6.2% AA/lOs after wave arrival (n = 15, error bars=sd; ****p<0.001). 
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3.7A). Growth cones that were dynamic prior to wave arrival also underwent a moderate, 

albeit significant increase in dynamics. These data suggest that waves increase growth 

cone size and dynamics, two features correlated with axon specification. 

Waves transport actin. To visualize actin in live-cell experiments, we utilized 

monomeric Red Fluorescent Protein (Campbell et al, 2002) fused to actin (mRFP-actin). 

When expressed in hippocampal neurons mRFP-actin incorporates into the highly 

dynamic actin structures of growth cone filopodia and lamellipodia. In waves, mRFP-

actin was dynamic and upon arrival at the growth cone it incorporated into actin 

structures within growth cones resulting in a net increase in their fluorescence intensity 

(Figure 3.8A). Because waves induce a rearrangement of cortical actin in the neurite, it is 

possible that actin in waves does not translocate along with the wave. To address this 

possibility, we utilized a photo-activatable GFP and a Green-to-Red photo-convertible 

Dendra (Gurskaya et al., 2006) fused to P-actin (hereafter referred to as paGFP-actin and 

pcDendra-actin). For paGFP-actin, wave structures were identified by DIC imaging 

before photo-activating the GFP-actin in the wave and following it by time-lapse 

fluorescence imaging. At least a portion (about 50%) of the activated paGFP-actin 

traveled in a wave to the neurite tip over a distance of 25 um. However, some fluorescent 

actin remains in the neurite and some diffuses into other regions of the cell. Interestingly, 

we observed in hippocampal neurons with short processes that some actin diffused 

rapidly, at rates resembling diffusion of dextrans of similar size to actin monomers 

measured in Xenopus neurites (Popov and Poo, 1992). 
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Figure 3.8. Waves transport actin. 
(A.) Fluorescence time-lapse images of a hippocampal neuron expressing RFP-actin. 
Time shown in min:s. The net fluorescence of RFP-actin in the growth cone increases 
following wave arrival as shown in pseudocolor images (hot scale) in right panels. (B.) 
Time-lapse images of hippocampal neurons expressing pcDendra-actin with no wave 
structures (top row) and within a wave (bottom row). The region photo-converted is 
within the highlighted box. Following photo-conversion, images were acquired at 561 nm 
excitation every 7.5 s. The fluorescence dissipates rapidly in a non-wave region but 
remains associated with the wave when photo-converted within a wave (insets). (C.) 
Line-scans of peak fluorescence intensity of pcDendra-actin following photo-conversion 
of a neurite with no wave (left) and of a wave (right). Photoconverted pcDendra-actin 
decays to <30% of the original peak intensity-value within 15 s in the non-wave region 
but remains high in the region of a wave (>90% of original peak intensity-value at 22.5 
s). (D.) Fluorescence images (561 nm excitation) showing movement of pcDendra-actin 
in a wave as the wave moves down the neurite. (E.) Linescans of pcDendra-actin over 
longer periods than in panel C. Photo-converted Dendra-actin dissipates almost 
completely within 2 min (green symbols) in non-wave region of a neurite but >30% of 
the total original wave fluorescence (red) remains after 8 min (dark blue) by which time 
the wave has traveled ~15 um. The fluorescence distribution changes over time due to the 
changes in wave shape. 
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To determine whether actin in waves behaved fundamentally differently from 

actin within non-wave regions, we utilized pcDendra-actin. It requires less energy for 

photoconversion to a usable signal than paGFP-actin, the red Dendra is quite stable for 

imaging, and neurons expressing Dendra-actin can be identified by their green 

fluorescence prior to photoconversion. By photo-converting a limited amount of 

pcDendra-actin within specific regions of the neurite, we showed that actin within non-

wave regions diffuse rapidly and bi-directionally away from the original region of 

photoconversion, whereas, actin within waves remained associated with the wave over a 

longer period of time even while it migrates (non-diffusive) (Figure 3.8B, C). Diffusion 

of actin within non-wave regions is supported both by analysis of fluorescence decay, 

which demonstrates that the peak of photoconverted-actin decays exponentially (as 

expected of one-dimensional diffusion-based processes, x = 0.06 s-1) (Figure 3.9), and 

line-scan analysis, which demonstrates a Gaussian distribution of actin centered at the 

region-of-photoconversion (Figure 3.8C). It is of interest to note that within non-wave 

regions, the distribution of actin quickly broadens beyond the original width of the 

photoconversion region, which is noticeable even at the first frame of 561 nm imaging 

(Figure 3.8C). In addition, nearly 20% of the pc-actin does not diffuse away during the 

first 30 s, suggesting that a minor but more-stable pool of actin is also present (Figure 

3.8D, E). Indeed, a mixed-model of two Gaussian distributions can be used to fit the 

actin-distribution (data not shown). In contrast, actin within waves is transported by a 

non-diffusive process. This is supported by the non-exponential decay-of-peak-

fluorescence of actin within waves (Figure 3.9), and by line-scan analysis, which shows 

that peak-fluorescence is maintained over a longer time-period and that the distribution of 
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Figure 3.9. Fluorescence loss from photo-converted Dendra-Actin suggests that actin 
diffuses rapidly in non-wave regions of the neurite shaft but remains associated with 
waves for longer times. 
Fluorescence loss of photo-converted Dendra-actin follows an exponential decay in non-
wave regions of neurite as measured by line-scan analysis of each individual curve (A.) 
(n=4), and when combined and analyzed by best-fit to an exponential curve (B). The line 
represents the displayed equation (error bars = SEM). (C.) Fluorescence loss plotted 
against time in waves from four different neurons as measured by line-scan analysis. In 
three of the examples shown, the fluorescence is more stable over time and in the one 
example in which the fluorescence loss appears exponential (purple line), the wave 
collapsed and dissipated. 
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actin does not broaden beyond the original width of the photoconverted-region when the 

wave remains relatively stationary (Figure 3.8E). 

We also sought to determine if actin remains cohesive within the wave as it 

travels over longer distances and over longer time frames. A portion of photo-converted 

actin remained within waves over several minutes (Figure 3.8D, E). However, the 

majority of the pc-actin fluorescence is lost and diffuses away from the wave as it travels 

over long distances. This indicates that the actin in waves is dynamic and interchanges 

with the freely diffusing actin subunits and cortical actin in neurite. In support of this, pc-

actin from nearby regions in the neuron amalgamated into a nearby wave. In addition to 

delivering actin to the terminal tip of the neurite, we also observed waves delivering actin 

to shaft filopodia, which supported the rapid growth of the protrusion into a potential 

branch-point (data not shown). 

Other proteins found in waves are involved in axon growth (and neurite growth in 

general) and are likely also transported in waves. For example, as previously mentioned, 

ADF/cofilin proteins are known to influence neurite growth, growth cone dynamics, 

pathfinding and axon formation (Meberg and Bamburg, 2000; Kuhn et al, 2000; Aizawa 

•et al, 2001; Endo et al, 2003; Wen et al, 2007; Garvalov et al, 2007). Fluorescently 

labeled cofilin behaved similarly to mRFP-actin and was transported to growth cones in 

waves in cultured neurons (data not shown). In other cases, we observed a gradual 

increase in cofilin-GFP in growth cones (data not shown). 

Waves occur in neurons within hippocampal slices. Although waves are prevalent 

in cultured neurons (Ruthel and Banker, 1998, 1999; Heidemann et al, 2003; Rosso et 
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al, 2004; Toriyama et al, 2006; Tursun et al, 2005), it is possible they are an artifact of 

culturing neurons on a two-dimensional substrate. To determine if waves are 

physiologically relevant, we examined fixed and live hippocampal slices in which 

neurons were fluorescently labeled either with the lipophilic dye, Dil, or via the 

expression of Thyl-YFP (Feng et al, 2000). Although we focused these studies on 

neurons in the dentate gyrus and the mossy fiber tract because previous work showed 

neurogenesis, neurite formation and outgrowth occur robustly in these regions early in 

postnatal development (Dailey et al, 1994; Knoll et al, 2006), other regions of the 

hippocampus including CA3 and CA1 as well as entorhinal cortex and cerebral cortex 

were also observed. Wave-like structures were seen in neurons from all of these regions, 

but waves were especially robust in the dentate gyrus from the Thyl-YFP transgenic 

mice as observed in vivo in fixed sections. 

To confirm that these structures were waves, we performed 3-dimensional time-

lapse confocal microscopy of individual neurons in organotypic hippocampal slices. We 

observed growth cone advance of Dil and Thyl-YFP labeled mossy fiber axons occurs at 

rates between 0.9(im/min and 2.5 um/min calculated from 2D projected image stacks. In 

these slice preparations we also observed waves in neurons in the dentate gyrus and CA3 

regions of the hippocampus. In Dil labeled neurons, we observed waves traveling in 3-

dimensions in the dentate gyrus. We also observed waves in Thyl-YFP neurons in CA 

regions of the hippocampus (Figure 3.10). In brain slices we also observed that wave 

arrival at the distal neurite increased growth cone size and advance (Figure 3.10), similar 

to observations in culture. Wave velocity in slices is similar to that measured in 

dissociated neuronal culture, ranging between 0.8 um and 5.6 [im/min with an average of 
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Figure 3.10. Waves occur in Thyl-YFP labeled neurons in hippocampal slices. Inverted 
fluorescence time-lapse images of a YFP-expressing neuron near the CA3 region of a PI 
hippocampal slice from the Thyl-YFP transgenic mouse line H (Feng et al, 2000). Time 
shown is in min:s. Black arrowhead follows an anterograde wave which moves ~30 urn 
at an average speed of 1.5 (am/min toward the tip (gray arrowhead in first panel). The 
images are maximum projections of 6, 1 urn steps of a Z series. The soma of this neuron 
is not within the field of view. This wave travels -30 urn in 20 min (average speed of 1.5 
(j.m/min). Upon reaching the distal neurite, the growth cone enlarges and the neurite 
extends (bottom row). Bar = 30 urn 
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2.3 um/min. This velocity is similar to that of rapid growth cone advance and within the 

range of slow axonal transport. In addition, neurons in slices expressing GFP-actin 

contained dynamic actin in waves that appeared similar to growth cones. In hippocampal 

slices, waves also induced neurite branching via the engorgement and extension of shaft 

filopodia. 

Significantly, we rarely observed waves in long axons of the mossy fiber tract, 

demonstrating that waves occur preferentially early in neuronal development. This 

finding agrees with observations of Ruthel and Banker (1999) and our observations in 

dissociated neuronal culture where wave frequency was high in the first few days (0.25-3 

div) as neurites rapidly extend, but decreased later in culture (4-5 days), when neurite 

growth has declined (data not shown). 

Discussion 

In the decade that has passed since they were first described (Ruthel and Banker, 

1998, 1999), waves have received surprisingly little attention from the research 

community. Our work has expanded on the understanding of growth cone-like waves in 

axonogenesis, neurite branching and actin transport as well as confirming previous 

observations made on growth cone-like waves (Ruthel and Banker, 1998, 1999; 

Heidemann et al, 2003; Rosso et al, 2004; Toriyama et al, 2006; Tursun et al, 2005). 

Importantly, we also provide the first evidence that waves occur in ex vivo brain slices, 

suggesting a role during in vivo neuronal development. 

What are waves? Previous studies showed that actively propagating waves 

behave similarly to growth cones in their rate of advance (1-6 um/min) and in undergoing 
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arrest and collapse in the presence of cytochalasin and nocodazole, but not in the 

presence of Brefeldin A, suggesting both microtubules and actin, but not Golgi-derived 

vesicles, are necessary for their propagation (Ruthel and Banker, 1998; Bradke and Dotti, 

2000; Ruthel and Hollenbeck, 2000). We identified in waves additional regulators of 

growth cone motility and actin dynamics, including cofilin, Lim kinase, Slingshot, Arp3, 

Rapl, Racl and cdc42 and showed that waves contain newly assembled microtubule ends 

containing tyrosine-tubulin but no acetylated tubulin. All of these components suggest 

that waves are truly growth-cone structures that migrate along the neurite shaft where 

acetylated (stable) microtubules predominate. 

The formation of wave-like structures is not restricted to neurons and insight into 

their formation has come from studies with the slime mold Dictyostelium (Bretschneider 

et al, 2009). Dictyostelium forms wave structures on the substrate attached membrane of 

the cell that propogate along the membrane using an actin treadmilling mechanism that 

contributes to membrane protrusion when the waves reach the cell perimeter, much like 

the burst in neurite extension we see when waves reach the growth cone. Actin waves in 

Dictyostelium are induced during recovery after washout of the actin sequestering 

compound, Latrunculin A, suggesting that they form spontaneously from the self-

organization of the actin cytoskeleton. Dictyostelium waves are devoid of myosin II but 

contain a single headed myosin (MyoIB) at the wave front, Arp2/3 complex in a three 

dimensional network linked to MyoIB via the adapter protein C ARMIL, and coronin at 

the rear of the wave in close apposition to the substratum (Bretschneider et al, 2009). 

Occasionally these waves collapse or reverse direction, similar to what we observe for 

growth-cone like waves. A disruption in the localization or inactivation of some key self-
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organizing component presumably underlies decreases in wave motility; in neurons this 

eventually leads to wave collapse into the neurite shaft, which we observed in some 

instances. This may be similar to growth cone collapse, which can be induced by changes 

in actin regulating proteins (Gallo and Letourneau, 2004). 

Since Dictyostelium waves can be induced during recovery from actin 

disassembly by Latrunculin A, it is likely that localized disruption in actin organization at 

the neurite soma junction could be involved in wave formation in neurons. Because 

cofilin is a major component of growth cone-like waves, its activity at the neurite soma 

junction might be the wave initiator. Furthermore, during neuronal development much of 

the cofilin is transported from the soma to distal regions of the neurites and a decline in 

its concentration or activity in the soma could lead to the observed decrease in wave 

frequency as neurites elongate. Studies to examine these questions are in progress. 

Waves influence axon development. Although waves occur indiscriminately in all 

of the minor processes of a stage 2 neuron, there is a >2 fold increase in wave frequency 

and a greater impact of waves on outgrowth in the presumptive axon during the stage 2-3 

transition. This suggests that individual waves may have fundamental differences (all 

waves are not equal) or that the growth cones of different neurites have pre-existing 

differences producing varied responses upon wave arrival (all growth cones are not 

equal). Although we observed that waves are diverse in their size and advance rates, our 

results cannot rule out that inherent diversity of growth cones biases differential 

responses to wave arrival, especially considering that wave-induced changes in growth 

cone dynamics depended on the preexisting dynamic state of the growth cone. We also 

observed that abrupt, short-term increases in wave frequency provided greater impetus 
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for neurite extension than waves arriving in isolation. In one case we observed the arrival 

of 5 waves in rapid succession immediately preceding a burst of growth and the 

subsequent development of the axon. 

The observation that waves occur more frequently and have greater impact on 

growth in the developing axon suggests that waves provide some impetus for axon 

differentiation. To further study the involvement of waves in axon development we 

looked at the influence of two factors that influence axonogenesis on wave frequency and 

impact. The myosin II inhibitor, blebbistatin, greatly enhances axon growth, and even 

increases the percent of neurons with supernumerary axons. Myosin II inhibition also 

increased wave frequency and augmented the impact of waves on neurite growth. 

Likewise, the extracellular matrix protein, laminin, a signal that promotes axon growth in 

hippocampal neurons, also enhanced wave frequency, supporting our hypothesis that 

waves enhance axon specification. 

Waves and branching. Branched neurite networks are another important aspect of 

brain development in vivo. In developing cortical neurons, axonal branching can be 

inhibited by treatment with drugs that disrupt the dynamics of either microtubule or actin 

but at concentrations below those that affect axon outgrowth (Dent and Kalil, 2001). 

Similar treatments also impede wave propagation (Ruthel and Banker, 1999) suggesting a 

possible link between waves and branching. We have observed both the bifurcation of 

waves at a branch point supporting outgrowth of both branches and waves choosing one 

branch over the other enhancing elongation of only one branch. During in vivo 

development, axon outgrowth and branch extension occur independently such that branch 
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growth occurs while axons are stalled (O'Leary and Terashima, 1988; Luo and O'Leary, 

2005). 

Collateral branches can form along the axon shaft in response to positive 

extracellular signals (Tang and Kalil, 2005). We have observed waves inducing collateral 

branching from the neurite shaft by causing the engorgement of a stable shaft filopodium, 

resulting in its conversion to a new branch. Thus, waves can generate a new growth cone 

from the engorged filopodium by delivering actin and other molecules required for 

growth cone function. Waves may also direct the fusion of TI-VAMP vesicles at branch­

points, providing membrane necessary for branch elongation and serve as sites for 

calcium transients that also are correlated with branch growth (Hutchins and Kalil, 2008). 

Other indirect evidence suggesting waves contribute to branch formation is the 

correlation between enhanced branching and wave frequency we observed following 

treatment of neurons with blebbistatin or laminin. Inhibiting myosin II activity may relax 

the rigid cortical F-actin allowing increased actin dynamics, filopodia formation, 

engorgement and branch formation. Laminin may also stabilize shaft filopodia increasing 

the opportunities for waves to induce a branch. 

Waves increase growth cone size and motility. During axon formation, the growth 

cone of one of the multiple neurites enlarges and displays increased dynamics (Bradke 

and Dotti, 1997, 1999; Ruthel and Hollenbeck, 2001; Kunda et al, 2001), which is 

associated with more rapid outgrowth (Gallo and Letourneau, 2004). This neurite 

undergoes rapid elongation forming the axon. We observed over a 2.5 fold increase in 

growth cone size and over a 1.6 fold increase in growth cone dynamics following wave 

arrival at the growth cone. Although wave arrival increased the dynamics of growth 
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cones that were previously active, waves had a much greater effect on growth cone 

activity when merging with less active growth cones. Thus, waves influence axon 

development by increasing growth cone size and dynamics, a prerequisite for axon 

specification. Theoretically, if size is the only thing that matters, wave arrival can deliver 

a bolus of material for the extension of about 20 (am of neurite shaft if growth cone area 

expands from 50 um to 150 um . This is based on our measurement where 10 jam of 

shaft < 50 urn surface area and we commonly observed > 100 um increase in the size 

(area) of a growth cone following wave arrival. 

Are waves a transport mechanism? Thirty years ago it was observed that 

neurofilament proteins, tubulin and actin synthesized in the soma traveled in the slow 

component of axonal transport in mature neurons (Black and Lasek, 1979) yet three 

decades later, exactly how these proteins are transported remains controversial. Most 

microtubules are relatively stationary in axons (Ma et al, 2004) but in cultured neurons 

some short assembled microtubule pieces can move rapidly along the stationary 

microtubules in both directions. This movement has a bias toward the anterograde 

direction accounting for "slow" net transport rates (Wang and Brown, 2002), a similar 

mechanism to what was observed for movement of some neurofilaments in the "stop and 

go" hypothesis (Wang and Brown, 2001; Brown et al., 2005). With this as a model, it has 

been suggested that actin is also transported in a filamentous form along microtubules 

(Baas and Buster, 2004) but direct evidence for this is lacking. Indeed, in chicken sciatic 

nerve actin is transported with proteins that are associated with unassembled or dynamic 

actin (Mills et al, 1996). Furthermore, the strong bias for newly assembled tyrosinated 

microtubule subunits at the distal end of a growing axon supports microtubule assembly 
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at the distal tip. Taken together these results suggest that multiple mechanisms exist for 

transporting cytoskeletal proteins down axons. 

Here we directly observed the anterograde movement of fluorescently labeled 

actin in waves. Because we could not rule out the possibility that as waves move forward 

they cause a reorganization of the cortical actin in the neurite shaft and result in no net 

translocation of actin, we used photo-activatable (pa)GFP-actin and photo-convertible 

(pc)Dendra-actin, which were only photo-activated/converted within the wave, to 

ascertain if actin was traveling with the wave. We observed a portion of this actin reaches 

the growth cone after traveling down the neurite shaft at a rate consistent with slow 

transport. However, not all of the actin arrived at the neurite tip. Indeed, we often 

observed that pcDendra-actin in a wave could incorporate into filopodia along the 

neurite, while the wave continued, suggesting that some subunits from the dynamic actin 

in the wave exchange with more stationary actin structures while others are recycled back 

into actin filaments in the advancing wave. This is reminiscent of the situation within 

growth cones. When paGFP-actin or pcDendra-actin in growth cones is photo-activated, 

the actin initially remains associated with dynamic filaments and most subunits released 

from treadmilling filaments get reincorporated but some subunits are lost by diffusion or 

exchange into other actin structures that remain behind and the fluorescence eventually 

declines. The tendency for actin to remain associated with the growth cone is positively 

correlated to its growth rate, which is related to the continuous reutilization of subunits in 

treadmilling filaments (Marsh and Letourneau, 1984; Letourneau et al, 1987). If paGFP-

actin is activated in growth cones where advance does not occur, fluorescence is found to 

dissipate rapidly and appear back in the soma within 5-10 min (unpublished 
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observations). Conversely, waves that contribute to greater neurite outgrowth may also 

deliver more actin and other important growth promoting factors. Although a portion of 

the actin remains associated with the wave as it moves, the actin composition in the wave 

does not need to remain unchanged as a wave travels forward in order for the wave to, in 

effect, "deliver" actin . In short neurites without waves, freely diffusing actin subunits can 

reach distal neurites relatively rapidly but it is unlikely to contribute to growth spurts or 

branch initiation. Conversly, waves can deliver to distal neurites or branch points a large 

bolus of actin and actin assembly regulatory molecules such as cofilin, previously 

identified to be transported with actin in slow axonal transport (Mills et al, 1996) and 

important for neurite outgrowth, axon development, growth cone motility and pathfinding 

(Meberg and Bamburg, 2000; Abe et al, 2003; Garvalov et al, 2007; Wen et al, 2007). 

Not only is cofilin transported with waves, but it is the dephosphorylated (active) form 

that is most prevalent, suggesting its role in wave motility is similar to its role in growth 

cones. Another axon-promoting molecule, shootin, was also recently shown to be 

transported in waves (Toriyama et al., 2006). Thus, waves likely represent one 

mechanism for transporting large amounts of growth promoting molecules to growth 

cones, thereby stimulating axonogenesis. 

Although an attractive hypothesis for mediating outgrowth spurts, waves are 

certainly not the only means for transport of these molecules. We have observed a 

number of neurons (-20%) that do not exhibit waves over a time-course of hours in 

culture, yet still have active neurite outgrowth and periodic fluctuations in growth cone 

size and motility. In addition, we have observed gradual accumulations of actin and 

cofilin in growth cones without any obvious wave transport. Thus actin transport, of 
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which waves are but one component, appears to occur through multiple redundant 

mechanisms. Waves are unique in that they can supply large amounts of materials 

directed to particular locations such as growth cones and branch points and can be 

employed during early neuronal development when rapid phases of neurite outgrowth 

and axonogenesis occur. 

Waves occur in brain slices. Because previous studies have identified waves only 

in dissociated cultured neurons, their relevance to neuronal development in vivo is 

rightfully questioned. Thus we sought to determine if waves occur on neurons developing 

within ex vivo organotypic hippocampal slices, a more in vivo-like setting. Three 

different labeling methods were used to visualize waves in neurons within slices, 

membrane labeling with Dil or Thyl-YFP and adenoviral-mediated cytoplasmic 

expression of fluorescent proteins. We observed waves in developing neurons with each 

of these methods. We also observed wave-induced growth cone enlargement, neurite 

growth enhancement and the induction of new branch-points in slices, all similar to what 

we observed in dissociated neuronal cultures. Interestingly, we never observed long 

axons with active growth cones that also exhibited waves. This may suggest that waves 

are important only during the initial, rapid phase of neurite growth and axonogenesis; 

however it might also reflect the limited number of long axons we examined. In 

summary, waves appear to have important functions in neuronal development. Future 

work will further elucidate the molecular underpinnings of wave initiation and their role 

in other processes such as axon guidance and regeneration. 

119 



Chapter 4 

Glutarnate-induced cofilin-actin rod formation requires AMPARs 

and is associated with a disruption of trafficking of APP-YFP-containing vesicles 
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Abstract 

AD pathology is characterized by disruptions to both the actin and microtubule 

cytoskeletons. Using glutamate excitotoxicity as model system for cofilin pathology in 
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AD, we have determined signaling mechanisms for glutamate-induced cofilin-actin rod 

formation in young hippocampal neurons. Our results demonstrate that glutamate-

mediated rod formation depends on AMPA receptors but not on Ca2+ or the Ca2+-

dependent proteins, calcineurin and calpain. In addition, we have determined effects, 

which are associated with rod formation, on the co-localization of high molecular weight 

(HMW) isoforms of MAP2 with rods, microtubule dynamics, and trafficking of APP-

YFP-containing vesicles. The presence of cofilin-rods is often though not always 

associated with increased HMW MAP2 staining in neurites. In some instances, HMW 

MAP2s also appear to co-localize with cofilin-rods. The presence of cofilin-rods is also 

associated with a general loss of trafficking of APP-YFP-containing vesicles. Our results 

suggest that the induction of cofilin-actin rods by glutamate excitotoxicity may contribute 

to AD pathology through a general disruption of MAP proteins and normal vesicle 

trafficking. 

Introduction 

Alzheimer disease (AD) is the leading cause of dementia, which generally 

manifests later in life and progresses interminably (Monien et ah, 2006). Dementia 

describes a general condition associated with a decline in cognitive abilities, including 

the loss of short- and long-term memory. Because other neurological diseases, such as 

frontotemporal dementia (FTD), may manifest with similar symptoms, a positive 

diagnosis of AD can only be made post-mortem (Monien et ah, 2000). Pathologically, 

AD is distinguished by the combined presence of extracellular amyloid plaques and 

intracellular neurofibrillary tangles (NFTs) (Hyman and Tanzi, 1992). Other neurological 
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diseases, such as FTD, may be characterized by the presence of either aggregation but not 

both (Kertesz, 2009). The only treatment available to AD patients is palliative and 

transient; the progression of dementia may be delayed but not prevented by treatment 

with cholinesterase inhibitors (Pepeu and Giovannini, 2009). Curative or preventative 

treatments of AD are still sought after despite considerable research in the field. 

The constituent proteins of amyloid plaques and NFTs are amyloid betai.42 (APi. 

42) and the microtubule-associated protein (MAP) tau, respectively (Peskind, 1996). APi. 

42 is a 42 amino acid peptide generated by the sequential cleavage of its parent protein, 

amyloid precursor protein (APP), by the two protease complexes, P- and y-secretase 

(Thinakaran and Koo, 2008). APP may also be processed through a non-amyloidogenic 

pathway by sequential a- and y-secretase cleavage to produce the related but non­

pathogenic, AP1-40 (Thinakaran and Koo, 2008). Multiple lines of evidence incriminate 

AP1.42 as the pathogenic molecule in AD. Perhaps most damning are naturally-occuring 

mutations in APP, APP-processing enzymes, or APP-clearance enzymes, which cause 

heritable early-onset manifestations of AD (Williamson et al, 2009). These include at 

least 25 distinct mutations in APP, which affect its proteolytic cleavage, resulting in the 

increased production of AP1.42 (Thinakaran and Koo, 2008). Mutations in presenilins, the 

catalytic subunit of the y-secretase complex, and in apolipoprotein-E (Apo-E), which 

regulates AP1-42 levels in the brain, result in increased AP1.42 load and familial AD 

(Williamson et al, 2009). Similarly, overexpression of APP also increases AD risk, 

which explains the co-incidence of AD in Down syndrome (DS) patients (Neve et al, 

2000). The APP allele is located on chromosome 21; thus DS patients carry three copies 

of the APP allele. Results from dissociated neurons and animal studies also demonstrate 
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that purified AP1.42 can disrupt synaptic plasticity and learning. AP1.42 enhances long-term 

depression (LTD) and precludes long-term potentiation (LTP) in rodent organotypic 

slices (Shankar et al, 2008; Li et al, 2009). Also, dimeric species of AP1.42, which were 

purified from the brains of AD patients post-mortem, could prevent learning in a passive 

avoidance task when injected into the rat hippocampus (Shankar et al, 2008). However, 

it should be noted that AP1.42 load is not always correlated with cognitive deficiencies. 

Transgenic mice carrying an APP mutant that prevents its cleavage by caspases do not 

exhibit learning and memory deficits despite high AP1.42 production (Galvan et al, 2006). 

Thus, intermediary proteins and processes are required to mediate APi-42-toxicity. For 

instance, expression of the cellular prion protein, PrP(c), is required for APi.42-dependent 

effects on LTP (Lauren et al, 2009). 

APi-42-toxicity also depends on the expression of the microtubule-associated 

protein (MAP), tau (Rapoport et al, 2002). Tau stabilizes microtubules and in mature 

neurons is axonally-restricted (Dehmelt and Halpain, 2005). Its aggregation into NFTs is 

initiated by its hyperphosphorylation, which reduces its ability to bind to microtubules 

(Johnson and Stoothoff, 2004). Multiple phosphorylation sites on tau have been 

identified, which are substrates for several kinases in vitro and in vivo, including JNK, 

CAMKII, cdk5 and GSK-3p, among others (Churcher, 2006). Whereas tau-

hyperphosphorylation is generally regarded as being deleterious, whether tau-aggregation 

is ultimately neuroprotective or neurodegenerative remains controversial (Bretteville and 

Planel, 2008). Nevertheless, the presence of NFTs is well-correlated with the severity of 

dementia (Giannakopoulos et al, 1997; Braak and Braak, 1995), and several phospho-tau 

mutants, which were identified in FTD, are neurotoxic (Fulga et al, 2007). Though how 
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exactly hyperphosphorylated tau contributes to the pathology of AD remains unclear, a 

surprising connection to actin was recently demonstrated (Fulga et al, 2007). 

The overexpression of phospho-tau mutants associated with FTD induces cofilin-

actin rods (or rods) (Fulga et al, 2007). Conversely, rods appear to be important for the 

aggregation of hyperphosphorylated tau, since 12E8-positive tau aggregates can be 

blocked by down-regulating cofilin (Whiteman et al, 2009); 12E8 is a monocloncal 

antibody that recognizes two specific phospho-epitopes of tau (Litersky et al, 1996). 

12E8-positive tau aggregates also co-localize with cofilin-actin rods (Whiteman et al, 

2009). 

The ADF/cofilin proteins are a conserved family of actin binding proteins 

expressed in all eukaryotes, from yeast to mammals (Bamburg et al, 2009). In mammals, 

three isoforms of the ADF/cofilin proteins are present: ADF, cofilin-1, and cofilin-2. 

Both ADF and cofilin-1 are ubiquitously expressed; in neurons, cofilin-1 is expressed 

approximately 5-fold more than ADF. Cofilin-2 is alternatively spliced to give two 

variants, 2a and 2b. Cofilin-2b is the major variant of mRNA expressed and is found 

exclusively in muscle cells. Though cofilin-2a is expressed in some non-neuronal cells, it 

constitutes only a minor variant of the total cofilin-2 mRNA. 

All of the ADF/cofilin proteins are regulated by various means, including 

phosphorylation, phospholipid-binding, nuclear shuttling, 14-3-3 binding, and pH. Many 

of these regulatory mechanisms may operate cooperatively; for example, the conserved 

phospho-residue (serine-3) is accessible even when PIP2-bound (Gorbatyuk et al, 2006). 

Therefore, multiple and possibly parallel mechanisms may be required to fully activate 

the ADF/cofilin proteins. ADF and cofilin share a common structural-fold (Federov et 
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al, 1997), which allows them to bind to actin monomers and filaments; however, there 

are important physiological differences between them. Knockout of cofilin is embryonic-

lethal (Gurniak et al, 2005), whereas ADF-null (corn-1) mice survive to adulthood and 

are characterized mainly by blindness due to uncontrolled thickening of the cornea (Ikeda 

et al, 2003). 

Cofilin-actin rods are likely to play a principle role in the onset and progression of 

AD. This is supported not only by the identification of rods in human AD brain 

(Minamide et al, 2000; Bamburg and Bloom, 2009), but oligomeric species of APi^can 

induce rods in both dissociated neurons and in rodent hippocampal slices (Maloney et al, 

2005; Davis et al, 2009). In hippocampal slices, APi^-induced rods are formed 

primarily in the dentate gyrus and hilus (mossy fibers) (Davis et al, 2009). Cofilin-actin 

rods have also been hypothesized to locally disrupt the trafficking of APP - YFP-

containing vesicles, which was suggested by the accumulation of APP and its cleavage 

products at the distal ends of rods (Maloney et al, 2005). Even before amyloid plaques 

and NFTs are observed, vesicle trafficking defects have been documented (Terwel et al, 

2002; Stokin et al, 2005), although underlying mechanisms have not been extensively 

investigated. In addition to tau, other microtubule associated proteins (MAPs) may also 

be disrupted and co-localize with rods, especially other MAPs that are known to bind to 

actin. For instance, high molecular-weight (HMW) isoforms of MAP2a and MAP2b, and 

the short isoform, MAP2c, bind directly to actin in vitro and localize to actin-rich regions 

in cells (Ozer and Halpain, 2000; Dehmelt and Halpain, 2005). 

Therefore, it is of great interest to determine not only the signaling mechanisms 

for cofilin-actin rod formation, but also their relationship to the disruption of 
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microtubule-based proteins and processes. To investigate these aims, we have chosen to 

study the glutamate excitotoxicity model, which not only induces cofilin-actin rods 

rapidly (Minamide et al, 2000), but was recently demonstrated to mediate, at least in 

part, AP1.42 toxicity (Li et al, 2009). Glutamate excitotoxicity can also induce rods in 

hippocampal slices (Davis et al, 2009), although this effect is likely confounded by 

homeostatic mechanisms that regulate extracellular glutamate concentration (Herman and 

Jahr, 2007). 

The signaling requirements for cofilin-actin rod formation in neurons due to 

energy stress (ATP depletion) and in non-neuronal cells due to reactive-oxygen species 

(peroxide) have already been determined (Huang et al, 2008; Kim et al, 2009). In these 

previous studies, energy stress and reactive-oxygen species recruit two different cofilin-

specific phosphatases, chronophin and slingshot, respectively, through distinct 

mechanisms. Dephosphorylation of cofilin at the conserved residue, serine-3, is essential 

for its binding to actin and required for rod formation (Minamide et al, 2000). ATP 

depletion induces the release and activation of chronophin from Hsp90; chronophin can 

then dephosphorylate cofilin (Huang et al, 2008). In response to peroxide-treatment, 

slingshot-lL is recruited instead (Kim et al, 2009). The oxidation of 14-3-3^ by reactive 

oxygen produce by NADPH oxidase releases and activates slingshot-1L (Kim et al, 

2009). Thus, it is possible that glutamate excitotoxicity may recruit distinct and parallel 

signaling pathways. 

Here we report the signaling requirements for glutamate-induced rod formation. 

Glutamate-induced rod formation in 6-7 div rat hippocampal neurons is AMPAR-

dependent. (S)-AMPA treatment alone is sufficient to induce cofilin-rods, which can be 

126 



blocked by the AMPAR-antagonist, DNQX, but not by NMDA or metabotropic 

glutamate receptor antagonists. AMPA-induced cofilin-rod formation also does not 

require Ca2+ influx from extracellular sources and occurs in the presence of inhibitors of 

the proteins, calcineurin and calpain, which have been implicated in glutamate 

excitotoxicity and AD. In addition, we have determined the effect of AMPA-induced 

cofilin-rod formation on the distribution of the high molecular-weight (HMW) isoforms 

of MAP2a and MAP2b, microtubule dynamics, and APP-YFP-vesicle trafficking. HMW 

MAP2 isoforms are also disrupted by AMPA treatment, and in some cases, HMW 

MAP2-containing aggregates co-localized with cofilin-rods. The presence of rods is also 

correlated with a loss of trafficking of APP-YFP-containing vesicles; whereas, in neurons 

from the same AMPA-treated culture that did not form cofilin-rods, APP-YFP-containing 

vesicles remained dynamic. Altogether, our results support a general model whereby 

inter-dependent disruptions to actin- and microtubule-based systems mediate several 

pathologies observed in AD. 

Materials and Methods 

Cell Culture: Dissociated rat hippocampal neurons were dissected, frozen, and 

cultured as previously described (Minamide et al, 2000). Briefly, hippocampi were 

dissected from embryonic day 18 (El 8) rat embryos, dissociated using trypsin (Sigma, 

T4549) and trituration, and frozen at -80°C in 10% DMSO at a density of lxl06 cells/ml. 

For culturing, neurons were thawed and plated on to poly-D-lysine-coated drilled-out 

glass-bottom dishes at a plating density of 4.5x104 - 6.0x104 neurons per dish. Dishes 

were coated for 16-20 h at 4°C using 0.1% poly-D-lysine (Sigma, P0899) diluted in 
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borate buffer (50 mM H3BO3, 12.5 mM Na2B407). Culturing medium for neurons 

consists of Neurobasal (GIBCO), B27 (Invitrogen, San Diego, CA), GlutaMAX 

(GIBCO), and 1% penicillin/streptomycin (pen/strep, HyClone). Unless otherwise stated, 

neuronal cultures were maintained in Neurobasal-based medium in a 37°C, 5% CO2 

humidified incubator. Half of the neuronal medium was replaced every 3rd day with fresh 

medium (pre-warmed). For experiments involving Hibernate-A-based medium 

(BrainBits, Springfield, IL), hippocampal neurons were cultured and maintained in 

Neurobasal-based medium until the day of treatment. On the day of treatment, neurons 

were switched to Hibernate-A-based medium and maintained in a 37°C ambient-air 

incubator. Hibernate-A-based media were prepared in a similar manner to Neurobasal-

based medium (supplemented with B27 (Invitrogen), GlutaMAX (GIBCO), and 1% 

pen/strep (HyClone). A431 or A4.8 cells were maintained using high glucose (HG)-

DMEM (GIBCO) supplemented with 10% fetal bovine serum (FBS, Atlas Biologicals) 

and 1% pen/strep. For imaging, A431 or HeLa cells were plated on to uncoated drilled-

out glass-bottom dishes. 

Drug Treatments: The following glutamate receptor antagonists were used at the 

following final (working) concentrations and stock solutions were prepared using the 

solvent indicated: (DNQX, 50 uM, H20, Tocris), (AP5,100 uM, H20, Sigma), ((S)-

MCPG, 500 uM, 0.1 MNaOH, Alexis Biochemicals), (IEM-1460, 100 uM, H20, 

Tocris). All GluR antagonists were added to cultures 15 min prior to the addition of L-

glutamate (Sigma) or (S)-AMPA. The following GluR agonists were used at the 

following final concentrations and stock solutions were prepared using the solvent 
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indicated: ((S)-AMPA, 25 uM, DMSO, Ascent Scientific), (NMDA, 100 uM, 0.5 M 

NaOH, Sigma), ((RS)-DHPG, 100 uM, 0.5 M NaOH, Tocris). The following drugs were 

used at the concentrations given and stock solutions were prepared using the solvent 

indicated: (EGTA, 6 mM, 1 N NaOH, Sigma), (Cyclosporin A, 20 uM, DMSO, Sigma), 

(FK-506, 25 |iM, DMSO, LC Laboratories), (ALLN, 50 uM, DMSO, Sigma), (E-64d, 15 

uM, MeOH:H20, kind gift of Dr. Donald Mykles), (Kenpaullone, 25 uM, DMSO, 

Calbiochem). Typically, these drugs were added 20-30 min prior to adding (S)-AMPA. 

Immunofluorescence: For cofilin-rod staining, neurons were fixed for 45 minutes 

at room temperature (RT) in 4% paraformaldehyde (J.T. Baker), which was prepared in 

the following buffer: 138 mM KCl, 10 mM EGTA pH 8.0,10 mM MES pH 6.1, 3 mM 

MgCl2, and 0.33 M sucrose. Although fixation was performed at RT for 45 min, the 

fixative was warmed to 37°C before use. Following several washes with PBS, neurons 

were permeabilized with -20°C MeOH for 3.5 min at RT. Following several more washes 

with PBS, neurons were blocked for 50 minutes at RT using 2% goat serum prepared in 

1% bovine serum albumin (BSA, EMD Biosciences) in phosphate buffered saline (PBS: 

140 mM NaCl, 8 mM NaH2P04-H20, 2.7 mM KCl, pH 7.4). The primary antibody, 1439, 

which detects both ADF and cofilin, was used at a concentration of 1 ng/uL to stain 

cofilin-actin rods formed from endogenous proteins. All primary antibodies were applied 

overnight (12-20 h) at 4°C. All secondary antibodies (Invitrogen) were applied for 60 min 

at RT and were used at a dilution of 5 ng/uL (diluted in 1% BSA/PBS). Samples were 

mounted using Prolong Antifade Gold (Invitrogen). The following primary Abs were 

used at the concentrations given following the indicated permeabilization-method: 
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(mAb22: anti-cofilin, methanol, Abe etal., 1989), (4317: anti-phospho-ADF and-cofilin, 

0.84 ng/uL, methanol, Meberg et al, 1998), (AP-20: anti-HMW MAP2a and MAP2b, 6 

ng/uL, methanol, Sigma), (12E8: phospho-tau, 75 ng/uL, Triton X-100, Elan 

Pharmaceuticals). All fixed samples were imaged using either a Nikon Diaphot epi-

fluorescent microscope or an Olympus IX-81 spinning-disc confocal microscope. With 

the Nikon, the following objectives were used: 20x air (0.4 NA), 40x air (0.75 NA), 60x 

oil (1.4 NA). Images were captured using a Coolsnap ES CCD camera (Roper Scientific, 

Tucson, AZ). With the Olympus, a 60x oil (1.4 NA) objective was used and images were 

captured using an EM-CCD Cascade IIB (Photometries). 

Quantification of Cofilin-Rod Formation: Because cofilin-actin rods occur 

idiopathically albeit at a low frequency in untreated cultures, the presence of rods alone 

could not be used to assess rod induction per se. Therefore, two indices of rod induction 

were quantified in order to assess whether rods formed due to a specific treatment: 

percent-rod index and number-rod index. Percent-rod index is defined as the percentage 

of neurons that appeared to form at least one cofilin-actin rod. The actual percentage of 

neurons that formed at least one rod could not be determined due to the unavoidable and 

extensive fasciculation of neurites, which made the unequivocal attribution of a rod to a 

single neuron impossible. Based on studies in which neurons were singly-labeled, the 

actual percentage of neurons that formed rods was generally less than suggested by 

quantifying percent-rod index, which sometimes approached 90%. For each experiment, 

at least 100 neurons were included in this analysis. Number-rod index is defined as the 

average number of rods counted in a 124 \xm region (field) that contained many rods. In 
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general, only one neuronal soma was present in the field, although exceptions were 

sometimes made. For each experiment, approximately 10 fields were included in the 

analysis. Though the actual numbers of rods varied widely from field-to-field within a 

single experiment, the number-rod index was consistent between experiments. 

Transfections: WT MAP2 and its phosphorylation-mutants were transfected into 

cells using Lipofectamine 2000 and by following recommended protocols. Briefly, 1 (ig 

of DNA was incubated with 2.5 ul of Lipofectamine 2000 in 100 |iL of OptiMEM for 20 

minutes. The DNA:Lipofectamine mix was added to each of the cultures directly. 

Adenoviral Infections: Replication-deficient adenoviruses were generated as 

previously described (Minamide et al, 2003). Briefly, FP-tagged cDNAs were cloned 

into pShuttleCMV using standard molecular-cloning techniques. Recombination of the 

cDNA into the adenoviral genome was accomplished by electroporating into a 

recombinase-positive B J5183 strain carrying a modified Ad5 adenoviral genome 

(AdEasy). AdEasy was modified to render it replication-deficient by deleting key genes 

essential for replication. To produce functional adenovirus, the AdEasy-cDNA construct 

was transfected into HEK293 cells, which provide the deleted genes in trans. After 

several amplifications in HEK293 cells, a high titer of adenovirus was harvested by 

iterative freeze-thawing and aliquots were stored at -80°C until their use. The following 

adenoviruses were used at multiplicity-of-infections (MOI) that were empirically 

determined: (R21Q-mRFP (cofilin)), (APP-YFP), and (EB1-GFP). 
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Ca Imaging and Analysis: Rat hippocampal neurons (6 div) were loaded with 

Fura2-AM (Invitrogen) for 50-60 min in a 37°C, 5% C02 humidified incubator. Fura2-

AM was washed-out once before placing cultures back into the CO2 incubator for 30 min 

to permit de-esterification of Fura2-AM to Fura2. For imaging, neurons were switched to 

a Hibernate-E-based medium and imaged on a heated (37°C) stage using an Olympus IX-

81 equipped with a Xenon lamp, Fura2 filter sets, a 40x UV-compatible oil (1.35 NA) 

objective and a Coolsnap HQ2 CCD camera (Photometries). For each time-point, two 

images were captured using either a 340 nm or 380 nm excitation filter (340/380 images) 

and a 510 nm emission filter, which was used for both excitation-wavelengths. An 

imaging epoch consisting of 12 (340/380) images taken at 5-sec intervals was captured 

before treating with 25 uM (S)-AMPA to determine a baseline Fura2 ratio for the cell. 

Immediately after treating with (S)-AMPA, imaging epochs were captured at variable 

time-points spanning a total of 45 min. In experiments involving EGTA pre-treatment, 

imaging epochs were captured before and after adding 6 mM EGTA to determine 

baseline Fura2 ratios for the cell. After adding 25 uM (S)-AMPA, imaging epochs were 

captured at variable time-points spanning a total of 45 min. To quantify the Fura2 ratio, 

images were background-subtracted, a 5x5 pixel region was drawn over the soma of all 

cells in both the 340 and 380 images, and the average intensities calculated. The average 

intensity from the 340 image was divided by the average intensity from the 380 image to 

determine the Fura2 (340/380) ratio. The Fura2 ratio for untreated neurons was 

normalized to 100% (before EGTA or (S)-AMPA treatment). 

132 



APP-YFP Imaging and Analysis: Rat hippocampal neurons (3 div) were infected 

with adenoviruses expressing APP-YFP and R21Q-mRFP at viral concentrations that 

were empirically derived. On day 6, neurons were treated with 25 \xM (S)-AMPA for 45 

min to induce rods. After 45 min, neuronal cultures were switched to a low-fluorescence 

Hibernate-E-based (BrainBits) medium, supplemented with B27, GlutaMAX, and 1% 

pen/strep, pre-warmed to 37°C. Dual-infected neurons were imaged on a heated (37°C) 

stage using an Olympus IX-81 equipped with a CSU22 Yokogawa head, a 60x oil (NA 

1.42) objective, and an EM-CCD Cascade IIB camera (Photometries). To image APP-

YFP and R21Q-mRFP, 473 nm and 561 nm diode lasers were used, respectively. For 

each culture, 3-4 neurons, some which had formed rods and some which had not, were 

chosen for imaging. For each neuron, a single image of R21Q-mRFP was captured to 

indicate the presence and spatial-positions of rods. During the imaging period, R21Q-

mRFP-labeled rods did not move and generally remained static for many minutes (data 

not shown). APP-YFP was imaged continuously for 50 frames using an exposure time of 

0.23 sec (-average 4 frames/sec). To generate kymographs of APP-YFP trafficking, a 3-

pixel-wide line at least 100-pixels long was drawn through the middle of neurites using 

Metamorph. A maximum-intensity kymograph was generated in Metamorph. 

Results 

Glutamate induces cofilin-rods through cofilin dephosphorylation. Though 

glutamate functions as an endogenous neurotransmitter and is required for normal 

synaptic signaling between excitatory neurons, a high concentration of glutamate is 

excitotoxic (Dong et al, 2009). Excitotoxic glutamate (100 IJM L-glutamate) rapidly 
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induced cofilin-actin rods by 30 minutes in young hippocampal neurons (6-7 div) (Figure 

4. IB), confirming previous results (Minamide et al, 2000). In general, rod formation 

requires dephosphorylation of cofilin at serine-3 (Minamide et al, 2000; Maloney et al, 

2005; Huang et al, 2008; Kim et al, 2009). To determine whether cofilin is also 

dephosphorylated in response to excitotoxic glutamate, neurons were co-stained using a 

phospho-specific ADF/cofilin antibody, 4317, and a total cofilin antibody, mAB22. 

Phospho-ratio staining revealed that excitotoxic glutamate induced a global 

dephosphorylation of cofilin as compared to phospho-ratios observed in control neurons, 

and cofilin-actin rods contained dephosphorylated cofilin (Figure 4.ID). 

Glutamate-induced cofilin-rod formation requires AMP A receptors. As a 

neurotransmitter, glutamate can bind to multiple classes of glutamate receptor types, 

which include AMPARs, NMDARs, and metabotropic GluRs (mGluRs) (Michaelis, 

1998). Therefore, to establish the signaling requirements for glutamate-induced rod 

formation, we determined which glutamate receptor types were involved. For this, we 

used GluR-type-specific antagonists and agonists to either prevent or induce rods, 

respectively. AMPARs, NMDARs, and group I mGluRs were considered because of their 

postsynaptic localization. Both AMPARs and NMDARs are tetrameric cation-selective 

ionotropic receptors (Jin et al, 2009), which exhibit differential selectivity for certain 

cations. AMPARs permit Na -flux whereas NMDARs also permit Ca -flux, although 

exceptions to these generalizations exist (Wollmuth and Sakmann, 1998). For instance, a 

single amino acid in the pore region of AMPARs controls Ca -permeability (Kohler et 

al, 1993), which is developmentally-regulated (Liu and Zukin, 2007). NMDARs are also 
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Figure 4.1. Glutamate excitotoxicity (100 uM) induces cofilin-actin rods. 
(A.) In untreated rat hippocampal neurons cultured for 5-7 days in vitro (div), cofilin, 
which is immunostained with an anti-cofilin antibody (1439), is generally distributed 
throughout the neuron and can be localized to the soma and neurites. Otherwise, cofilin is 
enriched at sites of dynamic actin structures, including growth cones and filopodia. (B.) 
High concentrations of glutamate (glutamate excitotoxicity, 100 uM) induce the 
aggregation of cofilin-saturated actin filaments into cofilin-rods. (C.) Magnified view of 
region (white box) mpanel B. (D.) In untreated neurons, the relative level of 
dephosphorylated cofilin (active) is lower than in neurons that have formed rods in 
response to excitotoxic glutamate treatment (compare to panel E). In the neuron mpanel 
D, the average ratio of dephospho-cofilin over the soma is -0.75. The background ratio is 
normalized to 1.0 in both panels D and E. (E., F.) In cofilin-rods, the relative level of 
dephosphorylated (active) cofilin is high and in some areas is 2-fold greater than control 
ratio-levels. Note that a neurite (see arrow mpanel E) originating from a nearby neuron, 
which did not form rods, maintains a dephospho-cofilin ratio similar to untreated neurons 
(< 1.0). Scale bar - All numbers are in um. 

135 



A
ct

iv
e 

C
of

ili
n

 R
at

io
 

(T
ot

al
 / 

P
-C

of
) 

A
nt

i-C
of

ili
n

 A
b

 

y 
, 

... 0 

h 
:»

*,
 • 

^
. 



different from AMPARs in that they require coincident membrane-depolarization with 

ligand-binding due to a Mg2+-dependent block of the channel (Sakurada et al, 1993). 

Group I mGluRs are G-protein coupled and indirectly activate phospholipase C through 

G-protein signaling (Hannan et al, 2001). 

Because cofilin-rods occur idiopathically albeit at a low frequency in untreated 

cultures, the presence of rods alone could not be used to assess rod induction per se. As a 

result, two semi-quantitative measures, percent-rod index and number-rod index, were 

used to assess rod induction (see Materials and Methods for explanation). Based on the 

two indices of cofilin-actin rod formation, only the AMPAR antagonist, DNQX, was able 

to prevent glutamate-induced rod formation (Figure 4.2). The NMDAR-antagonist, AP5, 

or the group I mGluR-antagonist, MCPG, proved ineffectual (Figure 4.2). In addition, all 

three GluR antagonists in combination did not block rod formation to a greater extent 

than DNQX alone. Conversely, the AMPAR agonist, (S)-AMPA, was sufficient to induce 

rods, which neither the NMDAR agonist, NMD A, nor the group I mGluR agonist, 

DHPG, could (Figure 4.2). To demonstrate that AMPA-induced cofilin-actin rod 

formation did not depend on an indirect relief of NMDAR channel activity by membrane-

depolarization, AMPA-induced rod formation was tested with the NMDAR antagonist, 

AP5. APS did not block AMPA-induced rod formation (Figure 4.2), confirming that 

AMPAR activity is sufficient for cofilin-rods to form. Since AMPAR-activation alone 

was sufficient to induce rods, (S)-AMPA, instead of glutamate, was used to induce rods 

hereafter. 
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Figure 4.2. Glutamate-induced rod formation is AMPAR-dependent. 
5-7 div rat hippocampal neurons were treated with glutamate, various glutamate-receptor-
specific (GluR-specific) agonists or antagonists, or combinations of them. For 
experiments involving GluR-specific antagonists, neurons were pre-treated with the drug-
antagonists for 15 min before adding L-glutamate (100 uM). The following 
concentrations were used for the GluR-specific antagonists: (DNQX, 50 uM), (AP5, 100 
uM), and ((R,S)-MCPG, 500 uM). Only DNQX, the AMPAR antagonist, was able to 
prevent glutamate-induced rod formation. For experiments involving GluR-specific 
agonists, only the drug-agonist was added. The following concentrations were used for 
the GluR-specific agonists: (AMPA, 25 uM), (NMDA, 100 uM), and (DHPG, 100 uM). 
AMPA treatment was sufficient to induce cofilin-actin rods, although the combination of 
NMDA and DHPG could not induce rods nor could AMPA-induction of rods be blocked 
by AP5, the NMDAR antagonist. 
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Ca2+ and the Ca-dependent proteins, calcineurin or calpain, are not essential 

for AMPA-induced cofilin-rod formation. Neurons close to amyloid plaques are unable to 

maintain normal cytoplasmic Ca2+ levels, leading to "Ca2+ overload" and neurite 

dystrophy (Kuchibhotla et al, 2008). These effects can be prevented by inhibiting the 

Ca2+-dependent phosphatase, calcineurin, demonstrating the importance of Ca2+-

dysregulation in AD pathology (Kuchibhotla et al, 2008). AMPAR-activation can trigger 

sustained increases in cytoplasmic calcium from multiple sources, including through 

AMPARs themselves (Liu and Zukin, 2007), or through voltage-gated calcium channels 

(Ho et al, 2009). Calcium-dependent pathways are also known to regulate cofilin-

activation and rod formation (Wang et al, 2005; Homma et al, 2008). Therefore, we 

wanted to determine whether Ca2+ or Ca2+-dependent processes might be involved in 

AMPA-induced rod formation. To test whether (S)-AMPA induces Ca2+-responses in 6-7 

div rat hippocampal neurons, we performed Fura2 imaging. Rat hippocampal neurons 

were loaded with Fura2-AM, which is a cell-permeable analogue of Fura2 that is 

converted to Fura2 by cellular esterases, and treated with 25 uM (S)-AMPA, which 

induced a rapid, robust and sustained increase in cytoplasmic Ca2+ (Figure 4.3A, B). All 

observable Ca increases could be blocked with EGTA (Figure 4.3A, B). However, 

despite its ability to prevent all observable Ca responses, EGTA could not prevent 

AMPA-induced rod formation (Figure 4.3C). A selective and reversible calcium-

permeable AMPAR antagonist, IEM-1460, also could not block rod formation (data not 

shown). Because transient Ca2+ responses might escape detection with Fura2 imaging or 

Ca +-chelation might only dampen but not eliminate Ca2+ influxes entirely, we further 
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Figure 4.3. Ca or the Ca -dependent proteins, calcineurin or calpain, are not essential 
for AMPA-induced rod formation. 
(A.) Rat hippocampal neurons were loaded with Fura2-AM, which is de-esterified to 
Fura2 by cellular esterases, for Ca2+ imaging. The peak excitation wavelength of Fura2 
shifts to 380 nm from 340 nm upon Ca2+ binding; thus, a larger (380/340) ratio indicates 
higher Ca2+ concentrations. Each panel shown indicates a (380/340) ratio image. Before 
AMPA treatment, 380- and 340-nm images were captured for each neuron to establish a 
baseline (380/340) ratio, which was then normalized to 100%. (S)-AMPA treatment 
induces a rapid and robust Ca2+ response in hippocampal neurons (see top panels [post-
AMPA ratio: 155; pre-AMPA ratio: 95]), which can be blocked by EGTA pre-treatment 
(see bottom panels [post-AMPA ratio: 113; pre-AMPA ratio: 86]). (B.) Quantification of 
Fura2 (380/340) ratio over over a total of 45 min at various timepoints: 2.5, 5, 7.5, 10, 15, 
40 min. 25 uM (S)-AMPA {red squares) treatment induces a rapid increase in 
cytoplasmic Ca2+, which is sustained over 45 min (Ca2+ overload). The Fura2 ratio 
actually decreases in untreated neurons over this same timeframe {blue squares). 6 mM 
EGTA pre-treatment {green squares) blocks all Ca2+ responses induced by (S)-AMPA 
treatment. The Fura2 ratio for EGTA-treated neurons is lower than that observed for 
untreated neurons. (C.) 5-7 div rat hippocampal neurons were pre-treated with EGTA (6 
mM) or various drug-inhibitors before treating with 25 uM (S)-AMPA to test whether 
rod formation could be blocked. The following drug inhibitors were used at the following 
concentrations: (Cyclosporin A, 20 uM), (FK-506, 25 uM), (ALLN, 50 uM), (E-64d, 15 
uM). Neither EGTA pre-treatment nor any of the drug-inhibitors tested prevented rod 
formation. 
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assayed for calcium-independence by testing the involvement of calcium-dependent 

proteins that have been implicated in AD and glutamate excitotoxicity as well as being 

able to mediate cofilin-activation. To inhibit calcineurin, a Ca2+-dependent phosphatase 

that can activate slingshot (Wang et al, 2005), two mechanistically-distinct inhibitors 

were tested. Cyclosporin A (CsA) inhibits calcineurin by forming an inhibitory complex 

with the protein cyclophilin A (Ke and Huai, 2003). FK-506 inhibits calcineurin by 

forming an inhibitory complex with the protein FK binding protein-12 (FKBP-12) (Ke 

and Huai, 2003). Neither CsA nor FK-506, used at concentrations known to inhibit 

calcineurin (Faure et al, 2007; Misonou et al, 2007), prevented AMPA-induced rod 

formation (Figure 4.3C). Likewise, two mechanistically-distinct inhibitors of calpains, 

Ca -dependent proteases, were tested. ALLN is a cell-permeable peptide that 

competitively inhibits calpains (Song et al, 1994). E-64d is an irreversible chemical 

inhibitor of calpains (Tamai et al, 1986). Neither ALLN nor E-64d blocked AMPA-

induced rod formation (Figure 4.3C). These results demonstrate that Ca2+ and the Ca2+-

dependent proteins tested are not essential for AMPA-induced rod induction. 

HMWMAP2s weakly co-localize with AMPA-induced rods. In chick tectal 

neurons treated with antimycin (energy stress) or peroxide (reactive-oxygen species), 

12E8-immunopositive tau aggregates form rapidly and co-localize with cofilin-rods. 

12E8 recognizes two phospho-epitopes of tau within its microtubule binding domains 

(Seubert et al, 1995). However, considering that tau is unable to bind directly to actin 

(Roger et al, 2004), and has not been reported to interact with cofilin, it is unclear how 

tau localizes to rods. Other MAPs, however, such as high molecular-weight (HMW) 



MAP2 isoforms, can bind directly to actin filaments (Caceres et ah, 1988; Morales and 

Fifkova, 1989); thus their localization to rods might be expected. Therefore, we tested to 

see whether HMW MAP2 isoforms also co-localize with rods induced by (S)-AMPA 

treatment. We focused on the HMW MAP2s not only because of their known actin-

binding capabilities but the HMW MAP2 isoforms also contain an N-terminal projection 

domain that is absent from tau and the shorter isoforms of MAP2, permitting its 

unequivocal discrimination from these other isoforms. Since our HMW MAP2 antibody 

is targeted to this unique projection domain, cross-reactivity with other MAP2 isoforms is 

not anticipated. After (S)-AMPA treatment, HMW MAP2 staining increased in neurites, 

which was generally contiguous throughout the neurite (Figure 4.4D). However, in some 

neurons, HMW MAP2 staining was intermittent, though this only represented a minority 

of the neurons that formed rods (data not shown). Because HMW MAP2 staining was 

increased in neurites, where rods also form, and generally contiguous, bona fide co-

localization of HMW MAP2s with rods was difficult to assess. Nevertheless, in some 

cases, unequivocal co-localization could be observed, thereby suggesting an interaction 

between HMW MAP2s and cofilin-actin rods (Figure 4.4G, H). 

R21Q cofilin mutant exhibits reduced rod formation and actin binding. The R21Q 

cofilin mutant was originally identified in a mutagenesis screen for cofilin mutants that 

did not form cofilin-actin rods when overexpressed in cells. HeLa cells do not normally 

form endogenous cofilin-actin rods, due to low expression levels of cofilin, but can form 

rods when cofilin is overexpressed. We virally expressed WT or the R21Q mutant of 

cofilin, which were C-terminal chimeras with mRFP, in HeLa cells and treated with 
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Figure 4.4. High molecular-weight (HMW) isoforms of MAP2 (isoforms a/b) weakly co-
localize with rods. 
Cofilin-actin rods were induced in 5-7 div rat hippocampal neurons with 25 uM (S)-
AMPA. After AMPA-treatment for 45 min, neurons were fixed and co-immunostained 
for HMW MAP2 (a/b) and cofilin. (A.) In untreated neurons, HMW MAP2s are enriched 
at dynamic actin-rich regions (see arrows in panel A), especially growth cones, where 
cofilin is also enriched (see arrows in panel B). (C.) An overlay of anti-HMW MAP2 
staining with anti-cofilin staining. Yellow regions indicate co-localization. (D.) In 
neurons treated with 25 uM (S)-AMPA, HMW MAP2 expression and its localization to 
neurites is increased. Arrows (yellow) highlight regions where HMW MAP2 distinctly 
co-localizes with cofilin (see panels G and H). (G, H.) Magnified view of region in panel 
D and E better demonstrates distinct co-localization of HMW MAP2 with rods (compare 
panels G, H). Scale bars - All numbers are in um. 
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ATP-depleting solution to induce rods. With WT cofilm overexpression, virtually all 

cells formed rods (Figure 4.5D, E). In contrast, the R21Q cofilin mutant did not form 

rods except in a small fraction of cells (Figure 4.5D, E). Overexpressed R21Q did not 

form cofilin-rods whether endogenous cofilin was knocked down or not (Figure 4.5E). 

Because the residue, R21, lies near a region involved in F-actin binding (Figure 4.5A), 

we asked whether the mutation might perturb its interaction with F-actin, which could 

also explain its reduced ability to form rods. We performed a F-actin co-sedimentation 

assay with the R21Q cofilin mutant and wild type (WT) cofilin with varying 

concentrations of cofilin (Figure 4.5B). The R21Q cofilin mutant binds to F-actin less 

efficiently than WT cofilin does by ~9-fold (Figure 4.5C). 

R21Q cofilin mutant incorporates into rods formed from endogenous cofilin but 

forms less spontaneous rods induced by overexpression than WT cofilin. The study of 

cofilin-actin rod formation in live neurons has been limited because overexpression of a 

fluorescent protein-tagged WT cofilin results in considerable spontaneous cofilin-rod 

formation (spontaneous rods). A fluorescent cofilin mutant that could incorporate into 

induced rods but not form spontaneous rods would offer a useful alternative for live-cell 

imaging. Therefore, we asked whether R21Q, which does not form rods by itself, could 

incorporate into rods made from endogenous cofilin (endogenous rods). For these studies, 

we used A431 cells, which when stressed can form rods due to high endogenous 

expression levels of cofilin. When overexpressed in A431 cells, which were induced to 

form rods by treating with ATP-depleting solution, cofilin R21Q-mRFP incorporated into 

endogenous rods (Figure 4.6D, E). To be useful as a live-cell reporter for rod formation, 



Figure 4.5. The R21Q cofilin mutant exhibits reduced actin binding and rod formation. 
The R21Q mutant was identified in a mutagenesis screen for cofilin-mutants that did not 
form cofilin-actin rods when overexpressed in HeLa cells. (A.) The residue, R21, lies 
near a region involved in F-actin binding. The colored regions correspond to: (Green: G-
and F-actin binding), (Red: F-actin binding), (Yellow: Nuclear Localization Signal, 
NLS), (Pink: Phospho-regulated Serine-3), (Blue: N-terminus). The 3-D structure of 
cofilin was generated in PyMol using NMR data of human cofilin (PDB: 1Q8G). (B.) 
Compared to WT cofilin, R21Q cofilin binds to F-actin less efficiently. WT and R21Q 
cofilin were bacterially expressed and purified as untagged proteins. For the co-
sedimentation assays, various concentrations of cofilin (0, 2.5, 5, 10, 20 uM) were 
incubated with 5 uM F-actin and the samples were centrifuged at 250,000 x g for 30 
minutes at 20°C. For each concentration of cofilin assayed, three samples, which 
represented the sample before centriftigation (T), the supernatant after centrifugation (S), 
and the pellet after centrifugation (P) were loaded on to a 15% SDS-PAGE gel. Both gels 
were stained using Coomassie Blue R. (C.) Quantification of the results from panel B. 
For each cofilin concentration assayed, the percent of the total cofilin (S + P) that co-
sedimented with the pellet-fraction (P) was calculated using the formula, P / (S+P). The 
R21Q mutant co-sediments with F-actin ~9-fold less well than WT cofilin does. 
Quantification was done using Metamorph. (D.) The R21Q cofilin mutant does not form 
rods by itself. Representative images of rods formed in A4.8 cells overexpressing either 
WT or mutant cofilin, which C-terminal chimeras with mRFP, and treated with ATP-
depleting medium (NaN3 + 2-deoxyglucose). A4.8 cells do not form rods unless 
exogenous cofilin is overexpessed. Scale bar = 10 urn. (E.) Quantification of the percent 
of A4.8 cells that formed cofilin-rods when either WT or R21Q cofilins were 
overexpressed and endogenous cofilin was or was not knocked-down using a virally-
expressed shRNA. Whether or not endogenous cofilin was knocked-down, WT cofilin 
formed cofilin-rods in all A4.8 cells imaged, and the R21Q cofilin mutant formed cofilin-
rods in only a small fraction of cells imaged. 
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Figure 4.6. The R21Q cofilin mutant incorporates into endogenous cofilin-actin rods but 
forms less spontaneous rods than WT-cofilin. 
WT and R21Q cofilin are C-terminal chimeras with monomeric RFP (mRFP). (A, B.) 
Both R21Q and WT cofilin form rods due to overexpression (spontaneous rods), although 
rods generated by overexpressing WT cofilin are generally more numerous and larger in 
size. (C.) Only neurons overexpressing either WT or R21Q cofilin were included in the 
analysis. The fraction of neurons that formed spontaneous rods is significantly lower for 
R21Q overexpression than WT overexpression. However, the fraction of neurons that 
formed rods in response to (S)-AMPA treatment (25 uM) was similar for both R21Q and 
WT overexpressing neurons, (n = 1) (D.) R21Q incorporates into rods formed from 
endogenous cofilin and generated by energy stress (ATP-depleting medium) in A431 
cells. (E.) Magnified view of region selected in panel D. (F, G, H.) R21Q incorporates 
into nearly all induced rods detected by immunostaining using the anti-cofilin Ab, 1439. 
Yellow regions indicate co-localization (see panel H). All scale bars =15 urn. 
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the R21Q-mRFP cofilin mutant must incorporate into all endogenous cofilin-actin rods 

formed. To determine its fidelity for detecting rods, we infected rat hippocampal neurons 

with R21Q-mRFP, induced endogenous rods with (S)-AMPA treatment, and also 

immunostained for rods using a secondary fluorophore that is spectrally well-separated 

from mRFP. Virtually all rods detected by immunostaining also contained R21Q-mRFP 

(Figure 4.6F, G, H), demonstrating its high fidelity. Very rarely was co-localization not 

observed, though we attribute this to the stochastic nature of cofilin incorporation. To 

demonstrate that R21Q overexpression does not form spontaneous rods, we quantified the 

percent-rod index only for neurons that were overexpressing WT-mRFP or R21Q-mRFP 

cofilin (Figure 4.6A, B). In untreated neurons, the percent-rod index was reduced by 

nearly half for R21 Q-mRFP-overexpressing neurons as compared to those that 

overexpressed WT cofilin. Still, the percent-rod index for R21Q-overexpressing neurons 

was greater than uninfected controls (-14% for uninfected cultures) (Figure 4.6C). The 

former result was expected based on the previous observation that R21Q does not form 

rods by itself. However, the percent-rod index was similar between R21Q and WT cofilin 

in AMPA-treated neurons (Figure 4.6C), confirming its ability to incorporate weakly into 

rods formed from endogenous proteins. 

Neither WT MAP2c nor its phosphorylation mutants co-localize with rods in ATP-

depletedA431 cells. In addition to the HMW MAP2s, MAP2c is known to bind to and 

bundle actin filaments (Ozer and Halpain, 2000). Actin binding is promoted by 

phosphorylation of any of three serine residues, S319, S350, and S382, which reside in 

the 1st, 2nd, and 3 rd microtubule binding domains (MTBD) of MAP2c respectively (Ozer 
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and Halpain, 2000). Reciprocally, phosphorylation of any of these residues reduces 

microtubule binding (Ozer and Halpain, 2000). Therefore, we wanted to determine 

whether WT or a phospho-rnimetic mutant of MAP2c co-localized with rods through its 

ability to bind to actin. Overexpression of wild-type MAP2c resulted in extensive and 

abnormal microtubule bundling (Figure 4.7B, arrows), in agreement with previous 

observations (Ozer and Halpain, 2000). Also, as previously observed (Ozer and Halpain, 

2000), a double phospho-rnimetic mutant of MAP2c (2E), in which residues S350 and 

S3 82 were mutated to glutamate, did not induce the bundling of microtubules and 

appeared to be more diffusely distributed (Figure 4.7E). Nevertheless, the 2E mutant of 

MAP2c localized to microtubules (Figure 4.7K). Surprisingly, triple mutation of the three 

serine residues to alanine (3 A) also did not induce extensive bundling of microtubules 

(Figure 4.7H, though microtubule localization was observed (Figure 4.7L). Microtubule 

binding appeared to be unaffected by ATP depletion for any of the MAP2c constructs 

investigated, at least within the timeframe of the study (2 hrs). In addition, none of the 

MAP2c constructs appeared to co-localize with rods (compare insets of Figure 4.7A, D, 

and G with 4.7B, E, and H, respectively). 

The presence of cofilin-actin rods is associated with a loss of trafficking of APP -

YFP-containing vesicles. The amyloid precursor protein, APP, is trafficked anterogradely 

from the trans-Golgi network to the plasma membrane and retrogradely within recycling 

endosomes for lysosomal degradation (Ehehalt et al, 2003; Thinakaran and Koo, 2008). 

Within endosomes, APP is preferentially processed by P-secretases (Ehehalt et al, 2003), 

generating more AP1.42, whereas a-secretase cleavage, which generates a non-
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Figure 4.7. Neither WT MAP2c nor its phosphorylation-mutants co-localize with rods in 
ATP-depletedA431 cells. 
A431 cells overexpressing EGFP-tagged wild type or phosphorylation mutants of MAP2c 
were treated with ATP depleting solution (10 mM NaN3, 6 mM 2-deoxyglucose) for ~2 
hours to induce rods. Rods were detected by overexpressing mRFP-tagged R21Q cofilin 
(see panels A, D, G). Overexpression of WT MAP2c alone induced the bundling of 
microtubules (arrows), which were not affected by ATP depletion (see panel B). 
Overexpression of the double phospho-mimetic mutant of MAP2c (2E) did not induce 
bundling of microtubules and was more diffusely distributed throughout the cell (see 
panel E), though it still localized to microtubules (see panel K). Likewise, the triple-non-
phosphorylatable mutant of MAP2c (3 A) did not induce bundling of microtubules (see 
panel H), which was unexpected. The 3A MAP2c mutant localized to microtubules as 
well (see panel L). None of the MAP2c isoforms studied co-localized with rods, which 
were induced by ATP depletion. Panels A-J were collected using a 20x objective whereas 
panels K and L were collected using a 60x objective. 
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amyloidogenic peptide, is preferred when APP is expressed on the plasma membrane 

(Thinakaran and Koo, 2008). Because amyloidogenic processing of APP is preferred in 

trafficking endosomes, it has been hypothesized that localized stalling or the loss of 

vesicle trafficking might facilitate the increased production and secretion of AP1.42 

(Stokin et al, 2005; Pigino et al, 2009). Supporting evidence for this was provided by 

the localization of APP and its cleavage products to the distal ends of APi-42-induced rods 

(Maloney et al, 2005); however, conspicuous vesicle stalling or loss of trafficking has 

not been observed in live-cell imaging to date. Therefore, we wanted to determine 

whether rod formation was associated with changes to the trafficking of APP-YFP-

containing vesicles. Rat hippocampal neurons overexpressing both R21Q-mRFP, to 

image rods, and APP-YFP, which were trafficked in vesicles, were treated wth 25 uM 

(S)-AMPA for 45 min to induce rods before live-cell imaging. The fact that not all 

neurons formed rods allowed us to compare the dynamics of APP-YFP-containing 

vesicle trafficking in neurons that did or did not form rods. In neurons that did not form 

cofilin-actin rods, APP-YFP-containing vesicles were highly dynamic in nearly all 

neurite-processes observed, including in presumptive dendrites and axons (Figure 4.8B, 

C, D). In neurons that formed rods, a global loss of trafficking of APP-YFP-containing 

vesicles was observed (Figure 4.8F, G, H), with APP-YFP-containing vesicles also 

appearing to aggregate into static punctae along neurites (Figure 4.8F). The formation of 

rods in any one particular neurite was typically associated with the loss of trafficking 

throughout the entire neuron, even in neurites that did not contain a rod (Figure 4.8F). 
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Figure 4.8. The presence of cofilin-actin rods is associated with a loss of trafficking of 
APP-YFP-containing vesicles. 
R21Q-mRFP and APP-YFP dual-infected cultures were treated with 25 uM (S)-AMPA 
for 45 min before imaging. R21Q-mRFP and APP-YFP dual-positive neurons, which 
formed or did not form rods, were imaged continuously for 50 frames. A single red-
channel image was taken to indicate the positions of rods before continuous imaging of 
the YFP-channel. Maximum-intensity kymographs were generated using a 3-pixel-wide 
line at least 100-pixels long drawn in the middle of a neurite. Time between frames (and 
therefore between rows in kymographs) is -0.23 sec (duration of image-capture only). 
(A, B.) In AMPA-treated neurons that did not form rods, APP-YFP-containing vesicles 
remain dynamic, as indicated by the leftward (retrograde) and rightward (anterograde) 
movements of APP-YFP-containing vesicles in the kymographs (see panels C, D). Color 
of square in lower right-hand corner of kymographs corresponds to linescans of same 
color in panel B. (E, F.) In neurons that formed rods (indicated by yellow arrows), APP-
YFP-containing vesicles are no longer dynamic (see panels G, H). Color of square in 
lower right-hand corner of kymographs corresponds to linescans of same color in panel 
F. Scale bar in panels C, D, G, H = 8 urn. 
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The reversal of AMPA-induced rods is associated with the recovery of trafficking 

of APP-YFP-containing vesicles. To establish whether AMPA-induced rods can be 

reversed, we blocked AMPAR-activation by adding 10 uM DNQX to neurons, in which 

rods had already been induced, for variable amounts of time (0-6 hrs). Rods induced by 

AMPA-treatment are rapidly reversed, though only returned back to near-control levels 

by 6 hrs after adding DNQX (Figure 4.9A). 

To determine whether the reversal of AMPA-induced rods was also associated 

with the resumption of trafficking of APP-YFP-containing vesicles, we imaged rods and 

APP-YFP in neurons that had formed rods over several hours after treating with DNQX. 

The reversal of rods 3 hrs after treating with DNQX was associated with the resumption 

of trafficking of APP-YFP-containing vesicles, although to different degrees within 

individual neurites (Figure 4.9C, kymographs). Conversely, the presence of rods within 

the same neurites only 1 hr after treating with DNQX was associated with the persistent 

disruption of APP-YFP-containing vesicle transport (Figure 4.9B, kymographs). In some 

cases, the reversal of rods was not associated with the resumption of vesicle trafficking 

containing APP-YFP within 3 hrs after DNQX treatment (data not shown). 

AMP A induces the formation of rod-shaped cofdin aggregates in the CA3 region 

of organotypic hippocampal slices. Rods are induced in organotypic hippocampal slices 

by ATP depletion, ApV.42, and glutamate treatment, though the degree of induction and 

regional-specificity vary for each treatment (Davis et al., 2009). Using glutamate to treat 

hippocampal slices, however, is confounded by the ability of glial cells to buffer the 

extracellular glutamate concentration through glutamate transporters. Therefore, to study 



Figure 4.9. Reversal of AMPA-induced cofilin-rods is associated with the recovery of 
APP-YFP-containing vesicle transport. 
(A.) Rat hippocampal neurons were treated with 25 uM (S)-AMPA for 30 min to induce 
cofilin-actin rods. At various times before fixation, 0, 1,2, 4, and 6 hrs, 10 \xM DNQX 
was added to prevent further AMPAR activation and permit recovery of rods. Though 
some rods reversed rapidly within the first hour, other rods persisted for up to 4 hrs after 
adding DNQX. (B.) Rat hippocampal neurons were treated with 25 uM (S)-AMPA for 30 
minutes to induce rods. Following AMPA treatment, neurons were washed once with 
fresh medium and then treated with 10 uM DNQX to prevent further AMPAR activation 
(0 hr recovery). +1 hr after recovery, rods, which were detected by overexpressing the 
R21Q cofilin mutant, were still present (seepanel B, left). In the same neuron (blue and 
red line-scans), APP-YFP-containing vesicles were generally not dynamic, although few 
exceptions were observed (see panel B, right-upper and -lower). (G.) +3 hrs after 
recovery, most rods have disappeared (see panel C, left). In the same approximate line-
scans as shown in panel B, APP-YFP-containing vesicles are now more dynamic (see 
panel C, right-upper and -lower). Line-scans in panel B and C are not identical due to 
slight morphological changes that occur during recovery. The color of squares in the 
lower right-hand corner of kymographs corresponds to line-scans in panels B and C. 
Scale bars in kymographs = 5 um. 
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rod-induction mechanisms in hippocampal slices, treating with glutamate-specific 

agonists, like (S)-AMPA, is preferred because unlike glutamate, glutamate-specific 

agonists are not easily removed from the extracellular space through reuptake 

mechanisms. Treating organotypic slices with 25 uM (S)-AMPA for 1 hr induced the 

formatin of rod-shaped cofilin-immunoreactive aggregates in various regions throughout 

the hippocampus, including within the dentate gyrus, CA3, and CA1 regions (data not 

shown). Cofilin-immunoreactivity in untreated slices appeared as round puncta (Figure 

4.10E). Though rod-shaped cofilin aggregates were observed throughout the 

hippocampus, we concentrated on the CA3 region because rods within this region were 

blocked by DNQX (data not shown); whereas, rods in other regions could not be blocked 

by DNQX treatment. Within the CA3 region, the formation of rod-shaped cofilin 

aggregates largely occurs just outside the layer of pyramidal neurons (P, Figure 4.10D), 

particularly in the oriens/alveus (O/A) layer. 

Discussion 

Here we have used glutamate excitotoxicity as a model system for cofilin 

pathology in AD, and have determined the receptor signaling requirements of glutamate-

induced cofilin-actin rod formation in young hippocampal neurons. We have 

demonstrated that glutamate-induced rod formation is AMPAR-dependent. Though 

AMPAR-activation is known to directly mediate neurotoxicity (Mahajan and Ziff, 2007), 

glutamate-mediated effects in AD generally depend on NMDARs or group I mGluRs (Li 

et al, 2009). AMPARs are also unlikely to be involved in AD-related excitotoxic effects 

because AMPAR postsynaptic expression is reduced in AD brain (Chang et al, 2006) 
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Figure 4.10. AMPA treatment induces rods in the CA3 region of rat hippocampal slices. 
Rat hippocampal slices were maintained on Transwell culture membranes for 1-3 wks 
until drug treatment (AMPA, 25 uM for 1 hr). Each slice was immunostained for cofilin, 
using 1439 (anti-cofilin Ab), and stained with DAPI. For each slice, a low-magnification 
photo-montage of the entire slice was arranged from D API-stained images, which were 
taken with a 20x objective. A high-magnification photo-montage of the CA3 region was 
also arranged from cofilin-immunostained images, which were taken with a 60x 
objective. (A.) The distinct regions of the hippocampus can be differentiated by DAPI 
staining, which labeled the dense primary cell layers of the dentate gyrus (DG), CA3, and 
CA1 regions (see also panel C). (B.) A region of the CA3 region (red dot) was again 
imaged using a higher-magnification objective. The dense cell layer of CA3 pyramidal 
neurons (P) is evident by the relative absence of cofilin immunoreactivity. O/A -
oriens/alveus; MF - mossy fiber. (D.) Rod-shaped aggregates of cofilin are induced in the 
CA3 region, particularly near the pyramidal cell layer (P), by AMPA treatment. (E, F.) 
Magnified views of comparable regions between untreated and AMPA-treated slices (see 
panels B andD, white boxes) better demonstrate the formation of rod-shaped aggregates 
in AMPA-treated slices. In untreated slices, cofilin immunostaining largely appears as 
round puncta. All numbers by scale bars are in um. 
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and AP1-42 suppresses AMPAR-dependent signaling through regulation of AMPAR 

surface expression (Gu et al, 2009). However, the dependence of rod formation on other 

GluRs may change depending on neuronal maturity. For instance, NMDAR postsynaptic 

expression peaks later in culture, and a transition from AMPAR-dependent signaling to 

NMDAR-dependent signaling is also observed in vivo. Likewise, though we have also 

demonstrated that Ca2+ and the Ca2+-dependent proteins, calcineurin and calpain, are not 

essential for AMPA-induced rod formation, their involvement in rod-formation is not 

categorically ruled out. In fact, our preliminary studies in postnatal hippocampal slices 

suggest that rods can be induced by bath-treatment with the agonist, NMDA (data not 

shown). The signaling-dependence of rod-induction on neuronal maturity will be 

investigated in future studies. 

Emerging evidence also suggests that disruptions to both actin- and microtubule-

based processes are more pervasive than currently estimated. For instance, the actin-

regulatory protein, WAVE, and the microtubule-regulatory protein, CRMP2, were 

recently identified as components of NFTs (Takata et al, 2009). Thus, it is reasonable to 

suspect that a more general disruption of MAP proteins may also be occurring in AD than 

previously described. This is supported by our demonstration that HMW MAP2s can co-

localize to rods. These effects have been hypothesized to underlie early pathological 

signatures of AD, such as vesicle trafficking defects and synaptic loss/modification, 

before neuronal loss or aggregate-formation occur. This was demonstrated by the 

overexpression of tau and its phosphorylation in Drosophila (Mudher et al, 2004), which 

resulted in vesicle trafficking defects. In addition to the loss of vesicle trafficking, 

vesicles aggregate into punctae along the neurite (Mudher et al, 2004). We have 
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observed similar effects in AMPA-treated neurons that formed rods but not in neurons 

without rods. In rod-forming neurons, APP-YFP-containing vesicles ceased moving and 

aggregated into discrete punctae along neurites. Though other possible explanations were 

not ruled out, for instance, depletion of cellular ATP could also account for the loss of 

vesicle trafficking, altogether, our results are consistent with a model whereby vesicle 

trafficking is disrupted by tau hyperphosphorylation and cofilin-actin rod formation. 

Indeed, overexpression of tau can inhibit kinesin-1 binding to microtubules (Goldbury et 

al, 2006), and kinesin-1 has been reported to interact with APP although this interaction 

remains controversial (Kamal et al, 2001; Lazarov et al, 2005). 

Early tau pathologies can be reversed by antibody-mediated clearance of AP 1.42, 

though late tau pathologies are persistent (Oddo et al, 2004). The reversal of rod 

formation indicates its potential as a therapeutic target in the early pathogenesis of AD, 

and the persistence of some rods has been observed when induced by ATP-depleting 

solution (Minamide et al, 2000). These results argue for a 'critical window' for 

treatment/prevention of the progression of AD pathology. 
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Chapter 5 

General Discussion and Future Directions 

Discussion 

Though actin dynamics has been studied for several decades, emerging 

technologies and perspectives continue to challenge our current understanding of it. In 

the past decade for instance, actin-nucleators were discovered and characterized (Mullins 

et al, 1997), fluorescent-speckle microscopy emerged as a technique to study the 

dynamics of actin superstructures in vivo (Waterman-Storer et al, 1998), and single-

filament dynamics was imaged for the first time in real-time using total internal reflection 

microscopy (TIRFM) (Fujiwara et al, 2002). All of these advances have contributed to a 

general model of actin dynamics that begins to unify, at least to some extent, results that 

range from in vitro to in vivo and from single filaments to complex superstructures. 

Yet, as advances are made, some results demand a re-evaluation of the current 

paradigm at a fundamental level. For instance, using single-filament imaging and 

diffusional analysis, Fujiwara et al described filament-dynamics during treadmiUing that 

was 6-fold faster than expected (Fujiwara et al, 2002), suggesting that actin dynamics 

might operate by different principles during steady-state (treadmiUing) than during net-

poymerization. If indeed true, this would have implications on cellular actin structures, 

which are generally considered to be undergoing treadmiUing. The authors suggest, as 

one of several possible mechanisms, that the annealing and severing of short oligomers, 

of an average size of six subunits, might account for their observations (Fujiwara et al, 

2002). Therefore, using an exact stochastic simulation of actin dynamics, we tested 
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whether conventional rates of filament-annealing and -fragmentation might contribute to 

faster dynamics during treadmilling (Fass et al, 2008). Our work suggested that 

conventional rates of annealing and fragmentation did not account for the effect, although 

a faster rate of fragmentation combined with a conventional rate of annealing could. We 

proposed that a faster rate of fragmentation might have resulted from the use of 

tetramethylrhodamine-labeled actin, which decreases the stability of actin filaments even 

when used at a low percentage to the total actin concentration (Kudryashov et al, 2004). 

Other advances have contributed to the paradigm by the demonstration of 

concepts that were merely hypothesized. Though theorized years before, the 

reconstitution of Listeria monocytogenes actin comet-tail motility demonstrated several 

key concepts of actin assembly (Loisel et al, 1999; Cameron et al, 1999): 1. actin 

superstructures are self-assembled by a 'program' of actin binding proteins, 2. dynamic 

superstructures can fuel their own motility by treadmilling, 3. superstructures act as a 

heterogeneous scaffold for actin binding proteins (transport function). The simplicity of 

the reconstitution assay, which involves mixing 4-5 actin binding proteins together with 

microspheres coated with an actin-nucleator, emphasizes the minimal requirements for 

generating an actin superstructure and its most fundamental characteristics. 

Neuronal waves, growth cone-like structures that travel along the length of 

neurites, were hypothesized to contribute to neuritogenesis by transporting actin to 

growth cones (Ruthel and Banker, 1998), and the Listeria actin-comet-tail model already 

suggested a mechanism for how this could work. A treadmilling actin superstructure 

could inherently fuel its own motility as well as transport actin and actin binding proteins. 

Our results are entirely consistent with this conceptual model, and though not 
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investigated explicitly, indirect evidence suggests that many actin binding proteins, 

including cofilin and myosin II, are being delivered to growth cones by waves (Flynn et 

al, 2009). For instance, upon wave arrival, growth cones retract, which depends on 

myosin II activity (Flynn et al., 2009). Thus, waves are a unique transport mechanism in 

that waves inherently couple the act of delivery with the package itself. 

Interactions between MAPs and cofilin-actin rods suggest that actin may be 

serving as a scaffold for more than just actin binding proteins. Indeed, the extent of 

disruption to both actin- and microtubule-binding proteins is likely underestimated, and 

other proteins may also localize to hyperphosphorylated-tau aggregates and/or cofilin-

actin rods. If, indeed, tau hyperphosphorylation and rod formation are inter-dependent, 

this may offer a therapeutic equivalent to targeting 'two birds with one stone'. 

Future Directions 

GSK-3P is an important mediator of AD pathology (Takashima et al, 2003; 

Sereno et al., 2009), and we have provided evidence that its influence extends beyond tau 

phosphorylation. Though we have suggested that GSK-3p may be involved in cofilin-

actin rod formation through its ability to phosphorylate tau, its exact role is being 

investigated. Its potential ability to phosphorylate other MAPs and the co-localization of 

HMW MAP2s to rods suggests a pervasive disruption of MAP proteins, a hypothesis 

which is being investigated in conjunction by our collaborators, Ineka Whiteman and Dr. 

Claire Goldsbury. 

We have also demonstrated that AMPA-induced rod formation is associated with 

the loss of trafficking of'APP-YFP-containing vesicles. Effects, due to the stalling of 
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APP-YFP-containing vesicles, are being investigated by others in the lab. Specifically, 

though disruptions to APP-trafficking were hypothesized to increase amyloidogenic 

processing of APP (Terwel et al, 2002; Stokin et al, 2005), an increase in the secretion 

of total amyloid beta levels has not detected (personal communication with I. Marsden). 

However, we have not ruled out the possibility that a shift towards amyloidogenic 

processing may be occurring without a change in the total amyloid beta levels. Defects of 

APP-YFP-containing vesicle trafficking may also indicate that vesicle trafficking in 

general or that kinesin-1-dependent trafficking are disrupted. APP has been reported to 

interact with kinesin-1 and be transported by the motor-protein; however, recent data has 

questioned whether this interaction actually occurs (Lazarov et al, 2005). Nevertheless, 

vesicle trafficking defects have been observed by glutamate-treatment (Hiruma et al, 

2003), APi-42-treatment (Hiruma et al, 2003; Stokin et al, 2005), and the overexpression 

of tau (Goldbury et al, 2006); therefore, trafficking defects represent an important and 

early pathological hallmark in AD. 

Rods have also been implicated in synaptic dysfunction (Jang et al, 2005). 

Whether rods affect pre- or post-synaptic function or whether their effect on synapses is 

localized or global would provide clues to its specific effects on learning and memory. 

Specifically, since ApY42-induced rods are preferentially formed in the dentate gyrus and 

hilar regions of organotypic hippocampal slices, rods might affect the trisynaptic pathway 

of the hippocampus, which involves the dentate gyrus, but not the monosynaptic 

pathway, which does not (Nakashiba et al, 2008). Importantly, the trisynaptic and 

monosynaptic pathways are involved in different types of learning (Nakashiba et al, 

2008). Therefore, it would be of interest to determine other brain regions outside of the 
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hippocampus in which rods form, in particular, the entorhinal cortex. The entorhinal 

cortex, whose inputs to the hippocampus are important for both the tri- and mono­

synaptic pathways (Nakashiba et al, 2008), would be predicted to have a more profound 

effect on learning and memory, simply based on its involvement in both synaptic 

pathways. Preliminary evidence in organotypic slices in which portions of the entorhinal 

cortex were saved during the dissection suggest that rods can indeed form robustly in the 

subiculum and entorhinal cortex (data not shown). In addition, rods have been suggested 

to mediate synaptic loss without frank neuronal loss, especially in regions distal to the 

locus of rod formation (Minamide et al, 2000). 

In response to (S)-AMPA, extensive changes to the intracellular environment 

occur, including changes to the oxidation state of the neuron (Dong et al, 2009), which is 

regulated by redox proteins such as glutathione (Vaughn and Deshmukh, 2008). These 

changes are likely to influence rod formation, for instance, cofilin-dimers have been 

identified after glutamate excitotoxicity (Bernstein et al, in preparation). Also, in 

response to the generation of reactive oxygen species, actin can be S-nitrosylated, which 

influences its polymerization dynamics and intracellular distribution (Thorn et al, 2008). 

Thus, oxidative changes to cofilin and/or actin are likely to change their interaction-

potential and polymerization dynamics necessary for rod formation. 
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