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ABSTRACT

AN EXPERIMENTAL STUDY OF SOIL WATER
FLOW SYSTEMS INVOLVING HYSTERES IS

The hydraulic functions, i.e., hydraulic conductivity-water content and
pressure head-water content relationships, were measured in an unsteady
state flow situation on a column of sand using gamma absorption for water
content measurements and pressure transducer tensiometry for pressure head
measurements. Subsequently, the same flow column was subjected to a
boundary condition that caused drainage and rewetting of the column.
Measurements of pressure head, hydraulic head and water content versus time
were made at various positions. These data were compared with the predic­
tions from soil water flow theory which included the effects of hysteresis
in the water content-pressure head relationship. Measured and predicted
pressure head-time curves were in reasonable agreement, but measured and
predicted water content-time curves were not always in good agreement.

Klute, A. and W. R. Gillham
AN EXPERIMENTAL STUDY OF SOIL WATER FLOW SYSTEMS INVOLVING HYSTERESIS
Completion report to Office of Water Resources Research, Department of
the Interior, August 1973, Washington, D. C., 105 p.

KEYWORDS: water flow/soil water/unsaturated flow/hy~teresis/waterretention/
gamma attenuation/tensiometry.



INTERPRETIVE SUMMARY

The ability of soils to store water is measured by a property known

as a water retention curve, which is a relation between the water content

and the soil water pressure. At saturation the soil water pressure is at or

near atmospheric, and as the soil becomes desaturated the soil water pressure

becomes less than atmospheric. Thus we speak of a water content-soil water

pressure relation or function. This function is not single valued, i.e.,

the function obtained for drainage of a soil differs from that for wetting

of the soil. The term hysteresis is applied to this phenomenon. It is one

of the goals of soil physics to be able to predict the behavior of water

in soil from basic physical principles. In order to accomplish this goal,

knowledge of the hysteresis described ~bove is required, and this information

must be properly incorporated into the prediction scheme. The work

described in this paper reports an attempt to measure the hysteretic

relationship for a given porous material and to use this data to predict

the behavior of water in the same material under certain imposed conditions.

The work has advanced our understanding of the behavior of water in soil.
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BACKGROUND:

The water content-pressure head relation for most porous media, includ­

ing soils, exhibits the phenomenon called hysteresis (Childs, 1969; Miller

and Miller, 1956). The water content obtained by drainage to a given

pressure head is larger than the water content obtained by wetting to the

same pressure head. In addition there is an infinite family of wetting

scanning curves and draining scanning curves between the main drainage water

content-pressure head curve and the main wetting water content-pressure head

curve. In general it is impossible to infer, without ambiguity, the water

content from a given value of the pressure head and vice versa. It is

necessary to give additional information which will identify the particular

scanning curve that is applicable.

The theory for water flow in unsaturated soil which is based on the

Darcy equation and the continuity equation, leads to a nonlinear partial

differential equation of flow with either the water content or the soil water

-pressure head as the dependent variable. In the development of this equation

it is necessary to introduce a relation between water content and pressure

head. This function is hysteretic, and it may also depend on position as

in a nonuniform soil profile. The hydraulic conductivity-water content

relation, which also appears in the flow equation, may also exhibit some

hysteretic behavior but in many cases may be taken as non-hysteretic.

The nonlinear nature of the flow equation has largely precluded

analytic solution and numerical and approximate means of solution have had

to be used. To avoid the complications introduced by hysteresis it has been

customary to restrict analysis to those situations where the flow was of

such a nature that all changes of water content, Q, (and pressure head, h)
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were monotonic functions of time, i.e., always increasing or always decreas-

oQIn such cases ot does not change algebraic sign during the flow.

Analyses of a large number of unsteady state flow systems have been made

in this way, e.g., infiltration (both horizontal and vertical), drainage,

and evaporation.

In natural situations, i.e. "the field," the commonly occurring flow

systems involve some aspect of hysteresis. For example, infiltration,

perhaps from rain or ponded water, is followed by a combined period of

drainage, redistribution and evaporation at the surface. Thus there will

be parts of the flow system in which oQ/ot will change sign during the

source of the flow and the hysteretic nature of the water content-pressure

head function must be utilized in the analysis of such flow.

As will be seen upon reading the more detailed literature review in

the following pages, there have been several numerical procedures developed

to account for hysteresis (Rubin, 1967; Ibrahim and Brutsaert, 1968; Hanks

et al., 1969). However, not much comparison of the results of these pro-

cedures has been made with experimental data. There is a definite need for

more experimental testing of the predictions of the analyses of hysteric

flow. In the course of development of the hysteretic analyses certain

simplifying assumptions as to the nature of the hysteresis are usually made.

Experimental testing is needed to determine whether or not these approxima-

tions are adequate. If significant discrepancies are found, it may be

possible, with knowledge of the nature of these discrepancies, to improve

upon the method of analysis.
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PROJECT OBJECTIVES:

1. To make measurements of the hydraulic conductivity-water content

and water content-pressure head relationships for selected soils and porous

materials. This will include as much of their hysteretic nature as can be

determined.

2. To conduct experimental observations of the behavior of selected

hysteretic flow systems in laboratory models.

3. To compare the observed behavior with that predicted by solutions

of the flow equation for water in unsaturated soils in which hysteresis is

considered, and thus evaluate the predictive value of such analyses.
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The text of the main body of a Ph.D. thesis is reproduced in the

following pages. The thesis is being submitted to the Graduate School of
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of the requirements for the Ph.D. degree in Agronomy. Mr. Gillham is

completing the requirements for the Ph.D. in absentia from the University
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COOPERATION:

The research described in this report was carried out in cooperation

with and with partial financial support from the USDA, Agricultural Research
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PUBLICATIONS IN PREPARATION:

A paper from this research will be presented at the American Society of

Agronomy Annual Meeting in Las Vegas, Nevada, November 11-16, 1973 entitled

"Hysteretic flow in a porous medium: Experimental results and theoretical

prediction," and a manuscript with this title will be prepared for publication

in the Soil Science Society of America Proceedings.

Two other publications are being prepared, one concerning the methods

of measurement of the hysteretic properties of a porous medium, and one

concerning the effect of various simplifications of the representation of

the hysteretic properties upon the numerical predictions of flow system

behavior.
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HYSTERETIC ~ATER FLOW IN A R:>ROUS
~EDIUM: EXPERIMENTAL STUDY

AND NUMEHICAL SIMULATION

Roberi' Wi nston Gill ham.. Al. D.
Department of Agronomy

University of Illincis at Urbana-Champaign, 1973

A finite difference solution of the flow equation for saturated-un-

saturated flow was tested experimentally under conditicns of hysteretic

flow in a non-uniform m~djum. The medium used was a column of dune sand

60 em long, and flow ~'/as in the vertical direction. The numerical sotu·tion

required that the hysteretic water ccntent-pressure I\ead and conductivi~y-

l'tater content re!ations be specified as a function of the vertical space

coordinate. From wetting and drninage cycles performed on the column with

5 i mu li'aneous meas!Jremef'l"'r 0'; water content and pressure head.. tam i I j es of

primary wetting and drying sCdnnin~ cu~ves were measured at 2 em intervals

along the column. Water content was measured by gamma ray attenuation and

pre:,~ure head by rapid response tens;cmetry. An efficient means of represent-

ing the hysteresis information within the computer by empirical equations

was developed. The conductivity-water content functions were measured by

trar.sient flow methods and represented by empirical equations.

Boundary conditions resulting in hysteretic ftow were imposed on the

'abor~tc,.y column and the numerir.:~1 solut!on ~nd the resulting measured

and predicted water content and pressure head profi les compared. In the

first experiment, the medium w~s partially drained and rewet at a rate

approximately equal to i'hat used during collection of the hysteresis data.

Very good agre~~ent was found between the measured and predicted results

giving ~onfidence in the flow equation, the numerical solution of the equ~ticn

ltnd the procedure used for i "corporat i ng hystere'S i s end r~on ""un i form i ty i flto

the solution. The.same flow experiment' was simulated using only the maio



drainage curve in place of the fami lies of wetting and drying curves.

Ther~ was no apparent decrease in the accuracy with which the pressure

heads were predicted; however, there was considerable error in the predicted

water content values.

The second flow experiment was similar to the first, but the drainage

and rewet rates were approximately twice as great. The agreement between

measured and predicted results was quite good, indicating that .under ~he

conditions of this experiment, a rate dependence of the water content­

pressure head relation did not cause serious errors in the predicted re­

sults.

In the third experiment, a cyclic step change in the pressure head was

applied at the lower boundary of the column. The predicted water contents

and pressure heads differed appreciably trom those measured. There was

insufficient data to determine whether the differences were caused by

numerical inaccuracies or experimental difficulties. As more cycles were

performed the difference between measured and predicted results did not

increase. This suggested that secondary and higher order tami lies of

scanning curves were not required in the description of the water content­

pressure head relation.
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I. INTRODUCTION

In principle, the differential equation describing the flow of the ~o­

jution phase in a partially saturated porous medium can be solved to predict

the time and spatial distributions of water content and pressure head which

would result from imposed initial and boundary conditions. As a resulT of

the non-linearity in the equation, analytical solutions are available for

only a few rather artificial flow systems. A number of steady state flow

probl~~s can be solved analyticalty, and semi-analytical solutions ha~e been

de,-, 'Jed for the unsteady stdte prob I ems of hor i zonta I and verti ca I i nf i I tra­

tion (Philip (1969)]. Th~ I.Jnsteady state analytical solutions assume a semi­

infinite h01'logeneous medium and require that the boundary conditions be time­

invariant, thus imposing severe limitations on their applicability to natural

systems.

Natura I systf;ms are ty p j f i ed by ~ nhc·mogci·~130US mod i a end h~V9 .~ j me-depen­

den't boundary cond i t ions. In add it i on, the med ia must frequentl y be cons i d-

ered ~s f!ni ~e. Th~S0 ccmplexities have been incorporated into solutions of

the flow equation wi'rh 3pparant success by the apI'! icaticn of computeri zed

numerical solction techniques (Remson et al (1971)].

The $oil surface, or tipper boundary of a natural flow system, wi I I gen­

erally experience cyclic changes in ~3tcr content. As a consequence, regions

of the medium wil I go through cycles of wetting and draining. A simi tar con­

sequence would result from fluctuations in the water table elevation~ The

result is an hysteretic flow system. The phenomenon of hysteresis wi I I be

consid~red in greater detail in the section to fotlcw. In 50i I physics the

term usually refers to the fact that the water content corresponding to a

particular pressure head depends upon the previcus ~ett;ng and drying history

of the medium. To solve the flow equation, the functional relationship



2

between the water content and pressure head must be specified, thus, as the

medium wets, one functional relationship would apply, and as it drains, a

different relationship would apply. The appropriate relationship depends upon

the water content (or pressure head) at which the reversal (change of sign of

ah/~t) occurred. Most porous media appear to have a highly hysteretic water

content-pressure head relationship, and since natural boundary conditions

induce hysteretic flow systems, hysteresis should be accounted for in solutions

of the flow equation. Numerical solutions have been proposed which account tor

limited forms of hysteresis; however, owing to the difficulty of characterizing

the hysteretic nature of a porous material, particularly an inhomogeneous

medium, these solutions have not been verified experimentally. In addition

to th& difficulties associated with measuring the hysteretic nature of an

inhomogeneous medium, a major problem is the representation of the hysteretic

water content-pressure head function in a form which can be readi iy stored

in the computer and is readi!y avai lable for use by the computer.

The logical extension of the work which has been done previously is the

construction of a numerical solution which is capable of accounting for hys­

teresis as it occurs in natural flow systems. Since comparable analytical

solutions are not avai lable, the validity of such a solution must be tested

against experimental results. This solution could, in turn, be used to assess

the effect of hysteresis on the solutions and to gain some insight into the

amount of detai I necessary in describing the hysteretic nature of a material

in order for the model to adequately simulate the ;Iow system.
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II. REVIEW OF LITERATURE

A. The Flow Equation

Combination of the Darcy equation with the equation of continuity for

the solution phase yields the partial differential equation for flow in a

partially saturated porous medium:

08 = V(K (9) V H)ot (I)

where 9 is the volumetric water content, t is time, K the hydraulic crnduc-

tivity and H hydraulic head. The hydraulic head is the sum of the pressure

head h and gravitational head l where ~ is considered positive in the upward

direction and is the elevation above some arbitrary datum; thus:

H = h + ~ (2 )

Klute (1971) discussed in considerable detai I the assumptions which are made

in applying (I). A partial list of these includes the assumptions that the

Darcy equation is valid, the porous matrix is rigid, the gas phase has a

constant total pressure, and the system is isothermal. In spite of the marty

assumptions, Klute (1971) observed that the Darcy based flow equation is an

adequate model for predicting unsaturated flow behaviour in many instances,

and at worst, serves as a po i nt of departure tor· a mod i·f ied theory.

Introduction of the water capacity C defined as:

(3)

reduces frc~ two to one the number of dependent variables in equation (I).

Substituting (2) and (3) into (I) and assuming cne dimensional flow in the

vertical direction yields the pressure head form of the flow equation:

~h· ~ ~h· ~k Ch)
C (h) at = Ol: (K Ch) n~ ) + ~f (4)
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The properties of the medium which control the flow of the solution phase are

the water capacity C(h) and the hydraul ic conductivity K(h).

In developing equation (4), the water capacity was assumed to be inde­

pendent of ~e/ot. Some recent evidence indicates that this may not be the

case.

Topp et al (1967) measured the desorption 8Ch) curve for a smal I rectan­

gular parallelepiped sample of fine sand subjected to unsteady state, steady

state and static equi librium conditions of flow. Three different unsteady

flow rates were imposed. The water contents corresponding to a given pres­

sure head were similar for the three unsteady flow cases, but were greater than

the water contents tor static equi I ibrium and steady state flow condiTions.

Rogers and Klute (1971) reported simi lar results from experiments in which

a column of sand was allowed to drain from sa-~uration at di fferent rates.

Sm i I es et a I (1971) tested the un iqljent~SS of the water content-pressure

h~ad rel~tionship for a s~nd medium in a horizontal column under conditions

of non-hysteretic flow. Both drainage and wetting soi I characteristics were

studied. For the medium used, the wetting characteristic curve appeared to

be independent of oe/~t; however, the drainage curve was dependent upon the

rate of drainage. Smi les showed that the rate dependence of the water con­

tent-pressure head relationship could cause significant errors when the dif­

fusivity form of the flow equation is applied in the analysis of desorption

flow phenomena.

Additional research is required to determine the extent to which the

water capacity is dependent upon the rate of flow in a wider range of kinds

of soi I materials than has heretofore been investigated. The incorporation

of the rate dependence into the flow equation should be studied and its sig­

nificance in various flow situations should be assessed.
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The general nature of the hysteresis in the S(h) function is shown in

Figure I. If the medium is draining from complete saturation, the appl icable

water capacity function is obtained from the slope of the "initial drainage

curve" (IDC). If the system is wetting from a water content near the re­

sidual water content, the wat~r capacity is the slope of the "main wetting

curve" (MWC). When a pressure head of zero is reached by proceeding along

the main wetting curve, a water content less than that at complete saturation

is reached as a result of entrapment of air within a portion of the pore

space. If drainage is induced at this point, the water capacity is determined

.from the "main drainage curve" (MOe). Furthermore, if during drainage The

pressure head is reversed before the water content approaches the residual

water content, the water content will proceed along a "primary wetting scan­

ning curver~ (?/:SC). Th~re are an infinite number of primary wetti.ng scannifl~3

cur'les, 0nd s! mil ar Iy, an i nf i n i te number of u pr imary dra i nage scann i n9

curves It (FUSe). T<:,?p Bfh1 tl j 11 er (1966) descr i bed in deta i' the hysteret i c

~dturti of t~o glass bead media. In addition to the tami lies of primary

scanning curves, they measured families of secondary scanning curves. If

a reversal occurs ~hi Ie on a primary drainage scanning curve, the water con­

tent proceeds along a "secondary wetting scanning curve" (SWSC). Simi farly,

if a reversal occurs whi Ie on a primary wetting scanning curve, the water

content proceeds a long a "secondary dra inage scann ing curve" (SDSC). As­

sociated with each primary scanning curve is an infinite number of s.econdary

scanning curves. Higher order scanning curves can similarly be defined.

The hydraulic conductivity within the unsaturated zone is a function

of water content, ie KCe). Various workers have reported hystereTic K(e)

relationships. Using the pressure plate outflow technique, 'Collis-George

and Rosenthal (1966) found three coarse-textured materials to exhibit
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hysteresis in KCe).

Tapp and Millar (1966) measured the water content and pressure head

simultaneously in a small rectangular sample using gamma ray attenuation

and rapid response tensiometry. They reported little or no hysteresis in

K(e). Simi lar results were reported tor column experiments by Rogers and

Klute (1971), and Vachaud and Thony (1971). Although a degree of uncertainty

still exists, it appears that the assumption ot a single valued functional

relationship between the hydraulic conductivity and water content wouid in-

traduce very slight errors into solutions of the flow equation.

Equation (4) can be written in dimensionless form as:

(5)

The dimensionless va~iables are defined by:

i ) dimensionless pressurG head, ~ = niL

if) dt:::ensionlBss conJucti'lity, x = K/Ks

iii) dimensicn!ess position, ~ = r./Llet

i v) d ?-r~;.~'ns i en less time, or :: tKs/8s L

v) dimensionless water content, (i:l) ;: e/e
5

vi) dimensionless water capacity, 'V = C(h)L/9s

where L is a characteristic length of the flow system, K is the conductivity
s

of the medium at s~turaticn and e is the saturated water content.s

B. sOluti"ons of the Flow Equation

The solution of equation (4) requires that the initial condition and

two boundary conditions be specified. Since K and C are both functions of

pressure head, the equation is non-linear and difficult to solve analytically
.. .' . ,

except in a few cases of simple· initial. and boundary conditions.

The solutions of ideal ized problems such as those presented by Phi Ii P
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(1969) for horizontal and vertical infi Itration have been invaluable aids to

an understanding of the unsaturated flow process, but, of course, cannot be

directly and quantitatively applied to more natural flow systems involving

cycl ic boundary conditions and inhomogeneous soil materials. The campi ica­

tions of hysteresis, and non-uniform media, can be incorporated into numerical

schemes for solution of equation (4). The remainder of this discussion wil I

deal with finite difference solutions of the flow equation; particularly those

solutions which have attempted to account for hysteresis.

In finite difference solutions of the flow equation, the space and time

axes are divided into finite elements and the spatial and time derivatives

of the flow equation are replaced by finite difference approximations. By

applying the appropriate boundary and initial conditions, the resulting system

of algebraic equations can be solved for the pressure head at ea~h node of

the time-space grid.

The effect of hysteresis was introduced into a numerical solution of the

flow equation by Whisler and Klute (1965). The finite difference equation

used was similar to the Crank-Nicolson equation modified to include gravity.

The r-esulting set of I inear equations was solved by the iterative procedure

of Richtmyer (1957). The flow problem considered was infi Itration into a .

vertical column at equilibrium under gravity. In draining to equi librium,

regions at different elevations have different equi librium water contents and

thus, upon infiltration, wet up along different wetting scanning curves,

requiring a different heel function at each point (node) in the column. The

solution was restricted to a wetting process. There was no provision to al low

for sequences of wetting and drying. The conductivities and water capacities

used were for two hypothetical soils; therefore, the predicted water content

and pressure head profiles could not be co~pared with experimental results.



9

The predicted results did appear to be qualitatively reasonable. In three

different simulations, the water capacity was determined from: i) the main

drainage curve, ii) the main wetting curve, and iii) the fami Iy of wetTing

scanning curves. The three methods resulted in quite different predicted

water content distributions suggesting that hysteresis cannot be ignored

when solving hysteretic flow problems.

Rubin (1967) developed a numerical solution of the diffusivity form

of the flow equation for redistribution after infiltration into a vertical

soil column. In such a flow system, regions near the surface of the column

continue to drain throughout the redistribution period. Regions at some depth

would begin to wet at some time and continue to wet, whereas intermediate

regions would wet for a period, then begin to drain. At the start of the

redistribution process, all points of the flow system were considered to be

some~here on ~hg main wetting curves. During the course of redistribution,

a ccrnparison of the fluxes into and out of each finite element was made to

determine ~he~her the element was continuing to wet, or had begun to dry.

As drying commenced, the water capacity was determined from the appropriate

drying scanning curve. Once an element began to drain, there was no provision

for that element to return to a wetting condition. This appears reasonable

for a redistribution process, however, the proced~re could not be used to

analyze flow systems with repeated wetting and drying sequences. Since the

diffusivity form of the flow equation was used, the solution is restricted

to systems, all parts of which remain at a water content Jess than saturation.

The redistribution patterns predicted by Rubin appeared to be reasonable;

however, they were not compared with experimental results.

Ibrahim and 8r~tsaert (1968) studied the flow· system resul~ing from

intermittent infi Itration into a homogeneous soi I. Such flow systems involve
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wetting and drying sequences, thus requiring a consideration of hysteresis.

In their solution, the water content and pressure head were both retained

as dependent variables. The pressure head-water content function was con­

sidered to be hysteretic, and was determined using the independent domain

model as proposed by Fbulovassilis (1962). The results shown by Ibrahim

and Brutsaert appeared to be qualitatively reasonable; however, their analysis

was for a hypothetical loam soi I and thus could not be compared with experi­

mental results. Furthermore, recent work [Topp (1969)J indicates that the

independent dc~ain model may not be applicable in soi Is.

Staple (!969), considered redistribution in three soi Is, Uplands sand,

Gastor loam and Rideau clay. The flow equation was solved using both explicit

and implicit finite difference schemes. Ccmputed water contents were compared

with experimentally determined water content profi les. Good agreement was

found; hc.W':~'..:::;i, ti·j,:: ~:\;'~:j:~;rr'9d resu I ts were f i tled to the exper imenta I resu Its

in cert"in regions_ The diffusivity in -the wetting to drying transition

r(~] ion '.as 3d j usted such that the computed flux thrcugh that reg i on agreed

~ith the experimentally determined flux. For this reason, the procedure

has questionable predictive capabi lity. The conductivity and diffusivity

functions were obtained from samples of soi I other than those used in the

flow experiments. This coutd have accounted for some of the discrepancies

observed. Also, the nCB) relationship was determined under static flow con­

ditions and therefore may not be applicable to the unsteady state .system

which was simulated.

In a simi lar experiment, Staple (1970), considered second and third

cycle wetting as wei I as the initial inti Itration and redistribution cycle

for Rideau clay and Uplands sand. Diff~rent KCe) and Oce) functions were

required tor the second and third cycles than had been determined for the
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freshly packed columns. As in the previous paper, the conductivities had to

be adjusted in order to get acceptable agreement between measured and pre­

dicted results. Staple found that hysteresis had a significant effect on

the computed results, i.e., different results were obtained if the main

drainage curve was used rather than using the appropriate scanning curves.

In the work of Staple, the medium was assumed to be ho~~geneous and the K(e)

and hce) information for the soi I was stored in the computer in tabular form.

Hanks et af (1969) developed a modification of the Hanks and Bowers

(1962) procedure to account for hysteresis. In this procedure, the wetting

and drying scanning curves were assumed to be straight lines, and the slope

of the wetting curves was assumed to be equal to the slope of the drying

curves. The slope of the scanning "line" was considered to be a function

of the reversal water content. The water content at each position was calcu­

Ic:ted froil 10<: c.C'...~puted pressure heads. The curve to be used (wetting, drying

or scanning) in -rhis calculation was determined from the calculation at the

previous time step, i.e., if the moisture content at a point continued to

incf~ease, then the moisture content would continue to be determined from the

appropriate wetting scanning curve. If a reversal in the sign of ~e/~t was

observed, e was calculated from the appropriate drying curve. The computa­

tional procedure was compared with experimentnl results for infiltration,

redistribution and evaporation in columns of Nunn clay loam. The computed

and measured positions of the wetting front and the average soi I water con~

tents above the wetting fronts, were in good agreement.

Freeze (1969) introduced a numerical solution to simulate flow through

an integrated saturated-unsaturated system. The ~olution was appl icable to

homogeneous, i sotrop i c so i Is and a f lowed for hysteres is in the hce) and K(h)

functions. The model also af lowed for a variety of upper boundary conditions
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including constant rate rainfall, ponded water and evaporation. The finite­

difference scheme used was simi lar to that used by Rubin and Steinhardt

(1963) but was modified to incorporate the different boundary conditions.

The effect of a variety of soi I and flow conditions was demonstrated by apply­

ing the numerical solution; huwever, the results were not compared with ex­

perimental data.

Freeze and Banner (1970) compared the results of the ma~hematical model

[Freeze (1969>J with the results of flow experiments in laboratory columns.

The medium used was a fine to medium sand. The main wetting and main drying

curves of the h(e) function ~ere determined using steady sta~e procedures

on separate samples and the K(h) function was determined on the experimental

column using steady state methods. Based upon the experimental evidence,

K(h) ~as assu~ed to be non-hysteretic, whi Ie considerable hysteresis in the

heal functicn was cbse~v€d. As discussed previously, there is a considerable

body of evidence indicating that K(&) is Onl'l sllshtly hysteretic. If -this

is the case, and it h(e) is hysteretic, it fol lows that K(h) must be hyster­

etic. Therefore, the K(h) data or its interpretation, as presented by Freeze

and Banner, is subjsct to question. Two flow situations were considered, I)

drainage from steady state downward flow, and 2) infi Itration into a column

which had previously been draining. In both cases, the water table was

located at some initial elevation in the column. The computed time dependence

of the water table elevation was compared with the measured fluctuations.

The agreement was reasonably good; however, the authors conceded that it

was necessary to adjust the h(8) functions. Although the water table elevation

was predicted with some degree of accuracy, no comparison was shown between

the predicted and measured pressure ~ead profilei.
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c. Summary and Objectives

Because of the assumptions necessary in deriving the flow equation (4),

it is an imperfect model for natural, unsaturated flow processes. However,

for many appl ications, solutions of equation (4) should adequately predict

the behaviour of the flow system, and at worst, could be regarded as a reason­

able first approximation of most flow systems. Solutions of equation (4)

require that the medium be characterized with respect to the hydraulic

functions h(8) and KCe). The pressure hSad-water content function is hyster­

etic and appears to be rate dependent; however, the conductivity-water con­

tent function appears to be only sl ightly hysteretic.

In order to incorporate a consideration of hysteresis, non-uniform media,

cyclic boundary conditions, or other complexities associated with natural

flow systems into solutions of the flow equation, computerized numerical

solution techniques are ~equired. Of the solutions proposed, many are limited

by the nature of the boundary conditions which can be used. Of those which

C()(lS i der' hyst.~res is, most can account fOi a lim i ted degree of hysteres i s or

~se a simplified hysteretic model. An adequate method for representing, in

the c~~plJter, the hysteretic hCe) function for an inhomogeneous material

has not been developed. Few numerical solutions have been tested against

experimental data, and the tests performed have yielded inconclusive results.

No solution has been tested experimentally where the medium was considered

to be" non-~niform.

In view of the foregoing circumstances, the following objectives were

set forth:

I) to design and construct an experimental system to measure the hyster­

etic heel function as a function of "pos.ition for a p"arti·c~lar cot·umn of"·so; I.
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2) to gain further evidence regarding the hysteretiG nature of KCe) and

the rate dependence of ~e/~h.

3) to devise a scheme for entering into the computer, in a form readi Iy

usable by the computer, the large amount of data necessary to describe hca)

for an inhomogeneous medium.

4) to incorporate hysteresis into a numerical solution, and to tesT the

solution by imposing boundary conditions on a column of soil which wi I I re­

sult in hysteretic flow conditions, simulating the same conditions in the

mathematical model and comparing the measured and predicted flow patterns.
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III. APPARATUS AND PROCEDURES

A major portion of the work involved in this study was associated with

the experimental aspects. A flow column was constructed with provision for

applying the desired upper and lower boundary conditions. The column was

filled with soi I and the hydraulic properties of the column of soil were

measured for use in the numerical solution. Flow experiments for testing

the numerical ~:d~;til)n were conducted using the same column.

Oollection Qr the large amount of data necessary to specify h(8) required

rapid nondes1"~uctive methods for obtaining simultaneous measurements of pres­

sure head and w3ter con"tent. Water content was measured us in9 gamma rad i­

ation attenuaticn techniques. The pressure head was measured using tensi~

omaters and str~in-gauge transducers by modifying the method described by

Klute and Peters (1966). The conductivity-water content function was deter­

mined using an adaptation of the transient procedure of Watson (1966).

A. Construction of the Flow System

t. Soi I Containar

The soil container for this study was 60 em long and had an inside

rectangular cross section of 12.8 x 5.65 cm (Figure 2). The back ands·ides

of the container were constructed of lueite, 1.27 cmthiek and the front

was constructed of lucite 0.635 cm thick. The back and front were fastened

to the sides with 10-32 machine screws and si ticon€ sealant. The·front

plate was mi I led with 0.635 x 12 cm slots spaced 2.0 cm apart to accept

the tensiometers.

The back plate of the column was drilled and tapped to.accept two

rows of 0.635 em long; 6-32 machine screws. The rows were positioned 8 em

apart with a pair of screws at each 5 cm interval along the column beginning
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2.5 em from either end. The screws were fitted with a-rings and could b~

removed to ensure that the gas phase pressure within the column was atmo­

spheric. In addition, measurement of the gas phase pressure was facilitated

by installing a plastic check-valve at each 10 cm interval along the con­

tainer, beginning 5 cm from either end.

2. Flow Control System

The purpose of the flow control system was to control and measure

the rate at which water was added to or removed from the bottom of the

column. Four 250 mi. burettes, two for measuring inflow and two for measuring

outflow, were used. COnly one burette of each pair is shown in Figure 2.)

The burettes were positioned such that the drip point of the outflow burette

and the bubble tube of the inflow burette were at the same elevation as the

upper 50i I surface. The air space of the outflow burotte and the bubble

tu~e of the inflow burette WAre connected to a source of control!ed air

pressure; thus, the prA5sure a1" ~hich 'lfater was appl ied or removed from the

lower end of the column was equ~1 to the controlled air pressure plus a

grav itat i C'.;;;::H h8~d equa I to the ton gTh of the co Iumn • As a consequence,

when the applied air pressure was atmospheric, and there was no inflow or

outflo~, the water table was positioned at the upper soil surface.

The air space of the flow control system included two 18 litre

bottles which acted as a baflast tank and were connected through a needle

valve (C) and plug valve (B) to either a source of positive pressure 'or a'

v~cuum pump. In order to initiate drainage from a saturated condition,

valve A was turned such that the outflow burette was connected to the bottom

barrier and valve B was set to vacuum. By observing the manometer and

adjusting the need'e valve, the desired rate of change in the pressure under

the barrier could be obiained. By including the ballast bottles in the
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system, slower rates of drainage could be attained. Similarly, a control led

rate of inflow could be maintained. Two outflow burettes were used so one

could be drained while the other was filling. Similarly, one inflow burette

could be refi Ited whi Ie the other was supplying water to the column. In

order to prevent sudden changes in the gas phase pressure during the refilling

or draining of burettes, the air spaces in the supply bottle and collection

bottle were maintained at the applied air pressure (pressure in the bal last

bottles). This is not shown in Figure 2.

The barrier at the upper end of the column was constructed from two

plates of lucite 1.27 cm thick. The centre of the 'ower plate was mi I led

out to the approximate inside cross sectional dimensions of the column. A

screen supported by a plate of 0.635 cm lucite was held firmly against the

soi I by two o. 635 {~m brass rods pass i n9 through f' ex f itt i ngs in the top of

the end plate. For the addition of water at the uoper end, and in order to

ensure -that th:"9 gas phase pressure at the upper end was atmospheri c, a length

of 0.635 cm o.d. aeryl ic tubing was glued into the side of the upper plate.

The bottom barrier was constructed from a plate of 1.27 em acrylic.

A sheet of porous plastic (Pbrvic) which had a bubbling pressure of approxi­

mately 500 em of water was glued into the plate and supported by two layers

of brass screen. The plate was dri lied and tapped to accept two brass 0.318

em tubing adapters. One tubing adapter was connected to the water supply

and the other was used for flush i ng air from beneath the porous p'l ast i c

barrier.

B. Pressure Measurement

Hydraulic head.measurements were made using a system of tenslometers

and pressure transducers. A block diagram of the system is shown in Fig­

ure 3. The tensiometers were constructed from pieces of lucite 17.5 x 2 x
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1.27 cm and 12 x 0.64 x 0.60 cm assembled as shown in Figure 4. The porous

barrier of each tensiometer was made from porous plastic CAorvic) which had

a bubbling pressure of approximately 500 em of water. The porous barrier

was fastened to the lucite with epoxy cement and had an effective area of

approximately 12 x 0.3 cm. Two 10-32 holes were dri I led and tapped in each

tensiometer. One was fitted with a 10-32 to 0.16 em hose titting. I The

other was closed with a 10-32 screw plug which could be removed to al low

for the flushing of air from the tensiometer. Each tensiometer was fastened

to the column with two 2.54 cm 8-32 machine screws and sealed with si licone

cement.

The geometry of the tensiometer barrier gave a large effective area,

thus minimizing the response time while maintaining a smal I dimension in

the d j reet i on o'f f low. Furthermore, the I arge I atera I d i mens i on tended to

navera~e out" ·the effect of later'al ncn-uniformj'ties in the porous medium.

Each tensiometer was connected to a 12 position rotary hydraulic switch2

by 1.59 mm o. d. ny' on t~Jb j ng. Th"ree rotnry s~i tches were requ i red; each was

connected to 10 tansiometers and two standard water levels. The hydraulic

switches were operated by a solenoid drive.3 The solenoid drive (and thus

the hydraulic switch) could be advanced in steps from position to position,

but also had the capacity for selective control in that by closing one of

12 contacts, the switch advanced to the appropriate position. The three

hydraulic switches were driven by the same solenoid giving, by the electrical

analogue, a 3 pole - 12 throw hydraulic switch (Figure 5).

Scan Co. #WS5 - 12 - 95 vdc.Seanivalve, Inc.

Clippard Instrument laboratory, Inc., 737J Colerain Rd., Cincinnati, Ohio.

2 Scanivalve, Inc~, P.O. Box "20005, San Diego, California, 92120. Scan Co.
#W I / ,p - 12 T.

3
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The common port of each hydraulic switch was connected by 1.59 mm o.d.

nylon tubing to one of three ± 15 PSI strain-gauge pressure transducers. 4

The electrical output of each transducer was connected through a 2 pole

- 12 position rotary electrical switch5 and amplified to a Hewlett Packard

digital volt meter and paper tape printer. A strip chart recorder was con-

nected in parallel with the input of the digital volt meter. As in the case

of the solenoid drive for the hydraulic switch, the rotary electrical switch

had selective control capabi lity.

A special control box was constructed for selecting the tensiometer to

be monitored (Figure 5). If'! addition to having the capacity to switch almost

instantly to anyone of 144 tensiometers (only 30 were used in this study),

the hydraulic switches could be advanced by use of a manual push-button, or

at set time intervals by use of a timer.

The pre~.$\Jre measuring syst~ Wr')$ calibrated such that values of hy-

draulic head WDre piinted directly onto the paper tape. In order to minimize

the effects oJ ch~nges in the air tsmperature on the transducer outpuT, the

transducers were mountl3d in a Styrofoam box. In spite of these precautions,

significant drift did occur during the course of an experiment. To correct

for this, frequent standard readings were taken, and the data corrected by

linear interpolation between standard readings.

At high water contents, the response time of the pressure measuring

system was approximately two seconds; however, at iow water contents the

response time could be as great as two minutes. At fow water contents,

4 Consolidated Electrodynamics, 1400 S. Shamrock Ave., Monrovia, Cal ifornia.
Type 4 - 312 - 0001 pressure transducer.

5 Ledex, Inc., 123 Webster St., Dayton, Ohio.
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the hydraulic conductivity of the medium used was very low, thus greater

time was required for the transmission of water to or from the tensiometers.

The hydraulic head values were recorded to nearest mm of water. With care-

tul calibration, the pressure values could be measured with a sensitivity

of ± 1.0 mm of water. For a particular experiment, because of thermal drift

and minor changes in the calibration, a more realistic estimate of the ac-

curacy would be ± 2.0 mm of water.

c. Water Content Measurement

I • R- inc i p , es

Water content measurements in a system which is highly transient

requires a method which is rapid and non-destructive to the medium. A further

requirement for many appl icaticns is that the water content be measured

over a narro~ intErval in the direction pdra"el to the direction of flow.

These requirsments are jest satisfied by ga~~a-r3Y absorption techniques.

The pr j nc i pies u p~)n wh i ch these me'rhQds are !)5sed t and the i r app I i cat ion

to water c~ntent ~~d5ur2ments have been doscribed in detai I elsewhere

[Ferguson and G8rdnar (1962), Davidson at al (1963)], and therefore wi II

be considered here only briefly.

The attenuation in a be3m of g(Jmma radiation caused by its passage

through an absorbing material may be expressed by the equation:

,
I = 10 EX P ( ~p I ) (5)

,
where I is the intensity of the transmitted beam, 1

0
the intensity of the

incident beam, and p the density~ I the thickness and u the gamma absorption

coefficient of the absorbing material. Equation (5) is strictly valid only

for monochromatic radiation. The radiation reaching a detector wi II be made

up ot transmitted radiation as wei I as diffuse radiation. The diffuse radi­

ation will be at a lower energy level than the transmitted, and can be
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eliminated by electronic discrimination in the pulse height analyzer. The

amount of diffuse radiation reaching the detector is reduced by the detector

collimator (Figure 6).

Equation (5) can be extended to multi-component systems. The com-

ponents in flow corumn studies generally include the container wall (sub-

script c), the porous solid matrix (subscript s) and water (subscript w).

The effect of the air can be neglected. Equation (5) becomes:

I = I~ EXP ( ~wpwex -~sObx ~cPcxc ) (6)

where x is the path Jength through the porous medium, 0b the bulk density

and x the container wall thickness. In principle, by using handbook valuesc

for the absorption coefficients and densities and a kno~n value of e to

determine Ib, equation (6) can be used directly to calculate 8. In practice,

however, because of ~ojncidance losses in the detec~or and the fact ~hat *h~

eq'.:ation (6) MUS"t be vsrifiiJd for the sys·tc?m being used nnd the absorpt'i:on

cO€fficlents Sh0'.ild be 3::B.)sured under (:~:;njjticns 3;")proximating as closely

as possible, the experimentdi r::-:::r;di-rions.

The production of gamma rays within 'the source is a random process

producing statistical variations in the ooserved counting rates. These

variations obey Pbis~onts law, thus, if the average counting rate is I, one

standard deviation (a) =II and 95% of the observations (1) wi II be within

±2a. At higher counting rates, the statistical component is a smaller

proportion of the observation than at lower counting rates. For this reason,

more precise measurements can be obtained by using high counting rates. This

is partJcularlv important it the counting time Is short.

2. Gamma Source and Shield

The source of gamma radiation was 178 mCi of es-137 as esCI powder
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sealed in a stainless steel capsule. 6 The source shield shown in Figure 6

has cylindrical geometry and was machined from three different blocks of

lead which had previously been moulded to the approximate dimensions re-

qui red. The source capsule was screwed into the source holder and held in

place by an 8-32 set Screw in the brass insert shown in Figure 6. The lead

collimator was removable so that collimators having different shapes and

sizes of apertures could be used. A fourth block of lead was moulded to

fit over the collimator when the system was not in use.

3. Gamma Counting System

The gamma counting system was purchased from the Harshaw Chemical

Company. 7 A block .d i agram of the components i s sho~n in Figure 7. The

detector consi sted of a 2.54 cm diameter x 7.62 cm tha I I i um act i vated sod; um

iodide crystal coupled to an RCA-8054 multiplier phototube with a plug-on

voltage olvid~r·. The detector assembly was shielded and mounted on the

movable platfonn as shown in Figures 6 and 8.

The output from the phototube went through a preamplifier stage

(NS-II) to the amplifier CNA-I I). The amplifier had a differential linearity

of ± 1$ or better, and a maximum count rate of 50 KC. By use of the pulse

height analyzer (NC-I I) it was possible to count only those photons which

fell within a specified range on the energy spectrum.

The linear ratemeter CNR-IO) gave a visual display of the counting

rate on a dial mounted in the front panel. This ~as used primarily 'as an·

6 U.S. Nuclear r~rp., Div. of lCN, 2727 Compus Drive, Irvine, California.
Type 375 gamma source capsule.

7 Harshaw O'lemical Co., 6801 Cochran Rd., Solon, Ohio.
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indicator during the preliminary adjustments. The ratemeter had an analogue

output which was used to drive a strip-chart recorder to give a visual indi­

cation of changes in the water content during an experiment. The scaler

CNS-30A) was a six-decade seater having a visual display output in paralle~

with a six digit BCD output. It could be ordered to START. STOP, or RESET

manually or by a remote control unit •

. The timer (NT-29) al lowed for preset counting times ranging from

0.01 seconds to 999 minutes. The timer operated only whi Ie the scaler was

counting, and at the end of the counting period stopped the scaler and

initiated printout through the interface unit.

The parametric data unit (NY-IO) permitted six digits of data to be

entered manually. The numbers set on the parametric data unit were printed

before each scaler reading, and could be used to indicate elapsed time, po­

sition, etc.

The interface unit (NE-20) cou9!sd the counting system to a readout

system. [\::.rra could be accepted at a number of addresses; however, only two

.ere used in this application, one for the scaler, and one for the parametric

data unit. At the end of the counting interval the interface unit scanned

all addresses and transmitted the data at those addresses which were in

use to a teletypewriter. After atl addresses had been monitored, the scaler

and timer were ordered to RESET and START. The teletypewriter (mode' 33-ASR)

gave pr inted as we II as punched paper tape output.

4. lift Mechanism

Throughout the experiment, the column was held in a stationary

position, and the source and detector were moved verticafly along the column.

Tlie mechan iso, used tor th i s purPose' is shown in' F j gur.e8·•.
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The main framework consisted of a top and bottom plate cut from 2.7-2

em sheet aluminum bolted on opposite ends of four 5.08 em steel pipes 2.1 I I m

long. The bottom plate was fitted with four casters and three levelling

screws. During operation, the mechanism was supported by the levell ing

screws which fit into steel plates glued to the floor.

The movable platform, which carried the source and detector was eut

from 2.22 em sheet aluminum. Two ball bushings8 were set in an aluminum

collar which was mounted rigidly near one edge of the platform. A third

ball bushing was positioned in a resi lient mount near the opposite edge of

the platform. The resi lient mount was used to avoid stress being appl ied

on the platform as a result of distortion or misalignment in the guide rods.

The platform was held in a rigid lateral position by two 3.81 cm dia. case

60. ground steel rods. 9 For align~ent p~rposesJ the guide rods were held

in adjustab I ~ ~;';':JU(~ts ot both top and bot·~cm. A rad< gear was at:o,)ched -ro

one of -the support pipes, Dnd the platform ~'!as moved manual ty by means of a

hand ~h8el and pinion attached to the platform. The 'l1eight of the platform,

source and d~tector was counterbalanced by four c3bles attached to "ccns-tant"

tension spring pul !eys. A centimetre scale 3nd a pointer were used to posi-

tion the platform. The platform moved freely over its entire length of travel

with no apparent stress being placed upon it. It could be positioned easi Iy

+at any desired location within _ 0.5 mm. It was held in position by tighten-

ing a thumb screw on the shaft of the pinion gear. In order to accommodate

the column and its supporting equipment, rectangles 21.6 x 22.9 em were cut

from the front edge of the top and bottom plates and the movable platform.

8 ° Thomson Industr i es, Inc., Manhasset .. New York, 1'030. ° Bush i ng #A-2~3848 ..

9 Thomson Industries, Inc., 1060 Steel, 60 case hardened tolerance class "5".
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5. Operating Conditions and Cal ibration

The primary energy peak for Cs-137 occurs at 660 KeV. Initially,

the lower level control of the pulse height analyzer was set at 550 KeV to

include only the radiation within the primary peak. While continuously

monitoring a brass absorber, considerable instability in tAa counting rate

was observed. The amount of drift was reduced to some extent by circulating

water at a constant temperature (± O.OloC) around the detector and enclosing

the detector in a Styrofoam box. The only condition which gave a stable

counting rate was the setting of the pulse height analyzer to include the

entire spectrum except for the initial noise region. (All radiation above

50 KeV was included.) In addition to giving a stable counting rate, in­

clusion of the entire spectrum gave a higher counting rate and thus greater

precision in the water content determinations.

Whi Ie monitoring a brass absorber, appreciable variation in the

counting rate was observed as the movable platform was raised from its ex­

treme lower position to extreme upper position. The variation was not be­

lieved to be caused by changes in the source-detector al ignment. It was

also observed that the maximum counting rates occurred when the platform was

near the bottom or-top plates of the lift mechanism, or near the adjacent

bench top. The amount of variation was reduced, although sti II appreciable,

when only the primary energy peak was included rather than the entire spectrum.

The evidence indicated that the increase in the counting rate when -the source

and detector were in the proximity of some massive object may have been

caused by an increase in the number of reflected photons reaching the de­

tector. The problem was not pursued, and a complete explanation is not at

hand. In order to minimize any err6rs -introduced by this positional effect,

the system was calibrated under conditions simi lar to those which would be

encountered during the experiments.
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The ports of the source and detector collimators were shaped and

aligned to give the maximum counting rate while keeping the vertical di-

mension of the gamma beam small. The source coil imator pert was 2.5 mm in

diameter and that of the detector collimator was 2 mm high by 1.5 cm wide.

The effective vertical dimension of the gamma beam was determined by passing

the beam vertically from air onto a brass absorber. The counting rate in air

changed to the counting rate for the brass absorber, as the platform was

moved a distance of 3 mm. This indicated that the effective thickness of

the gamma b?~~ was 3 mm. Preliminary tests indicated that the counting rates

for the $a:ur~ted and drained column would be approximately 1.3 x 106 and

1.7 x 106 C0unts per minute respectively.

Since the entire spectrum of Cs-137 was used rather than just the

primary peak and since coincidence losses in the detector and electronics

can be appreciable at the counting rates used, it was necessary to verify

i"he ex!,onentiaf relation of equaTion (6). Brass plate absorbers were placed

between the source and detector ~nti I 'the counting rate was reduced TO a

va f ue some';lnat greater -tho" the max i mum expected dur i n9 the exper i ments.

Additional brass plates of known thickness were placed in sequence in the

beam, and the counting rate determined after the addition of each plate.

Plates were added until the counting rate was reduced to a value less than

that which wourd be encountered throughout the study. Log (I~/I) vs.

(absorber thickness) gave a linear correlation coefficient of .999996 and an

intercept on the ordinate of .00528 verifying the validity of equation (6)

over the expected range of counting rates.

Calibration of the gamma system can be accomplished by a number of

methods. It, in equation (6), ·Pb~ x and ~p x are considered to be constant·
s c c c

at a particular position, they can be combined with I~ to give 1
0

• Further-

more, if the remaining parameters are considered to be functions of position
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(~) equation (6) becomes:

(7)

By using measured values of (x)~ and (~~) , I can be determined by
c.. W 0

measuring If at a known water content. I~ was determined with the experimental

column completety saturated. At saturation, the water content is given by:

where (Pb)~ is the butk density of the medium at elevation f and Ps is the

particle density. By the pycnometer method, 0 was determined to be 2.640s

glee. (Pb)~ was determined gravimetrically by sectioning the column at the

completion of the experiment. This completed the measurements necessary for

calibration of the gam~a system.

The measured bulk densities are sho~n in Figure 9. The bulk densities

were determined within an accuracy of ! 0.04 glee; however, this resulted in

an I value giving calcu!ated volumetric ""a-ter contents within: 0.015. This
o

amount of error was large, but not unreasonable. Tnescatter in the bulk

densiti~s did not appear to ~e random since in many eases a large value was

followed by a low value. This nonrandcmness cculd have been introduced

by the procedure used in sectioning the column. From the packing procedure

used, one might expect to observe trends in the bulk density values along

the column; however, the sharp change between adjacen't measuring points does

not appea.r to be real istic. For these reasons, a line of qual itative best.

fit was drawn through the data points and vatues of (Pb)~ used to calculate

(Io)r were read from the curve.

The bulk density could also have been determined using gamma ray at-

tenuation. The latter procedure. requires that the column be scanned while

in the air dry condition. As witl be described in a subsequent section,
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the column was packed whi Ie wet, thus making the alternate method for deter-

mining 0b impossible. Measurement of the bulk density using the gamma system

appears to be advisable since more accurate measurements can be made, and

the system can be calibrated at the beginning of the experiment.

In a preliminary experiment, the column was packed and saturated and

If determined. Then the column was drained, the outflow carefully measured,

and a final set of values of I~ determined. From the change in the counting

rate, the change in the water content at each position was calculated, and by

integration, the total outflow volume was determined. The measured volume of

outflcw was 337.0 rol and the calculated value 337.8 ml, a difference ot less

than O.3~. The value of (~o) used was that determined on the water fil led
w

column giving considerable confidence in this value. In calculating the

change in water content, 1
0

is not required, and thus the good agreement

found dO,9S not ref I ect lJpcn the bu I k dens i ty determ i nati ons ..

Another ch~ck of the calibration procedure was made at the end of the

experi~2nts. Before dis~s5e~bly, the column was drained to 8 water content

close to the residu~1 ~ater content, and the water content was determined

using the ga~~a system. The column was disassembled and the volumetric w~ter

content determined gravimetrically. Precautions were taken to prevent evapo-

ration while sectioning the column. Figure 10 shows the final calculated and

measured water contents. At most positions the water content determined by

gamma ray attenuation was greater than that determined gravimetrica,I'y; how-

ever, the agreement was quite good over the major length of the column.

D. Column Preparation

The medium used in this study was a naturally occurring soil taken from a

sand dune area near Wray, Colorado. The particle size distribution was

determined by sieve analysis and was found to be:



Figure 10. Final water content distribution as determined gravimetrically
ee) and by gamma radiation attenuation (0).
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AARTIClE DIAMETER (mm)

1.000
0.589
0.295
0.177
0.104
0.074

1 PASSING

98.9
96.8
74.2
36.0
10.7
6.8

The solution used in preparing the column and during the experiments con-

tained 0.1 N Caso4 and 0.1% phenol.

The column was rigidly supported in an upright position by a slotted

iron framework, and rested on a wooden box 15 em high with approximately

the same cross sectional dimensions as the column. The inside of the box

was cut with grooves to accept brass plate absorbers. These plates were

used as a standard to check for drift in the gamma calibration •.

Prior to ti II ing the column, the tensi~~ters were saturated under vacuum

thenfas tened into place. ,fl.n ex"ten 5 j en, 25 em ! ong ~i to the same cross

A 1.5 em i .d. br,3ss tube with ,;: {unne) fastclied to the top was IOVli3red into

the column and til led unti I the sand level steod in the funnel. The tube

was raised slowly dnd moved b<.Kk and forth in an attempt to achieve a uniform

packing. During ti Iling, the level of sand in the funnel was maintained.

The column was ti' led to the top of the extension then tapped gently until

there appeared to be no more settiing. The air was flushed from the sand

by intro~ucing carbon dioxide at the bottom of the column. Carbon dioxide

flo.ed through 'the column for approximately I! hours, and was followed im-

mediately by deaerated water (solution). The column was flushed with 6 litres

of water over·a period of 24 hours to ensure that all entrapped bubbles of

carbon dioxide would be dissolved and removed from .thecoJumn, leaving the

~edium in a condition of complete saturation. The column was tapped again

until there appeared to be no more settling. Any change in the packing during
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the experiment would alter the hydraulic properties of the medium, but of

perhaps greater significance is the effect of changes in the bulk density on

the cal ibration of the gamma system. The bulk density was included in the 1
0

term of equation (7) and was also used in determining the saturated water

content. In both situations, the bulk density was assumed to be constant

with respect to time. The objective was to obtain a very dense and presumably

more stable packing. When there appeared to be no more settling, the water

table was lowered to the bottom of the extension, the extension removed, and

the upper barrier fastened into place. The screen, supported by the lueite

plate, was held firmly against the upper surface of the sand by the two brass

rods passing through the top plate. The tens;ometer system was thoroughly

flushed to remove all air. At this point brass plates were inserted into the

slots of the wooden box beneath the column unti I the counting rate was within

the range expected in the experiments, and an initial standard reading taken.

The brass plates ',tlere not disturbed tor the duration of the experiment.

The bottom tensic4ne"ter was connected to ~ separate transducer and recorder

to give a continl!CU5 record of the hydraulic head at an elevation one em i.1bove

the bottom of the column. This was used as the lower boundary condition tor

the numerical simulation of the flow experiments. The pressure at the bottom

tensiometer was used as the boundary condition rather than the pressure under

the barrier to avoid complications caused by barrier impedance. Barrier

impedance would have been difficult to incorporate in1'o the analysis since

it was time dependent.

E. Sampling Procedure and Data Assimi lation

A sampling time of 15 seconds appeared optimum. This was sufficient

time for a tensiometer to come to equi librium (except in regions which were

quite dry) and at the counting rates used, gave good precision in the water
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content measurements. The average total number of counts in 15 seconds was

approximately 4 x 105, giving a standard deviation of 6.3 x 102 or an un­

certainty in the calculated volumetric water content of ! 3.0 x 10-3 • Also,

for the boundary conditions to be imposed, 15 seconds was considered short

enough to map accurately the transient nature of the resulting flow system.

A particular gamma reading was considered to apply at the middle of the

'5 second interval over which it was taken. Although the counting time was

15 sec., the dead time, or time for the information to be transmitted to the

teletype was 2.23 seconds, giving a total time for each reading of 17.23

seconds. The source and detector were moved from one position to the next

during the dead time. The information read onto the punched tape fronl the

parametric data unit included the counting time (15 seconds), the position

wh i ch was be j ng mon i tored, ~'3nd an j ndex to i no i cate whether or not the read­

ing "as a standard reading. The posit;ci\ m.lMbers were all odd; thus, if

set to an even number, -that reading 'Was to be isnored. This was used to

eliminate a reading if counting began before the platform was in position,

or if the platform was laft in the same position for a period of time during

which there would be I ittle change in the water content.

The paper tape pr inter used to prj nt out 'the hydrau Ii c head val ues was

driven by a 15 second timer. The value printed was co~sideied to apply

at the end of the 15 second sampling period. Immediately after a value was

printed, the monitoring system.was switched to the next tensiometer to al!ow

as much time as possible for the tensiometer to come to equi librium. Each

hydraul ic head value was designated by a sequence nLimD6i. The first reading

(at t = 15 sec.) w~s numbered I, the second reading 2, etc. Division of the

sequence number by four gave the elapsed time at which the reading was taken.

In addition to the sequence number, the location at ~hich the reading was

taken was also written on the paper tape.
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To initiate an experiment, a clock which displayed the total elapsed

time, the scaler and the printer timer were started simultaneously, then

the appropriate change in the boundary condition was made. It should be

noted that since the measurement periods differed, the water content and

hydraulic head values were recorded at ditferent elapsed time values. The

large amount of data acquired necessitated the use of a computer to apply

corrections to the data and conve~t gamma counts to water content. Since the

hydraulic head data was on printed tape, it had to be hand punched onto

computer cards. One data point included the hydraulic head value, a sequence

number which could be converted to elapsed time and the location. Frequent

standard readings were taken~ and the data was corrected by linear inter-

polation between consecutive standard readings. The elapsed time for"a

part icu I ar read i ng was simp I y ; "ts sequence nU;":lber d i vi ded by four. The

hydraulic head values and their c0rr2spond~n9 elapsed time values were sorted

by the computer according to position. Since the bottL~ of the column was

selected as ..."'he refzr'ence eh:V2:tion, -the pressure head was calculated by

subtracting the elevation of the tensiometer (its location number) from the

hydrau lie head va lues. For each pos j t ion .. the hydrau I i c head was plotted

against elapsed time on microfi 1m. The microfi 1m output gave a good visual

concept of the changes taking"place and was ~Iso used to eliminate erroneous

data. In addition, the corrected and sorted data was placed on punched

cards, a convenient form for future calculations.

The gamm~ data, which was on punched tape, was transferred to punched

cards. Standard re0dings were taken at approximately one hour intervals

and ~ proportional correction applied to the data:

I "
_1_ = i.-
Iso 1st

(9)
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where I is the corrected observed counting rate, I is the initial standard
so

reading, It is the observed counting rate at time t, and 1st is the standard

reading at time t. Since there was negligible drift in the gamma system

over periods of one to two hours, the value of 1st used in equation (9) was

the last standard reading taken before time t. The corrected counting rate

was converted to water content using equation (7) and the calibration con­

stants obtained as described above. The elapsed time for a particular read­

ing was determined by multiplying the number of readings taken by the time

required for a single reading. The water contents and corresponding elapsed

times were sorted according to position and output on both microfi 1m and

punched cards.

F. Flow Experiments

I. Hydraulic Properties of the Medium

The first series of experiments was conducted to determine the hy-

draulic properties of the medium. The medium ~3S considered to be ncn-

uniform; therafore, the pressure he~d and hydraulic conductivity were co~-

sider~d to be func'ti.)ns of both !jf1;}-ter content and position.

To determine the h(e,~) relation, the entire column was first drained

from its initial condition of true saturation. By adjusting the needle valve

on the ftcw ccnt~oJ ~ystcm, the rate of drainage was made slow enough that

data could be collected to trace out a comp;ete curve of heel at all 10­

c~tions from the one drainage cycle. Most of the water was drained from the

column during a 2i hour period. Althougn the outflow rate was very low.

the drainage condition was maintained for another four hours, and periodic

measurements were taken to ensure that the water content was ~pproaching the

residual water content. The h(8,r) relationship so determined was the "initial

dr~inage curve".
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The flow control system was next adjusted so that the pressure be­

neath the bottom barrier slowly became less negative, inducing the column

to wet along the "main rewet curve" unti I al I points in the column were

at a pressure head equal to or greater than zero. The column was again

drained, this time along the "main drainage curve". The main wetting and

drainage curves defined the hysteretic region of interest at each location;

however, it was still necessary to measure fami lies of scanning curves at

each location.

To determine the drying scanning curves, the column was wetted

from the bottom along the main wetting curve unti I the sampling location

five em from the bottom gave a gamma counting rate intermediate between

the saturated and drained rates. The boundary condition was then changed

to produce drainage. Four such cycles were performed with the reversals

approx i mate Iy equa i I y s paced bat~"een the saturated and' dra i ned count i n9

rates (wat~r contents). The same procedure was followed taking as the in­

dex location, the measuring point 10 em above the previous index location.

During the wetting and drying cycles, gamma data and hydraulic head data

were collected at s~veral s~~pl ing locations on either side of the index

Jocation. Continuing this procedure, a family of drainage scanning curves

was traced for each of the 29 measuring locations in the co'umn.

A simi lar process was used to generate the fam; lies of wetting

scanning curves, with the medium being drained along the main drainage curves

and rewet along wetting scanning curves.

It should be noted that the description of the hysteretic, position

dependent h(8) function required a myriad of data, the collection of which

was very time consuming. Collection of the drainage scanning curve data

was particularly time consuming since the water content for a curve at a
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particular location had to be reduced to a low water content in order to

reverse along the main wetting curve.

As described previously, the raw data was corrected and sorted to

give h(t) and act) at each sampling location. The segments of each set of

data corresponding to the scanning curves of interest were separated and

read back into the computer. Since the pressure head and water content

data were taken on different time axes, in order to determine hCe), the

pressure head corresponding to the water content at a particular time was

determined by linear interpolation on hCt). Although h(t) was not linear,

the data points were sufficiently close together that such an assumption

~ould introduce only sl ight errors. The pressure head and water content

were changed to the dimensionless variables, , and ~ by dividing the pres-

sure head values by the length of the column (60 em) and the water content

values by the maximum saturated water content (38.7$). Since all positions

did not have the same saturated water content, at I would not have a dimension-

less saturated water content value of one. The' (~,~) information was

placed on punched cards and plotted on microti 1m.

K(e,~) was calculated using an adaptation of the transient procedure

developed by Watson (1966). For one dimensional flow in the vertical

direction, the continuity equation becomes:

(10 )

For l =0 at the top of the column and ~ positive in the upward direction

equation (10) can be integrated to give the flux q at a position ~:

o

S ~e d:Zq = qo + c
~ ~ ~t

where q is the flux at the upper end of the column.
o

( I I )
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For a particular experimental sequence such as the initial drainage,

differentiation of e(t,~) for constant values of t, and subsequent integra­

tion with respect to ~ yields the last term of the right hand side of

equation (II). Thus if the flux at the top of the column is known, the

flux at any point r in the column can be calculated. From the H(t,~) data,

oH/~~ at a given rand t can be calculated. Substituting the flux and grad­

ient into the Darcy equation yields the conductivity Kee) at a 'particular

time and position. A complete description of the procedure was given by

Watson (1966).

In an attempt to verify the assumption that Kce) was nonhysteretic,

conductivities were calculated for data collected during the initial drain­

age, the main rewet and the main drainage cycles. For these three flow

situations, the flux at the soil surface was equal to zero.

In a drainage experiment designed specifically to determine KC9,r),

a porous barrier was used to add water at a measured rate to the top of the

column. The flow rates were adjusted such that the outflow rate (at the

bottom) was slightly greater than the inflow rate. The integration in

equation (It' was performed graphically, introducing the possibility of

significant error. By introducing the measured flux at the upper bounda~y,

the effect of the integral on the flux at a position r was reduced, hopefully

reducing the amount of scatter in the calculated KCe) values.

2. Flow Experiments for Checking the Numerical Solution

Three hysteretic flow situations were established tor the purpose

of comparing measured tlow conditions with the predictions of the numerical

solution. In all three experiments, the upper boundary condition was zero

flux, and the lower boundary condition was a time dependent potential as'

shown in Figure II.
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a) Slow Drainage-Rewet

Initially, all regions of the column were at the saturated water

content reached by rewetting. The column was then partially drained at a

slow rate by gradually reducing the pressure at the bottom, then rewet to

a pressure head equal to or greater than zero.

b) Fast Drainage-Rewet

Identical to (a) but the drainage and rewet rates were approxi-

mately twice as great.

c) Cyclic Boundary Condition

In the third experiment, equi librium conditions were establ ished

with the water table (0 = 0) at an elevation of approximately 26 em above

the bottom of the column. A square wave pressure variation was appl ied

under the bott(~ barrier. The pressure was initially increased to a constant

value ~lhich was hsld fer 20 minutes, then rBduced to a lower value for the

same period of time. Two and ene-half such cycles were performed.

G. Numerical Solution

The numerical solution of the flow equation used in this study was

written by O. F. Hearmann lO and A. Klute". As yet, the solution has not

been published; however, complete detai Is can be obtained from either Heermann

or Klute. A very brief description of the solution procedure wit I be given

here.

The dimensionless flow equation (5) was written in finite differ~nce.

form according to the predictor-corrector formulation of Douglas and Jones

U.S.D.A. Agricultural Research Service, Fort Coflins, Colorado 80521.

II Department of Agronomy, OJlorado State University, Fort Collins, Colorado
80521.
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(1963) as described by Remson et al (r971). The time-space field was

discretized by dividing the dimensionless time axis into increments of 6T.

The nodes on the time axis were denoted by m = 1,2,3, and for constant

~T, T can be calculated from T = 6T(m-I). Simi larly, the position variable

, was divided into increments of AC with the position nodes designated by

n = 1,2,3, ••• The dimensionless pressure head' at a position n and ~ime m

is thus written as ~n,m.

In the predictor-corrector formulation the numerical solution is advanced

in time by two steps. Solution of the predictor set of algebraic finite

difference equations gives ~n,m+i, the pressure head at each position node

after one half time ste~. The corrector set of equations uses the values

of In,m and ~n,m+t to obtain tn,m+l, the pressure head at the end of the

time step. Both the predictor and corrector sets of algebraic equations

are finear and have a tridiagonal matrix of coefficients. Comparison of

the predictor-corrector and iterative Crank-Nicolson procedures [Remson

et al (1971)] by Klute and Heermann showed the predictor-corrector method

to use considerably less computer time with no apparent loss in accuracy

or stabi I ity. 12

The solution process constructed by Heermann and Klute al lowed for

variable 6T and 6C. 6T was adjusted internally, based upon the rate at

which changes in pressure head were occurring within the flow system. In

addition, time dependent flux or potential boundary conditions cout~ be

applied at the upper and lower boundary.

The dimensionless conductivity ~(8,~), required in the solution of the

predictor and corrector equations. was determined from an empirical function:

12 Personal con~unication.
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(12 )

The parameters ~ and ~ are functions of ~ for a nonhomogeneous material.

The dimensionless water capacity V, WBS determined by calculating the slope

of an empirical pressure head function ~ = f(@). The form of the empirical

function used wi II be discussed in the for lowing section; however, it should

be mentioned here that it was necessary to specify four empirical parameters

in order to determine v at a particular value of t and~. After each cal­

culation of tn,m+1 a check was made to see if the sign of ~t/~t had changed.

A change in sign indicated that a reversal had occurred and that the water

capacity had to be calculated from a different hysteresis curve. When a

reversal occurred, that time step was not recalculated, but a search was

made for the appropriate scanning curve, and the resulting information used

in the next time step. The parameters used in describing the !(P) functions

were assumed to be position dep8ndent. The formulation of the hysteresis

subroutine )(,35 depimdent upon the cl1aracteristics of the empirical form

used to r8~resent t~e measured 1(~) tunctio~s; therefore, a discussion of

that 5ubrout i ne wi II be delayed unt i I the :Jpprcpr j ate "t j rne , in the J'Resu Its

and Discussion lf section.
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IV. RESULTS AND DISCUSSION

A. Saturated Conductivity Measurements

The saturated conductivities determined under steady flow conditions

are shown in Figure 12. As expected, the conductivity is considerably greater

at true saturation -than at the water content reached by rewetting the soi 1

to a pressure head equal to or greater than zero. The conductivities deter­

~ined after rewetting the soil at the beginning of the experiment, and

shortly before disassembly of the column, differed as shown in Figure 12.

The differences were small and could have been caused by different amounts

of air being entrapped during wetting, or by slight changes in the column

packing. Figure 12 was interpreted as evidence that 1ittle change in the

packing occurred over the major length of the column during the course of

the experiment. r>\S ~ou!d be E'><pected, a cO":'\::>3riscn of Figura !2 with the

graph showing bulk d8nsity distribution (Figure 9) sho.s the lowest conduc­

tivities to octur at positions having the hishest bulk density. AlthOtJgh

an attempt was ~ada to pdck the colu~n unifcr~ly, Figures 9 and 12 show the

packing to be non-uniform in the vertical direction.

B. Hydraulic Conductivity - Water Content Relation

The results of the conductivity calculations for four flow conditions

at position 15 are shown in Figure 13. Tha data of Figure 13 are simi tar

to the data obtained for each of the 29 s~pting locations. There was less

data for the end positions (3,57,59) and considerably more scatter in it;

therefore~ there was less certainty in the K(6) functions determined at these

locations. The scatter in the data of location 15 is typical of the scatter

found at most locations and appears to be typical of the calculation pro­

cedure [Rogers and Klute (1971)1.
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A statistical test was not performed; however, the conductivities deter-

mined from the main rewet, initial drainage and main drainage flow conditions

did not appear to be significantly different from each other. The data shown

in Figure 13 suggest that higher conductivities were obtained from the main

drainage data; however, this was not consistent when all locations were

considered. The evidence indicates that hysteresis in KCe), if present,

is smaller than the scatter in the data; thus, the assumption of a non-

hysteretic K(8) function for the medium was justified.

The conductivity run, in which water was supplied to the upper surface

~t a rate slightly less than it was removed from the bottom, was designed

to reduce the amount of scatter in the data. When the data of all positions

were considered, this objective did not appear to be achieved. By applying

the measured flux at the upper surface, the effect of errors introduced by

graphical int€sration would be reduced; however, the greatest uncertainty

was associated with the graphical determination of the gradient (~H/n~)t'

As a result of the column draining at a slower rate, more points could be

determined on the Kee) curve than could be determined by each of the other

three flow conditions.

The regression line of Figure 13 had a linear regressioncoeffic.ient 9t

0.976. Thus , lo9lOK was considered to be a linear function of 109108 or

( 13)

content.

where x is the dimensionless conductivity and e is the dimensionless water

The value of K used in deriving ~ was 1.0 em/min and the value ofs

8 used to calculate ~ was 0.376. The same values of K and 8 were useds s s

at all measuring locations. The empirical parameters, ~ and ~, were derived

from gr"aphs simi lar to Figure 13. Since the column was a"ssumed to be noo-

homogeneous, values of ~ and ~ had to be determined at each sampling location.



53

The values derived are shown in Appendix A, Table 2. Equation (13) was

used in the numerical solution to calculate K from ~, with ~~ and ~~ as

input information.

c. Pressure Head - Water Content Relationship

I. ~(t,') ~ta

Figure 14 shows a microfilm plot generated for position number

fifteen. The data points represent the initial drainage, main wetting and

main drainage curves and three members of the family of wetting scanning

curves. Figure 15 shows the initial drainage, main wetting and main drainage

curves and four members of the family of drying scanning curves. The data

shown is representative of that derived at each of the 29 measuring locations.

The amount of scatter and the resulting uncertainty in ~(t) was considerably

greater at the sampling locations near the ends of the column (positions

3,57 and 59).

DurinQ measurement of the initial drainage curves, the column was

maintained in a drainage condition for approximately four hours after most

of tho water appeared to be drained from the column. However, as indicated

In Figure 14, the water content did not proceed along the nearly horizontal,

low water content portion of the normal drainage curve. It may have been

possible to reduce the water content futher by maintaining the column in a

dr~inage condition for a -longer period of time, but considering ~he number

of drainage cycles performed, this would have been extremely time consuming

and thus impractical. At low water content, the conductivity of the medium

becomes very low, resulting in very low drainage rates and thus the slow

approach to the residual water content.

As the pressure head became less negative, the medium wet along the

main wetting curve-to the water content at zero pressure head, Qs. es is
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less than the water content at true saturation Ast as a result of air entrap­

ment. The main wetting curve is not unique, but is the lower limit on the

hysteretic region of interest. If the medium had been drained along the

initial drainage curve to a lower water content before rewetting, a differ-

ent main wetting curve would have been measured. The main drainage curve

departs from the water content axis at e and is reproducible to the extents

that ~ is reproducible. e wi I I be reproducible if the same amount of air
s s

is entrapped during each wetting cycle, and the medium is rigid. All of the

wetting curves measured at a given position appeared to converge to the same

va1ue of e, at least within experimental error. All flow experiments were
s

conducted in a manner such that the water content-pressure head values would

fallon or within the boundary formed by the main drainage and main wetting

The shape of the hysteresis curves v3ried fran position to position.

For exa~ple, locations near the centre of the column had a much narrower

hysteretic r<;gion than is shown for position 15. This was further evidence

that the column was ncn-uniform.

2. Empirical Representation of S{~,')

As described previously, the numerical solution of the flow equation

requires a value of the water capacity for each ~ calculated. Since the

water capacity is ~e/~~, the ACf,C> functions must be specified within the

computer.

One possible method is to read the hysteresis data into the computer

in tabu'ar form. The water ccpacity at a particular point may then be deter-

mined by interpolation (linear or otherwise) between the measured scanning

curves. This method requires that a suitable interpolation scheme be devised

and in the case of an inhomogeneous medium, would require a large amount of
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computer storage.

The procedure used in this study was to represent the scanning curves

by empirical equations. A scanning curve could then be described by specify-

ing the parameters of the empirical equation, and the water capacity obtained

by differentiation of the equation.

King (1965) showed that a wide range of ~(') curves could be repre-

(14)

A
o

(~ +
o

(~ +
o

(~/~ )S + e] - cosh €
o

cosh (~/~ )e + ~J + cosh €
o

sented by an equation of the form

where P , ~ , 8, , and e are curve fitting parameters. ~ can be identifiedoro 0

with the dimensionless water content at ~ ; O. Also, following King (1965),

~ is greater than zero, ~ is equal to or greater than zero, and t and S are
r 0

less than zero. It can readi Iy be shewn that as ~ approaches zero, ~ ap-

pr~~ches ~ and as ~ approaches ~inus infinity, P approaches S •o r

a) Wetting Curves

Representaticn of a single wetting curve required the selection

of e by inspection <P at ~ =0) and selecti~n of values of the other four
o

parameters (~ , a, ~ and s) by use of a digital computer and a curve fitting
r 0

routine.

The curve fitting routine assigned five equally spaced values to

each of the four parameters resufting in 625 combinations of parameter values.

For each set of parameter values equation (14) was solved for each data point

on the curve, and the sum of the squared differences between the calculated

and measured values at ~ was determined. A smal fer interval was taken around

the parameter values giving the smal lest sum of squared differences, and the

process repeated. Very little change in the parameter values was realized
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by performing a third iteration. This procedure was inefficient since each

of the 2 x 625 combinations of parameter values was tested; however, it did

not prove to be expensive in terms of computer time, and gave the desired

results. The data points and the empirical equation giving the smal lest

sum of squared difference5 was plotted on microfi 1m.

Figure 16 shows the data points and 8 plot of the empirical equation

(sol id I ine) derived for each wetting curve of location 15. The agreement

was exceptionally good.

An equation to represent the complete fami Iy of wetting curves at a

particular location in the column would be most convenient. An examination

of the parameter values for each wetting curve at several locations showed

that ~ could be taken as zero and that ~ was very nearly the water content
r

at which the curve departed from the main drainage curve. Figure 17 shows

the values of the pe,ameters e and t plotted against ~ for the four wettingo r

curves at position 15. As suggested by this plot 8 and t were assumed to
o

be linear functions of ~. That is:
r

C6S)
t :I S e + Io p r p

where 58' IS and Sp' I p are the slopes and intercepts of the respective

linear relations.

Thus, since ~ =0, equation (14) may be written:

! )(SB~r + IB)J e - Q
[(s /01 + I p - ( 0 r)

~ = ~ p-r e + ~
0 0 r (16)

[<s rC\
~ ) (SBf.),r + 18 )1 Q - ~

+ I p + (- 0 r)
p r (.'A + q

0 r

As pointed out previously, C can be determined by inspection, and has the
o

same value for all_wetting curves at a particular location. Thus, equation
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(16) is a four parameter equation which gives the scanning curve for each

value of ~ , the water content at which the wetting curve departs from the
r

main drainage curve. That is, equation (16) represents the infinite fami Iy

of wetting curves at a particular location.

The values of the four parameters (SS' IS' Sp' I p) may be determined

graphically as the slopes and intercepts of straight lines simi lar to those

shown in Figure 17. Alternatively a curve fitting technique simi tar to that

described for selecting the parameters of equation (14) was used. For each

set of values of the parameters, ($8' 1B, Sp' I p) equation (16) was solved

for each point of each experimental curve and the total sum of squared dif-

ferences betwaen the experimental and calculated values determined. In fitting

equation (16) to the family of experimental curves, the appropriate value of

Pi for each curve in the fami Iy was used. Figure 18 shows the experimental
r

po i nts for pes i -t ion 15 and -the i r Bmp j rica I ,"epresentat ion der i ved by us i n9

equation (16) 3nd the parameter values giving the smal lest sum of squared

differBnces. Again, the agreement between the data points and the empiricat

representation is v~ry good. It should be emphasized that the four parameters

(SB' IS' Sp' I p' define the entire family of wetting scanning curves, and a

single curve is defined by these four parameters ptuse
r

• Since the column

was assumed to be non-uniform, a set of parameters was derived for each

measuring location. The parameter vaiues for the main wetting curve at each

location in the column are shown in Appendix A, Table I.

The parameters 58' IS' Sp and I p can be determined by fitting equation

(16) to the data for one wetting curve; then, other wetting curves can be

generated by substituting different values of ~ into equation (16). By this
'r

procedure, the main wetting curve of position 15 was used to generate the

parameter values, and an empirical representation of the remaining
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experimental curves was subsequently derived. The results are shown in

Figure 19. The good agreement between the experimental curves and their

empirical representation strongly suggests the possibi lity of being able to

generate the tami Iy of wetting scanning curves from B single experimentally

determined curve. Since only one material was used in this study, it is

recognized that the results may have been fortuitous. In I ight of the

tremendous savings to be made in time and effort required to experimentally

measure a fami Iy of scanning curves, the method appears to be worthy of

further investigation.

b) Drying Curves

Empirical representation of the drying curves proved to be more

difficult. In applying equation (14), prel iminary studies showed that e

could be assumed to be zero and that q was the water content to which all
r

members of a fami Iy of drying curves appeared to converge. The value of

eo u5ed was the water content at which the extrapolated drainage curve reached

a dimensionless pressure head of zero. This left only two parameters to be

evaluated ca and'). A curve fitting routine similar to that describedo

for fitting equation (14) to an individual wetting curve was used to eval-

uate e and t .
o

Figure 20 shows the drainage scanning curves of location 15 fitted

using equation (14). The empirical curves represented most of the data quite

well; however~ one problem region was evident. For curves having ® values
o

between approximately 0.55 and 0.75, the empirical curves departed from the

main wetting curve with a smaller slope than did the experimental curves,

then broke more sharply to rejoin the experimental curves.

AI rowing e to take on non zero values did not improve the agreement be-

tween the empirical and experimental curves. A reduced sum of squared
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differences could be obtained by treating ~ and Q as parameters rathero r

than by selecting them by inspection of the data; however, in most cases

this resulted in poorer agreement between the empirical curves and the data

curves in the high water content regions. Undoubtedly this is a consequence

of the sum of squared differences criterion being weighted by the greater

number of data points in the tow water content region. After considerable

testing, it was concluded that selection of ~ and ~ by inspection and
o r

searching for the values of a and t which gave the smallest sum of squaredo

differences, consistently gave the best agreement between the empirical

and experimental curves.

As indicated in Figure 21, there did not appear to be 8 linear

relationship (or any simple functional relationship) between the parameter

values of Sand' and ~. For this reason, the parameter values for ano 0

unmeasured curve were determined by linear interpolation between the

measured curves bracketing the required curve. In order to represent

accurately a family of drainage curves, there must be a sufficient number

of points (6, ~ ) and (t , ~ ) such that linear interpolation between
o 0 0

points would not introduce significant errors.

In many instances, inspection of the hysteresis information in-

dicated that adjacent positions were similar to each other. For these

situations the data were pooled, and for each group of data, a graph

'Simi"lar to Figure 21 was constructed. An eX8mination of these graphs"

indicated that the functions e = 6(~ ) and t =. (~ )could each beo 0 0 0

approximated by three (or fewer) straight line segments and consequently

could be specified by four values of (8, Q ) and Cf , ~ >. The parameter
o 0 0

.. values for the main drainage curve·at each location· are shown"· in ·Appendix A,·

Table ••
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Since there was no simple relation between the parameters

(a end' ) and ~ , there was no apparent method for generating the fami Iy
00.

of drying curves from a single measured curve. The simple representation

of a family of wetting curves is undoubtedly the result of the similarity

in shape among members of the family. Drying curves, ~n the other hand

go through a transition from sharp breaking curves for values of ~ nearo

es to more gradually breaking curves for lower values of Ao •

In addition to the families of primary wetting and drying

scanning curves there are fami lies of secondary scanning curves. A curve

which departs from a primary curve rather than a main curve is a secondary

curve. For this study, if a reversal occurred (change in the sign of

~e/dT) at a point (t,~) other than on one of the main curves, the approp-

riate A(~) function for determining the water capacity was assumed to be

the pri~ary scanning curve which passed through the reversal point.

3. Hysteresis Subroutine

In order to calculate the pressure head at a particular point in

the space-time grid ('0+1, m+1), the predictor-corrector formulation of

the ftcw equation required that the water capacity at the previous time

step ('n,m) be specified.

The slope of 8(t), V, can be determined by differentiating equation

( f 4) to 9 i va:

It

dAV sa-z:
dt

where r

,
o

(cosh

a-I
(::!....) sinh
-fo ( 17)
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When calculating In+l, m+l, 'n,m is known, thus equation (17) can be solved

for ~ , provided a, t , ~ , Q and e are known. As discussed previously,n,m 0 0 r

~ could be assumed equal to zero for the medium used in this study.

While a particular region continues to wet, it does so along the

8(1) curve specified by the appropriate values of the parameters a, '0' ~o

and e. If the region commences to drain, however, the water content
r

proceeds along a new ~(') function which must be specified by a new set

of parameter values. The hysteresis subroutine was entered each time a

reversal (change in the sign of de!nT) was detected. Its purpose was to

select t~e new values of B, • , Rand e to be used until the next reversal
o 0 r

was detected.

Each position node n was assigned a hysteresis index of +1 if it

was draining, or -I it it was wetting. When a reversal was detected, the

sign of the hysteresis index was changed, and the hysteresis subroutine

called. If the hysteresis index was + I, the hysteresis subroutine would

search for the appropriate drying curve par~meters and simi larly, if -I,

e set of wetting curve parameters would be derived.

The hysteresis subroutine searched for the scanning curve which

passed through (~ , A ), the pressure head and ~ater content calculated
n n .

at the time step before the reversal was detected. To locate the approp-

riate wetting curve, equation (16) can be solved for P by substituting
r

(tn' ~n) and the values of 58' IS' Sp' I p and ~o which apply to node n.

Since equation (16) is implicit in A , an iterative search procedure was
r

used to find the value of ~ which satisfied (16). Knowing ~ , new values
r r

of e and (~) were calculated from equation (15), and control returnednon

to the main programme.

Selection of drainage curve parameters was less straight forward.
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The hysteresis subroutine must provide values of P , and t correspondingo 0

to a drainage curve passing through a reversal point (S , t). ~ was
n n n

taken as an initial estimate of ~. Values of 8 and' correspondingo 0

to the estimated ~ were determined by interpolation in the table of
o

values of a and' versus ~ described above (p. 66). Equation (14) waso 0

solved tor ~ at t using these parameters. A new estimate of ~ was made
n 0

based upon the difference between ~ and the calculated value of S. The
n

process was repeated unti·1 the calculated value of e was sufficientlv

close to ~ •
n

Selection of wetting curve parameters for a particular node re-

quired that values of 9
0

, 58' 18 , Sp and I p for that node be stored in

the computer. Selection of drying curve parameters required that e
r

and four sets of (q, 6, t) be stored for each node. Since the column

had 29 nodes, 29 x 18 = 522 storage locations were required for the com-

plate description of the hysteretic 8<i) function in the non-uniform

column.

D. Qxnpar i sons 8et\'f~~n Pred i cted and Measured Resu I ts

I. Slow Drainage - Rewet Experiment

Figure 22 is a print of the microfi 1m output showing the relation

between predicted and measured dimensionless pressure head (PHI) at po-

sitions 31 and 33 tor the slow drainage - re~et experiment. The symbols

indicate the measured pressure head values while t~e solid lines trace

the numerically predicted pressure heads. Only two positions are shown;

however, the degree of accuracy demonstrated in Figure 22 was typical of

most locations in the column. Ther~ is near perfe~t agreement between

the measured and predicted results during the drainage phase of the ex-

periment, although, as the time of reversal was approached, the predicted
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F~gur8 22. Comparison of the measured (symbols) and predicted (solid lines)
dimensionless pressure·he~d versus timEf at" pOsitions ·31 "and 33·
for the slow drainage rewet experiment.
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pressure heads were sl ightly more negative than those measured. During the

wetting phase, the predicted pressure head was consistently higher than

the measured values.

Figure 23 shows the measured and predicted pressure head profi les

in the column at ~ =0 and at four arbitrarily selected v~lues of T > O.

t(~) at T =0 represents the initial condition (static equilibrium). At

~ =2 all positions in the column were draining, at T = 3 the portion of

the column above an elevation of 27 cm continued to drain while the lower

portion was wetting, at T =4 only that portion of the column above an

elevation of 45 em continued to drain, and at T = 5.5 all parts of the

co Iumn were sa1'urated or were wett i ng.

As indicated previously, the numerical solution tended to predict

pressure heads more negative than those measured during drainage and less

negative than those measured during wetting. The greatest differences

occurred at the upper end of the column (above an elevation of 51 em).

During collection of the hysteresis data, changes in the bulk density in

this region introduced errors into the water content data. This resulted

in uncertainties in the form of the pct) functions and consequently greater

errors in the predicted v8.tues of , at the upper end of the column•. Neglect­

Ing the data for T =0, the average difference between the predicted and

measured pressure heads was 6t = 1.24 x 10-2 C6h =0.75 em) and if the

positions above an elevation of 51 em were ignored, 95% of the predicted

values were within 6t z 2.0 x 10-2 (6h = 1.2 em) of the measured values.

The numerical solution is an ~pproximation of the true solution;

furthermore, the hydraulic functions ~(') and K(~) used in the numerical

solution were empirical representations of the actual functions and con- .

sequently, subject to some error. For these reasons, perfect agreement
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between the measured and predicted pressure heads could not be expected.

Considering the good agreement between measured and predicted results

as demonstrated by Figures 22 and 23, a detailed study of the cause of

the differences did not appear to be warranted. Since the slow drainage­

rewet experiment, and the exreriments performed to collect the hysteresis

information were conducted at approximately the same rates, a possible rate

dependence of ~(t) was not considered to be a factor in accounting for

the differences between the predicted and measured' values.

Figure 24 is simi lar to Figure 21 except ~(T) for positions 31

and 33 have been plotted rather than ~(T). Similarly, Figure 24 shows

the eCl) profiles corresponding to the ~(~) profiles of Figure 23. There

appears to be considerably more scatter of the measured water content

data about the predicted curves (Figure 25) than in the c~se of the measured

and predicted pressure heads (Figure 23). S~~e of this apparent scatter

is caused by the expand~d scale used in plotting e. If, for the data

of Figure 24, the initial condition (~ : 0) and positions above an elevation

of 51 em are neglected, the average difference between the predicted and

measured values of e is 1.7 x 10-2 , or in terms of volumetriG water con­

tent, a difference of approximately 6.5 x 10-3 • Also, 95$ of the predicted

values of e were within 3.0 x 10-2 of the measured va~ues.

The differences between the observed and predicted water contents

are probably the result of several factors. The predicted A values were

calculated from the predicted ~ values by using the appropriate ACt)

function. As a result of the steepness of the set) curves, small errors

in t could produce large errors in 9. As an approximation, if the steep

portion of a drainage curve is considered the average difoferencebe+ween

the measured and predicted' values (1.25x 10-2 ) could result in differences
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-2between predicted and measured ~ values of 2.6 x 10 • The average ob-

served difference was approximately one half this value. Following the

trends observed in the pressure head proti les, the predicted water conTents

should be lower than those measured when drying and higher than those

measured during wetting. Although this trend can be seen in Figure 25,

the scatter of the measured ~ values about those predicted suggests the

influence of other factors. An incorrect empirical representation of

the ~(~) functions would result in erroneous ~ values since 9 is calculated

from ~(').

The measured values of ~ can also be questioned. The uncertainty

in 9 resulting from statistical variations in the observed gamma counTing

rate is e ± 0.008 and therefore, could not be a major cause of the scatter

indicated in Figure 25. Furthermore, it the difference between measured

and predicted D values was the result of counting statistics, the measured

.ater content data should vary randomly about the predicted values for

any node. As exemplified by Figure 24, this was not the case. On the

other hand, a change in the bulk density of the medium of 0.05 glee would

give rise to an error in the measured values of ~ of 0.05. Changes in

the packing at the upper end of the column were undoubtedly the cause of

the large differences between predicted and measured ~ values in this

region. In several instances, the measured ~ values at a particular value

of ~ differed in a consistent manner" from the predicted values. As examples,

in Figure 25, atl the measured values at position 51 were higher than the

predicted vaJues, while at position 47, the measured values were less than

those predicted. This would be consistent with an increase in the bulk

density of the medium at position 51 ~nd a decrease at·"47. Although ".

considerable effort was made to obtain a stable packing before calibrating
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the gamma system, small but significant changes in the bulk density could

have occurred.

The irregular shape of the computed water content profiles of

Figure 25 is a consequence of the non-uniform nature of the medium.

The results of the slow drainage-rewet experiment indicate the

predictor-corrector formulation of the flow equation to be a valid method

for solving unsaturated flow problems (subject to the limitatio'ns of the

flow equation). The results further demonstrate the usefulness of the

empirical forms used to represent the K(~) and ~(') functions for a non-

uniform m'edium. The medium used in this study was relatively uniform;

therefore, further tests should be conducted using media consisting of

layers with large textural differences.

2. Rapid Drainage - Rewet Experiment

Figure 26 shows the measured (symbols) and predicted (solid tines)

pressure heads at positions 27 and 33 for the rapid drainage - rewet ex-

periment. As in the slow drainage experiment, the numerical solution

predicted pressure heads greater than the measured values during the

wetting phase of the experiment.

As demonstrated in Figure 27, for four arbitrari Iy selected.value.s

of T, the numerical solution predicted the measured pressure head profiles

quite accurately. The average difference between the predicted and measured
. . ·-2

values of , was 1.66 x 10 , or an average difference in head of 1.0 em of

water.

The measured and predicted water content profiles corresponding to

the pressure head profile of Figure 27 are shown in Figure 28. The average

. -2
difference between measured and predicted values of ~ was 2.9 x to .' or·

in terms of volumetric water content, 1.16 x IO~2. Although the average
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Figure 26. Comparison of the measured (symbols) and predicted (solid lines)
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difference is not unreasonable, differences in ~ of as much as 4_8 x 10-2

were observed_ The greatest differences were observed for the ~ = 1_0

profile_

The average difference between measured and computed values of

t and S for the rapid drainage - rewet experiment were 25$ and 100% re-

spectively, greater than for the slow drainage experiment_ A portion of

the increased difference found in the rapid drainage experiment could be

attributed to a greater uncertainty in the measured data_ The response

time of the tensiometers, although short at high water contents, could

introduce small errors in measured t v~lues in a rapidly changing system.

Simi larly, the water content calculated for a 15 second counting interval

was assumed to apply at the mid point of the interval. This assumption

is valid if the water content is a linear function of time; however, errors

would be introduced if d2~/dT2 is not equal to zero. 2 2Although d ~/d~

was generally greater in the rapid drainage - rewet experiment than in

the slow drainage - rewet experiment, it seems unlikely that this would

contribute significantly to the greater difference between measured and

predicted ~ values.

In the rapi,d drainage experiment, the column was drained at a rate

approximately twice that at which,the hysteresis information was collected.

If ~(t) is rate dependent, the empirical equations used to represent

eet, may not be applicable to the rapid dra:nage situation and cons~quently,

could introduce errors into the predicted pressure head and water con~ent

values.

The difference between the predicted and measured water contents

could be attributed primarily to the differences in"the p~~fi'~s at ~ = "1_0

(Figure 28). An explanation is not evident; however, it is possible that
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the differences observed at ~ = 1.0 are the result of an anomalous drainege

p~ttern caused by the drainage of the medium adjacent to the lower porc~~s

barri er •.

Considering the greater stress placed upon the numerical solution

by a rapidly changing system, as wetl as the greater uncertainty in the

measured data, the agreement between the measured and predicted results

for the rapid drainage - rewet experiment were considered to be quite good.

A time dependence of ~('), if present, did not appear to seriously limit

the predictive capability of the numerical solution.

3. Cyclic Boundary Condition Experiment

Figures 29 and 30 show the measured and predicted pressure head

and water content respectively at positions 39 and 45 during the' cyct ie

boundary condition experiment. As indicated in Figure 29, the predicted

pressure heads were consistently lower than those measured. In initiating

the experiment, the column was drained until the water table was at an

elevation of 26 em and maintained in this condition until a staTe of static

equilibrium was approached. As shown by Topp eT al (1967), in going from

8 transient condition to one of static equilibrium, the water content

corresponding to a particular pressure head can decrease. When the cyclic

boundary condition was applied in this experiment, the column may have

commenced to drain along s,ome curve other than the main drainage curve. It

cou I-d be' argued that th iS wou Id resu It in pred i cted pressure heads wh i ch

were lower than those measured; however, after the first drainage cycle,

position 45. (Figure 29) rewet to a pressure head of almost 0.0 or, was

in the saturated condition and would proceed along the main drainage curve

dur i ng the next dra i nage cyc Ie. 'The second dra i nag-e .wa·s· .pred· icted wi tn no·

greater accuracy than was the first. In addition, at positions where
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85

o e--

~ Node 39, Zeta -0.3559
G Node 45, Zeta -0.2542

.9 [---r--

Sf\
'~~-2'-· , .;;. ...., '(.'"

f:' : ~ -u _ ~ y

'0 e
a

iJ
8.7

.S

.4

6.005.004.003.002.00

•3 ---' ~____I.____L.____L.___..L___..J. _J. _J._____J

I.CO
TI-V

Figure 30. Comparison of measured (symbols) and predicted (solid lines)
dimensionless water content versus time at positions 39 and 45
for the cyclic boundary ,condition expe~~ment~



86

there was no drainage (position 39 and lower), the pressure heads were

predicted with no greater accuracy than at positions where drainage did

occur. This suggests that the difference between predicted and measured

pressure heads was not caused by a time dependence of ~(') during initiation

of the experiment.

The consistently low predicted pressure heads resulted in con­

sistently low predicted water contents (Figure 30). Both the numerical

and measured results indicate little or no drainage at position 39. Al­

though differences between predicted and measured results were as great

as h =6.Q em and e =0.03 (volumetric water content), it must be remembered

that a cyclic step change at the boundary induces a strongly hysteretic

flow system and consequently, a very difficult situation to simulate

numer i ca I I Y•

In the cyclic boundary condition experiment, during the first

cycle, 'the column would drain and wet along the main drainage and primary

wetting scanning curves respectively. Additional cycles would proceed

~Iong secondary and consecutively higher orders of fam; lies of scanning

curves. The fact that the agreement between predicted and measured results

did not become worse as more cycles were performed suggests that the· use .

of only the primary scanning curves is a reasonable approximation.

4. Non-hysteretic and Uniform Medium Simulations

In the previous sections, it was shown that if the medium was con-.

sidered to be non uniform and ACt) hysteretic, then the numerical solution

could predict e(~, T) and '(~, ~) for the drainage-rewet experiments quite

accurately. Although not a major objective of this study, some consider­

ation was given to the completeness with whi·ch 9Ct, ~) 'andKCe, ~) must

b~ specified in order to obtain reasonably accurate predicted results.
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In addition to the hysteretic and non-uniform case discussed

previously, two additional simulations of the slow drainage-rewet experi-

ment were performed:

I) ect) was assumed to be non-hysteretic. Only the main drainage

curve at each position in the column was specified. As a resul"t, when

the rewet phase of the experiment was encountered, the water capacity and

subsequently e, continued to be calculated using the main drainage curve

rather than the appropriate wetting curve.

2) The medium was assumed to be uniform. The position dependent

conductivity ~(~, ~) was described by specifying different values 6f the

parameters ('f and" (see equation 13) for each position. The values of

~ and ~ for all positions were averaged, resulting in an average x(~)

function which was assumed to apply over the entire column. Simi farly,

average sets of the parameters needed to describe the wetting and drying

scanning curves were determined.

The difference between the measured and each predicted result

inclUding the hysteretic non-uniform case was found to be:

*Average Difference Between Measured and Pre-
dicted Results

Pressure Head Water Content
~ h(cm) ~ e

Hysteretic
10-2 10-2 10-3Non-Uniform 1.2 x o. n. I. 7 x 6.5 x

Non-Hysteretic
10-2 10-2 10-2Non-Un i form 1.2 x 0.72 5.6 )( 2.2 x

Hysteretic
10-2 10-2 10-2Uni form 3.1 x 1.26 4.4 x t.6 x

*The average was calculated using the difference between measured
and predicted values at T =2,3,4 and 5.5. Pbsitionsabove node
no. 51 were excluded.
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The three methods of simulating the slow drainage - rewet experiment

all predicted the measured values of pressure head with a high degree of

accuracy. The difference between measured and predicted t values was no

greater when the medium was assumed to be non-hysteretic than when assumed

to be hysteretic. This result was unexpected. No comparison of hysteretic

and non-hysteretic predicted pressure heads was found in the literature.

The water capacity determined at a particular ~ value on the main drainage

curve would be quite different from that determined at the same' value

on a wetting curve. Furthermore, the water content determined from the

drainage curve, and subsequently K(@) would be greater than that deter­

mined from the wetting curve. It is possible that during the wetting·

phase of the 'drainage - rewet experiment, the error in the water' capacity

was compensated by the error in the conductivity, the net result being

good agreement between the measured' values and those predicted by the

non-hysteretic simulation. Since only one material was considered, and

one experimental situation, it is not suggested that the predicted pres­

sure heads are generally independent ot hysteresis.

When the column was ccnsidered to be uniform, the difference be­

tween measured and predicted t values was greater than that found for the

hysteretic non-uniform simulation. Nevertheless, the agreement between

measured and predicted results w~s quite good. The degree of non-uniformity

in the m~dium did not appear to affect seriousry the predicted' values.

Significantly greater difference was found between measured and

predicted values of e for the non-hysteretic and uniform medium simulations

than was exhibited by the hysteretic non-uniform case. Figure 31 shows the

measured ~(~) and three cOfnputed' ~(~., prof f I es corres,pOnd,i ngto' the, th.ree

simulations for ~ =3 and ~ =5.5. The average difference between measured
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Figure 31. Water content proti les for the three simulations of the slow
drainage-rewet experiment. The symbols show the measured data
for two selected values of time whi Ie the lines show the re­
sults of the simulations.



e values and those predicted by the non-hysteretic simitation was 5.6

x 10-2; however, as indicated in Figure 31, differences greater than 2.0

x 10- 1 were observed during the wetting phase of the experiment, (At

~ = 3, positions below 21 were wetting, while at ~ = 5.5, all positions

in the column were wetting.) As expected, from a consideration of the

shapes of the main drainage curve and the wetting scanning curves, during

the wetting phase of the experiment, the non-hysteretic solution predicted

water contents considerably greater than those measured.

In contrast to the non-uniform simulation, the uniform simulation

predicted uniform @(~) profi les (Figure 31). As indicated in the previous

table, the average.difference between measured and predicted ® values

was greater when the column was considered to be uniform rather than non-

uniform. Since an attempt was made to pack the column uniformly, it

appears that what might be considered a minor non-uniformity in a natural

flow system could produce quite significant errors in predicted water con­

tent values.
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Y. CONCLUSIONS

I. The conductivity measurements indicated that for the material used,

Wrey Dune Sand, xCe) was not significantly hysteretic.

2. The good agreement found between the predicted and measured values of

, and e tor the slow drainage - rewet experiment indicated that under

the conditions of this experiment:

a) The unsaturated flow equation is an adequate description of the

flow process.

b) The numerical solution used was an adequate solution of the flow

equation for a non-uniform medium. The scale of the non-uniformity

in the medium used was rather small. It is not necessari·ly true

that the procedure used would work equally wei I tor a medium having

zones with large textural differences.

3. Conclusion 2(b) implies that the empirical forms used, adequately

represented the hydraulic functions K(~) and ~(') for the non-uniform

medium. In the empirical equation used to represent the hysteretic

~(t) function, equation 14, ~ was found to be equal to zero. For

wetting curves, e and t were found to be linear functions of 8 ,o r

while for drainage curves there did not appear to be any simple

functional relationship between a, , and e. Further studies areo 0

needed to assess the generality of the methods used to describe the

families of wetting and drying scanning curves~

4. The agreement between the predicted and measured results of the rapid

drainage - rewet experiment was considered to be ~dequate although not

as good ·as for the stow drainage experiment, The decreased. accuracy

could not be traced to a rate dependence of 8(1).
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5. The cyclic boundary condition experiment did not indicate that secondary

scanning curves should be incorporated into a description of the

hysteretic ~(t) function. The poor agreement between measured and

predicted results for this experiment could have resulted from the

collection of insufficient data in regions where changes were occurring

most r~pidly, or by an inadequate flow control system.

6. The non-hysteretic simulation of the slow drainage - rewet experiment

predicted the pressure head distribution with as great an accuracy as

did the hysteretic simulation. This could have considerable significance

in the solution of flow problems where the head distribution is The

question of greatest interest. Further experimentation needs to be

conducted in order to test the generality of this result. The non­

hysteretic simulation resulted in large errors in the predicted water

content values.

7. The hysteretic uniform medium simulation suggested that smal I non­

uniformities in the medium could cause significant errors in the pre­

dicted water content values.
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APPENDIX A

Table I. Main drainage and main wetting curve parameters assigned to ~he

various positions tor the numerical calculations.

Main drai nage_ Main wetting
Positions e e t e t 8

0 r 0 0

(1-6) O~ 790 0.220 -0.6864 -3~800 "-().4438 -t ,.489
(9-10) 0.795 0.260 -0. 7106 -3.650 -0,,4828 -1.495
(11-12) 0.795 0.230 -0.6714 -3.647 -0.4483 -1.700
( 13-14) 0.798 0.265 -0.6916 -4.695 ="0.4509 -1.663
(15-22 ) 0.800 0.250 -0.6610 ;"'2.985 ~0.4333 -1.778
(23-24) 0.800 0.240 -0.6427 -2.568 ....0.3910 -1.787
(25-26 ) 0.800 0.240 -0.6711 -2. 120 --0.4141 -1 .. 867
(27-28 ) 0.810 0.240 -0.6711 -2.517 -0.4368 -1.618
(29-30) 0.810 0.240 -0.6518 -2.740 "'0.3976 -1.788
(31-32 ) 0.810 0.250 -0.6823 -2.517 ·'0.4406 -1.636
(33-34) 0.820 0.255 -0.6040 -2.458 -0.3970 -1.789
(35-36) 0.810 0.255 -0.6142 -2,,422 ~'O.3980 -1.789
(37-38) 0.810 0.220 -0.6402 -2.311 owO .3585 -'.740
(39-40) 0.810 0.220 -0.6402 -2 .. 31 I ·...0.3969 -1.711
(41-42) 0.810 o. t80 -0.6511 -2,,31 J -0.4157 -1.622
(43-46) 0.810 0.180 -0.5876 -2.032 -0.3642 -1.622
(47-48) 0.800 o. f80 -0.59t2 -f .979 -0.3570 -I. 700
(49-50) 0.800 0.200 -0.6009 -I ? 979 -0.3570 -1.750
(51-52) 0.800 0.200 -0.6184- -2. !2.0 -0.3732 -I .833
(53-54) 0.790 0.250 -0.6313 -2. 120 ~O93672 -1.944
CS5-60} 0.760 0.250 -0.5338 -2.300 -0 .. 3774 -2.187

Average
Parameters 0.800 0.240 -0.6451 -2.850 =0.4010 -1.756
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Table 2. Conductivity function parameters assigned to the various po­
sitions for the numerical calculations.

Positions 11 K
0

( 1-4) 4.979 .039
(5-6) 5.031 .319
(7-8) 4.711 .147
(9-10) 5.023 .012
(11-12) 5.459 .298
03-14) 6.227 .252
(15-16) 5.680 .047
(17-18) 5.604 .215
( 19-20) 5.585 .360
(21-22) 5.723 .371
(23-24) 5.875 .221
(25-26) 6.250 .309
(27-28) 6.043 .126
(29-30) 5.431 .306
(3'-32) 5.569 .058
(33-34) 5.073 .061
(35-36) 5~400 .241
(37-38) 5.803 .314
(39-40) 6.095 .382
(41-44) 6.250 .310
(45-46) 4.936 .020
(47-48) 4.910 .136
(49-50) 4.822 .368
(51-52) 5.414 .079
(53-54) 6.100 .108
(55-60) 5~830 .437

Average
Parameters 5.561 1.225


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	




