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ABSTRACT 

INTERACTIONS OF ARCTIC CLOUDS, RADIATION, AND SEA ICE  

IN PRESENT-DAY AND FUTURE CLIMATES 

 The Arctic climate system involves complex interactions among the atmosphere, land 

surface, and the sea-ice-covered Arctic Ocean. Observed changes in the Arctic have emerged and 

projected climate trends are of significant concern. Surface warming over the last few decades is 

nearly double that of the entire Earth. Reduced sea-ice extent and volume, changes to 

ecosystems, and melting permafrost are some examples of noticeable changes in the region. 

 This work is aimed at improving our understanding of how Arctic clouds interact with, 

and influence, the surface budget, how clouds influence the distribution of sea ice, and the role of 

downwelling longwave radiation (DLR) in climate change. 

 In the first half of this study, we explore the roles of sea-ice thickness and downwelling 

longwave radiation in Arctic amplification. As the Arctic sea ice thins and ultimately disappears 

in a warming climate, its insulating power decreases. This causes the surface air temperature to 

approach the temperature of the relatively warm ocean water below the ice. The resulting 

increases in air temperature, water vapor and cloudiness lead to an increase in the surface 

downwelling longwave radiation, which enables a further thinning of the ice. This positive ice-

insulation feedback operates mainly in the autumn and winter. A climate-change simulation with 
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the Community Earth System Model shows that, averaged over the year, the increase in Arctic 

DLR is three times stronger than the increase in Arctic absorbed solar radiation at the surface.  

 The warming of the surface air over the Arctic Ocean during fall and winter creates a 

strong thermal contrast with the colder surrounding continents. Sea-level pressure falls over the 

Arctic Ocean and the high-latitude circulation reorganizes into a shallow "winter monsoon." The 

resulting increase in surface wind speed promotes stronger surface evaporation and higher 

humidity over portions of the Arctic Ocean, thus reinforcing the ice-insulation feedback.  

 In the second half of this study, we explore the effects of super-parameterization on the 

Arctic climate by evaluating a number of key atmospheric characteristics that strongly influence 

the regional and global climate. One aspect in particular that we examine is the occurrence of 

Arctic weather states. Observations show that during winter the Arctic exhibits two preferred and 

persistent states — a radiatively clear and an opaquely cloudy state. These distinct regimes are 

influenced by the phase of the clouds and affect the surface radiative fluxes. We explore the 

radiative and microphysical effects of these Arctic clouds and the influence on these regimes in 

two present-day climate simulations. We compare simulations performed with the Community 

Earth System Model, and its super-parameterized counterpart (SP-CESM). We find that the SP-

CESM is able to better reproduce both of the preferred winter states, compared to CESM, and 

has an overall more realistic representation of the Arctic climate. 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CHAPTER 1: SEA ICE AND CLOUDS IN THE ARCTIC CLIMATE SYSTEM 

 The Arctic climate system involves complex interactions between the atmosphere, land 

surface, and the sea-ice-covered Arctic Ocean (Figure 1.1). This highly varying landscape, with 

an extreme seasonal cycle in solar radiation, has an important role in the global climate system, 

notably as a heat sink in the Northern Hemisphere. Observed changes in the Arctic have emerged 

and projected climate trends are of significant concern (Solomon et al., 2007). Surface warming 

over the last few decades is nearly double that of the entire Earth (Figure 1.2). Reduced sea-ice 

extent (Figure 1.3) and volume, changes to ecosystems, and melting permafrost are some 

examples of important and apparent changes in the region. 

 The Arctic climate is strongly influenced by the overall hemispheric circulation. During 

winter, the equatorial regions receive more solar radiation than the poles, which leads to uneven 

heating (Figure 1.4). This results in a meridional temperature gradient that generates an 

atmospheric and oceanic net poleward transport of energy, which counteracts the heating 

imbalance. A change in the meridional temperature gradient can alter the energy transport. As an 

example, high-latitude storms are more intense during winter than in summer, mainly due to the 

stronger meridional temperature gradient. On the other hand, changes in heat and moisture 

transport can alter the incoming shortwave and outgoing longwave radiation through their effects 

on water vapor and clouds. A change in temperature impacts the amount of emitted and absorbed 

longwave radiation directly.  Advection of moisture has the potential to alter the amount of 

clouds, which affect both shortwave and longwave radiation. On seasonal time scales, there is a 
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close balance between the loss (gain) of radiative energy at the top-of-the-atmosphere and the 

gain (loss) of energy by meridional transport.  

 The large-scale energy budget of the Arctic was reviewed by Serreze et al. (2007). Figure 

1.5 is a schematic of the Arctic energy budget during January and July, adapted frothier paper. 

They computed the energy budget over the polar cap (poleward of 70°N) using the ERA-40 

reanalysis from the European Center for Medium-Range Weather Forecasts dataset. At the 

surface, the radiative terms dominate the surface energy budget in both winter and summer. At 

the top of the atmosphere, the loss of longwave (LW) radiation is 231 Wm−2 in summer and 178 

Wm−2 in winter, while the summer net shortwave (SW) radiation flux is 241 W m−2 downward. 

Of course, there is no solar radiation during winter. Energy transport from lower latitudes into the 

Arctic (given by ) is about the same for summer and winter, 80–90 Wm−2. These radiative 

and advective transports give a net energy storage in the Arctic Ocean mixed layer (! ) of 105 

W m−2  in summer, associated with sea ice melt and sensible heat gain. In winter, the surface has 

a net loss of 52 W m−2 due to ice growth and sensible heat loss. In winter, the radiative loss at the 

top of the atmosphere is about equal to the sum of the contributions from radiative loss at the 

surface and horizontal advection.  

 The seasonal cycle of sea level pressure over the Arctic and sub-arctic exhibits a 

maximum in late spring, a minimum in winter, and a weak secondary maximum in late autumn.

Prominent features of autumn and winter are the mean Icelandic and Aleutian Lows in the 

northern North Pacific and northern North Atlantic, respectively, and the Siberian High over 

northern Eurasia. The summer pattern is flatter. The mean July field shows weak low pressure 
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over the central Arctic Ocean. Mean lows reflect the presence of cyclones in the region. The 

climatological seasonal cycle of sea level pressure are largely determined by the passage of 

migratory cyclones and anticyclones, which are associated with storminess patterns. These 

circulations carry heat, momentum, and moisture into the Arctic and have a significant influence 

on high-latitude climate (e.g. Serreze and Barry, 2014; ACIA ,2005).  

 Sea ice is an important factor in the energy deficit at high latitudes due to its high surface 

albedo; it significantly enhances the temperature gradient between mid-latitudes and the Arctic. 

Variations in sea-ice extent therefore have a significant impact on the heat budget of the 

atmosphere and oceans, and the meridional energy transport. For this reason, it is important to 

understand recent changes and variability of the sea-ice cover. The perennial sea-ice cover is one 

of the most unique and important features of the Arctic climate system. During winter, sea ice 

covers about 15.6 million km2, extending over the entire Arctic Ocean and parts of the adjacent 

seas. In summer, the area covered by sea ice is significantly reduced; the sea-ice minimum is 

reached in September, when the sea-ice extent decreases to about 6.0 million km2 (lower in 

recent years). Sea-ice growth and melt depend largely on the heat exchange between the 

atmosphere, sea ice and the underlying ocean. Clouds, water vapor, and atmospheric constituents 

determine the downward shortwave and longwave radiation that reach the surface. Part of this 

energy is absorbed by the surface: practically all longwave radiation is absorbed immediately, 

while the amount of shortwave radiation absorbed depends on the surface albedo and the fraction 

of shortwave radiation that penetrates the ice. Turbulent fluxes of sensible and latent heat 

contribute to the surface energy exchange. The exchange of sensible heat leads directly to 

temperature changes; latent heat exchange is a temperature change due to the phase change of 
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water, such as evaporation. Sea ice represents an important interface between the atmosphere and 

the underlying ocean, as it controls the energy exchange between the two; for example, in winter 

sea ice isolates the relatively warm ocean water with its temperature of ~ -2◦C from the cold 

Arctic atmosphere, which is occasionally as cold as -40◦C. Changes and variations of the sea-ice 

thickness or extent can have a variety of impacts on the local Arctic and global climate (ACIA, 

2005; Francis et al., 2009; Maslowski et al., 2012).  

 Clouds play a dominant role in regulating the energy budget of the planet. They are also 

integral to the atmospheric hydrological cycle. The surface energy balance requires net radiative 

heating to be balanced by turbulent fluxes of sensible and latent heat and thus determines the 

evolution of surface temperature and the cycling of water, which are key in climate change 

(Solomon et al., 2007). It is important to remember that the global-mean precipitation and 

evaporation rates, which are measures of the strength of the hydrological cycle, do not scale with 

Clausius-Clapeyron relationship (e.g., Held and Soden 2006; Betts 1998; Trenberth 1998). As the 

climate warms, water vapor in the atmosphere increases as a consequence of the increased 

saturation vapor pressure of water. McGuire et al., (2006) found that enhanced moisture and heat 

transport into the Arctic can lead to further amplification of warming from changes in 

atmospheric water vapor and/or cloudiness. 

 Arctic clouds have competing effects on the surface radiation budget. They warm the 

surface by increasing the downwelling longwave radiation. They also cool the surface by 

reflecting shortwave radiation, but the strength of this effect is strongly dependent on the surface 

albedo. These two effects are usually referred to as the longwave and shortwave components of 
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the surface cloud radiative forcing. In the Arctic, shortwave cloud forcing is important only 

during the summer, while longwave cloud forcing is strong during the entire year 

(Gorodoteskaya and Tremlay, 2008). Clouds also play a major role in Arctic surface energy 

exchange, controlling the growth and melt of sea ice.  At the same time the processes involved in 

the formation, maintenance and dissipation of cloud cover over the Arctic Ocean are thought to 

be strongly influenced by the sea ice itself. 

 Clouds remain a major source of uncertainty in climate models, both globally and in the 

Arctic (Boucher et al., 2013; ACIA, 2005). For example, Figure 1.5, from Eisenman et al., 

(2007) shows the inter-model spread in Arctic cloudiness from 20th Century simulations from 

IPCC AR4. Eisenman et al., (2007) reputed that this spread in cloudiness is associated with a 40 

Wm-2 inter-model range in downwelling longwave radiation incident at the surface, significantly 

impacting the surface radiation budget. 

 Numerous studies have examined the properties of Arctic clouds in the present climate 

and evaluated the ability of models to represent them (e.g., Inoue et al., 2006; Walsh et al., 2002, 

2005; Walsh and Chapman, 1998; Curry et al., 1996). Vavrus et al., (2011b) pointed out that less 

attention has been focused on how anthropogenic climate change may affect clouds in the Arctic, 

the impact the clouds have on climate and the mechanisms involved. Wetherald and Manabe 

(1986) found that greenhouse warming leads to more Arctic cloudiness in the annual mean and 

seasonally, resulting in a positive longwave feedback. Curry et al., (1996) obtained similar 

results confirming that cloud increases lead to a positive feedback, assuming that the present 

relationship between cloud amount and temperature holds in the future. Miller and Russell 

(2002) extensively studied the energy budget of the present and future Arctic climate in a 2xCO2 
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experiment and demonstrated that the general circulation model (GCM) produced substantial 

cloud increases. Holland and Bitz (2003) analyzed Arctic clouds using a suite of climate models 

and reported that polar amplification was significantly correlated with the wintertime cloud 

increase, when clouds are a warming mechanism. The effects of cloud changes on future Arctic 

climate were also addressed in a GCM study performed by Vavrus (2004), who found that cloud 

increases in high latitudes accounted for almost half of the simulated Arctic temperature increase 

under greenhouse forcing. Vavrus et al., (2011a) analyzed simulations of Arctic cloud amount in 

GCMs and concluded that the relationship between Arctic cloud changes and possible 

mechanisms, indicates that the simulation of local evaporation, which is strongly linked to 

temperature and sea-ice cover, is the most important process for determining the projected polar 

cloud response to greenhouse forcing. 

 Kay et al., (2008) found that in a warmer world sea ice will be thinner, and variations in 

the summertime atmospheric circulation and associated changes in clouds and shortwave 

radiation can play an increasingly large role in modulating sea-ice extent. Liu et al., (2012) 

conducted an observational assessment of the degree to which cloud cover responds to changes 

in Arctic sea ice. Their results show that a 1% decrease in sea-ice concentration leads to a 0.36–

0.47% increase in cloud cover, suggesting that a further decline in sea-ice cover will result in an 

even cloudier Arctic. We can expect this have an even greater impact in future Arctic climate. 

Holland et al., (2012) examined the direct radiative effects of melt ponds in CCSM4 during a 

CO2 induced warming scenario. They found that “pond forcing” increased in the CO2 warming 

scenario as more surface melting enhanced melt pond coverage throughout the basin.  
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 In addition to the extreme weather and climate conditions, a number of socio-economic 

issues influence the vulnerability of the Arctic and the communities in this region. From a socio-

economic perspective sea ice serves as an important base for subsistence hunting for many Arctic 

native communities; for example, coastal communities build trails across shortfast sea ice, ice 

that is grounded to the underlying surface, to reach migrating whales (Druckenmiller et al., 

2013). It also plays a substantial role for Arctic maritime activities, such as oil drilling and 

shipping. Therefore, it is essential to identify and track changes of the ice cover in order to allow 

for safe access and an adaptation of native communities (Eicken, 2013). The physical as well as 

the socio-economic implications require a more thorough understanding of critical processes 

governing the Arctic sea ice and climate.  

 Modeling recent Arctic climate change and projecting future Arctic change are challenges 

because of the complex nature of Arctic processes, including those associated with Arctic 

amplification and the sensitivity of radiative fluxes to changes in clouds and sea ice. In order to 

simulate the Arctic climate, models must accurately represent surface type and albedo, cloud 

amount, and cloud phase. This is also a challenge due to the lack of observations of the Arctic 

because of the extreme climate conditions. 

 Historically, GCMs have had difficulty representing the complicated nature of cloud 

processes. However, it is possible to better represent clouds and their subsequent processes 

through the implementation of a cloud resolving model (CRM). By embedding a CRM into each 

grid cell of a GCM, an approach termed “super-parameterization,” it is possible to perform 

explicit simulation of cloud and boundary layer processes (Randall et al., 2003).  A key 

motivating factor for performing simulations with the super-parameterized model is that it 
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simulates water vapor and radiatively active cloudiness through mechanisms that are much closer 

to reality compared to the conventional, more highly parameterized models. 

 This dissertation is aimed at improving our understanding of how Arctic clouds interact 

with, and influence, the surface budget, how clouds influence the distribution of sea ice, and the 

role of downwelling longwave radiation in climate change. Figure 1.6 serves as a reference map 

as several of these regions will be used to describe locations in the Arctic. The main questions 

addressed in this dissertation are: 

• What are the key interactions between the atmosphere and sea ice? 

• What is the role of wintertime downwelling longwave radiation in future climate 

simulations of the Arctic under elevated concentrations of carbon dioxide?  

• How do super-parameterization and better representations of microphysical properties 

influence simulations of the Arctic climate? 

 The remainder of this dissertation is structured as follows. In Chapter 2, we investigate 

the idea of Arctic amplification and the role of wintertime downwelling longwave radiation. 

Chapter 3 explores the effects of super-parameterization on the Arctic climate. Finally, in 

Chapter 4 we summarize the key findings and discuss future work.
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1.1 FIGURES 

!  

Figure 1.1. The Arctic climate system and its highly complex interactions. Adapted from Roberts 

et al., (2010). 
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!  

!  

Figure 1.2. Global and Arctic annual land-surface air temperature anomalies relative to the 

1961-1990 mean. Adapted from Solomon et al., (2007). 
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!  

Figure 1.3. Arctic September sea ice extent (x 106 km2) from observations (thick red line) and 13 

IPCC AR4 climate models, together with the multi-model ensemble mean (solid black line) and 

standard deviation (dotted black line). Models with more than one ensemble member are 

indicated with an asterisk. Inset shows 9-year running means. Adapted from Stroeve et al., 

(2007). 
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Figure 1.4. Energy balance of the Earth. The distribution of top-of-the-atmosphere net longwave 

and shortwave radiation. Adapted from NASA (2010). 
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!  

Figure 1.5. Schematic of the Arctic energy budget for January and July (Adapted from Serreze et 

al., 2007). Symbols are defined in the text. Units are in W m−2. The width of the arrows is 

proportional to the size of the transports.  
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!  

Figure 1.6. Simulated Arctic (70–90°N area average) 1980–1999 mean seasonal cycle in the 

‘‘Climate of the 20th Century’’ GCM simulations for the IPCC AR4. (a) Total vertically 

integrated cloudiness. (b) Downward longwave radiation incident at the surface. Adapted from 

Eisenman et al., (2007). 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!  

Figure 1.7. Map of the Arctic Ocean and bordering countries from 60-90ºN. (http://geology.com/

world/arctic-ocean-map.shtml).
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CHAPTER 2: THE EFFECTS OF DOWNWELLING LONGWAVE RADIATION  

ON ARCTIC AMPLIFICATION 

 The material presented in this chapter is based on Burt et al., (2016), with the exception 

of results shown in sections 2.1 and 2.2.5 which were added for the dissertation. 

Burt, M. A., D. A. Randall, and M. D. Branson, 2016: Dark Warming, J. Climate, 29, 705–719.

doi: http://dx.doi.org/10.1175/JCLI-D-15-0147.1 

2.1 GLOBAL CLIMATE CHANGE 

 Before exploring Arctic climate change, we first set the stage by briefly analyzing the 

global climate response to elevated CO2.   

 We performed a transient climate change simulation (i.e. a 1% per year increase in CO2 

until reaching 4xCO2) with the Community Earth System Model (CESM). A detailed description 

of the CESM is given by Hurrell et al., (2013). We used the finite-volume dynamical core with a 

1.9×2.5 degree latitude-longitude grid, and 30 levels. Microphysics was included using the 

available two-moment parameterization (Morrison and Gettelman 2008; Gettelman et al., 2008). 

The Rapid Radiative Transfer Model (Iacono et al., 2008) was used to calculate the radiative 

fluxes and heating rates. The Parallel Ocean Program (POP2) Ocean Model and the Los Alamos 

Sea Ice Model (CICE4) were run on the gx1v6 grid, which has a nominal resolution of 1º (Smith 

et al., 2010). CICE4 includes elastic-viscous-plastic sea-ice dynamics (Hunke and Dukowicz, 

2002) and energy-conserving thermodynamics (Bitz and Lipscomb, 1999). It also includes the 

effects of multiple-scattering of shortwave radiation, an explicit simulation of melt pond 
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evolution, and the deposition and cycling of dust and black carbon (Hunke and Lipscomb 2008; 

Hurrell et al., 2013; Holland et al., 2012). CICE includes a simple melt-pond parameterization 

that simulates the pond volume and area as functions of the surface meltwater flux (Hurrell et al., 

2013).  These new capabilities allow for a more complete treatment of the surface albedo and 

shortwave radiative transfer in the ice and overlying snowpack (Holland et al., 2012).  

The initial condition for our simulation was taken from an archived 500-year spin-up 

(CCSM4, 2° Pre-Industrial Control, case b40.1850.track1.2deg.003). For the first 25 simulated 

years, the CO2 concentration was held constant at its pre-industrial value of 285 ppmv. This PI 

control was followed by 140 years of simulation during which the CO2 concentration was 

increased by 1% per year until reaching four times its pre-industrial value (1139 ppmv). The CO2 

concentration was then held fixed for an additional 170 simulated years. Results presented are 

based on monthly averages over the last 25 years of the PI control and the 4xCO2 simulations. 

 The global simulated surface temperature is presented here in two ways, first, through 

spatial maps based on annual and seasonal (annual (ANN), JJA (June-July-August), and DJF 

(December-January-February)) averages for the PI control and climate change (4xCO2-PI 

Control) simulations (Figure 2.1a-f), and second through zonally averaged plots showing the 

change in temperature relative to the PI control (Figure 2.1g-i). The global mean and climate 

change values are also shown for PI control and 4xCO2-Control. The Earth warms globally at 

4xCO2 by 5.6 K, with the greatest warming of 20-25 K at high latitudes of the winter 

hemispheres (Figure 2.1e-f).  The atmospheric column warms from the surface through 100 hPa 

in the tropics and to 300 hPa in the high latitudes (not shown). At 4xCO2, temperatures in the 

North Atlantic cool slightly (Figure 2.1d-f) which is associated with changes in the thermohaline 
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circulation (Otto-Bliesner et al., 2006). Figure 2.1g-i, shows that the surface temperature 

increases the greatest at high latitudes, especially in the Arctic, due to significant decreases in sea 

ice area.  

 With this warming, sea ice area decreases globally as shown in Figure 2.2d, with nearly 

60% and 80% of the sea ice melting in the northern and southern hemispheres winters 

respectively. From Figures 2g-i, we can see that nearly half of the sea ice melts within the first 

100 years of the simulation and only a small fraction persists throughout the remainder of the 

simulation.  

 As the air warms, the total column water vapor (shown in Figure 2.3) increases globally 

by 10.2 kg m-2, with the greatest increases, as expected in the tropics. Although small in 

comparison to the tropics, water vapor in the high latitudes nearly doubles. This is important 

because water vapor is a greenhouse gas, which absorbs and emits longwave radiation.  

 The hydrological cycle strengthens at 4xCO2 with increases in total precipitation (Figure 

2.4) and surface evaporation (Figure 2.5). Precipitation increases (decreases) on the southern 

(northern) side of the Inter-tropical convergence zone (ITCZ) in the eastern pacific. Surface 

evaporation increases, and is greatest in regions where sea ice has melted and along the western 

coasts of South America and the eastern pacific warm pool. Analysis of a few CMIP5 models 

from IPCC AR5 have a similar precipitation pattern at 4xCO2. There is a significant decrease in 

annual evaporation over the North Atlantic Ocean, due to the changing thermohaline circulation 

and colder surface temperatures.  

 Globally the percentage of the Earth covered by clouds decreases by 2.5% as presented in 

Figure 2.6. The Arctic becomes 5-10% cloudier and increased cloudiness is present along the 
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western boundary currents of Africa, Europe and over the eastern pacific. Shortwave and 

longwave cloud forcing are presented in Figure 2.7 and 2.8 respectively. Total cloud radiative 

forcing (defined as shortwave plus longwave cloud forcing) decreases annually at 4xCO2 (Figure 

2.9). From Figures 2.7-2.9, we find that the clouds act to cool over the oceans and warm over the 

land. During winter at 4xCO2, the clouds warm the atmosphere particularly in the Arctic and 

between 30º-60ºS. 

2.2 DARK WARMING 

 We now turn our attention to the impacts of dark-season  surface radiative processes in 1

CO2-induced Arctic climate change. 

2.2.1 INTRODUCTION 

In recent decades, the Arctic surface air temperature has been rising nearly twice as fast as 

the global mean (e.g., Stroeve and Meier 2012; Serreze and Barry 2011; Screen and Simmonds 

2010a). This “Arctic amplification” is a robust feature of climate simulations with enhanced CO2 

(e.g., Manabe and Weatherald 1975, 1980; Hansen et al., 1984; Holland and Bitz 2003; Lu and 

Cai 2010). The Fifth Assessment Report of the Intergovernmental Panel on Climate Change 

projects that anthropogenic warming over the Arctic will continue as the Arctic sea ice decreases 

in extent and thickness (Bindoff et al., 2013).  

The high albedo of the sea ice limits the amount of solar radiation absorbed by the surface. 

As Arctic snow an d ice melt, the dark ocean absorbs more of the sun’s energy during the 2

summer months (Figure 2.10). This well known positive ice-albedo feedback is an important 

 We use the term “dark season” to refer to the months when little or no solar radiation reaches the Arctic.1
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cause of Arctic amplification (e.g., Manabe and Wetherald, 1975; Hall, 2004; Winton, 2006; 

Serreze and Barry, 2011).  During winter, solar radiation is absent and the main effect of the sea 

ice is to insulate the atmosphere from the relatively warm sea water below the ice. Decreases in 

ice thickness and extent reduce this insulating effect, and so can lead to a warming of the air near 

the surface 

Hall (2004) found that the ice-albedo feedback accounts for only about half of the Arctic 

surface temperature increase associated with a CO2-induced warming; similar conclusions were 

reached by Graversen and Wang (2009) and Graversen et al., (2014). These authors inferred that 

changes in sea-ice thickness and extent account for much of the remainder of the warming, 

consistent with earlier studies by Manabe and Stouffer (1980) and Robock (1980). Numerous 

studies have pointed to the importance of feedbacks involving water vapor (Ghatak and Miller, 

2013; Graversen and Wang, 2009) and clouds (Winton, 2006; Francis and Hunter, 2007; Pithan 

and Mauritsen, 2014; Schweiger et al., 2008; Vavrus, 2004; Graversen and Wang, 2009).  

Leads in the ice expose the warm ocean water to the cold atmosphere, and allow sensible 

heat and water vapor to enter the atmosphere, but in the present climate open water occupies 

only a small fraction of the Arctic Ocean during winter. As a result, longwave radiation is the 

main driver of the surface energy budget in winter. Recent work (e.g., Winton, 2006; Graversen 

and Wang, 2009) suggests that warming-induced increases in the surface downwelling longwave 

radiation (hereafter, DLR) are even more important than the ice-albedo feedback. 

Previous analyses of observations (e.g., Walsh and Chapman, 1998; Francis and Hunter, 

2007; Gorodetskaya and Tremblay, 2008; Lee et al., 2011), atmospheric reanalyses (e.g., Walsh 
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and Chapman, 1998; D.-S. Park et al., 2015; H.-S. Park et al., 2015), and modeling studies (e.g., 

Zhang et al., 1996; Abbot et al., 2009; Graverson and Wang, 2009) have shown the importance of 

increased DLR for Arctic amplification. Walsh and Chapman (1998) showed that during the 

polar night, the surface air temperature over sea ice increases when the DLR increases. A recent 

observational study by D.-S. Park et al., (2015) investigates the mechanisms that lead to 

increases in the DLR; later in this paper we compare our numerical results with their 

observational results. 

Increases in the DLR can be partly due to increases in atmospheric water vapor, which in 

turn can be due to an increase of both local evaporation and transport from lower latitudes (e.g., 

Trenberth et al., 2005; Rinke et al., 2009; Jakobson and Vihma, 2010; Kurita, 2011, Di Biagio, 

2012). As the sea ice retreats during spring and summer, and slowly reforms during autumn, an 

enhanced latent heat flux from the ocean surface to the atmosphere leads to a moistening of the 

Arctic lower tropospheric (Screen and Simmonds, 2010b; Ghatak and Miller, 2013). Kurita 

(2011) analyzed water isotopes as a proxy for the source region of water vapor and found a 

seasonally varying mixture of local and remote origins, with the local source dominating during 

late fall and early winter. 

Simulations of climate change robustly project increases in the transport of water vapor 

into the Arctic, primarily during summer and autumn (Zhang et al., 2012; Bintanja and Selten, 

2014), largely due to the increased water vapor content of the warmer air (Held and Soden 2006; 

Bengtsson et. al., 2011). Changes in the winds can also influence moisture transport into the 

Arctic, however, as discussed by Higgins and Cassano (2009), Skific et al., (2009 a, b) and Skific 
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and Francis (2013). Their results suggest that up to 25% of the future changes in moisture 

transport during summer into the Arctic can be attributed to changes in the circulation, rather 

than changes in atmospheric humidity. In the 2xCO2 simulations of Vavrus et al., (2011a), 

increased Arctic water vapor results from both enhanced local evaporation and increased 

transport from lower-latitudes.  

The DLR can also increase due to changes in cloudiness. As is well known, clouds strongly 

influence the surface fluxes of both shortwave and longwave radiation, and so changes in the 

clouds can influence the melting of snow and ice in the Arctic (Curry and Ebert, 1992). An 

observational study by Kay and Gettelman (2009) suggests that, in the current climate, year-to-

year variability in Arctic cloudiness during early fall is controlled by year-to-year variability in 

the large-scale atmospheric circulation and the position of the sea-ice edge. Abbot and 

Tziperman (2008a, b), Abbot et al., (2009), Leibowicz et al., (2012), and Arnold et al., (2014) 

have proposed a positive wintertime feedback between convective clouds and Arctic sea ice loss. 

Walsh and Chapman (1998) and Gorodetskaya and Tremblay (2008) showed that clouds warm 

the surface by increasing the DLR, which can enhance sea ice melt and extend the melting 

season. Francis et al., (2005) suggested that “the relationship between DLR and ice edge position 

is also two-way. Additional open water will likely be warmer than the ice it replaced, and thus be 

a stronger emitter of longwave radiation. Cloud bases would absorb this energy, warm, and emit 

more radiation toward the surface. This relationship is a positive feedback in the system.”  
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The purpose of the present study is to investigate feedbacks that favor Arctic amplification 

during the dark winter season. We use a transient climate change simulation to address the 

following questions:  

1. How do changes in the DLR interact with changes in the extent and thickness of the sea 

ice? 

2. How do changes in the large-scale atmospheric circulation interact with changes in the 

extent and thickness of the sea ice? 

The remainder of this paper is organized as follows: Section 2.2.2 describes the climate 

model, experimental design, and reanalysis data used. Section 2.2.3 presents results from a 

simulation of future climate change, with an emphasis on local processes. Section 2.2.4 describes 

simulated changes in the circulation that are linked to Arctic amplification. A preliminary 

analysis with selected CMIP5 models is presented in section 2.2.5. The paper concludes with a 

summary of our findings. 

2.2.2 METHODS 

CESM 1.1.1 

To address the impacts of dark-season surface radiative processes in CO2-induced Arctic 

climate change, we performed a transient climate change simulation with version 1.1.1 of the 

Community Earth System Model, which uses CAM5 atmospheric physics. We chose the CESM 

for our study because it is a full-featured climate model that is freely available, and a great 

variety of climate simulation results produced with the CESM have been analyzed by many 

investigators. In particular, previous versions of the CESM have been extensively used for 
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studies of Arctic processes and climate change and have been shown to perform quite well (e.g., 

Jahn et al., 2012; Vavrus et al., 2011b; Deser et al., 2010). 

 Unless otherwise stated, the analysis and results presented in this study with CESM are 

based on monthly averages over the last 25 years of the PI control and the 4xCO2 simulations. 

Our analysis focuses on the Arctic poleward of 70º N during NDJ (November-December-

January). 

ERA-Interim 

As discussed later, we have compared some of our model results with the European Center 

for Medium Range Weather Forecasts ERA-Interim dataset (Dee et al., 2011), which has been 

extensively used to study the ongoing changes in the Arctic climate (e.g., Lindsay et al., 2014; 

Zygmuntowska et al., 2012; Serreze et al., 2012). ERA-Interim combines information from a 

multitude of observations (surface-based observations, upper-air soundings, and satellites) with 

information from a short forecast started from a previous analysis (Dee et al., 2011). This process 

takes into account the uncertainties associated with both the model and the various observations 

to create a “best estimate” of the historical state of the atmosphere. ERA-Interim uses four-

dimensional variational data assimilation (4D-Var) and has a horizontal resolution of T255 

(nominally 0.70°; Dee et al., 2011). 

2.2.3 THE ICE-INSULATION FEEDBACK 

Figure 2.11 presents the seasonally varying trends of the simulated Arctic-means of 

selected fields. In these “seasonal trend plots”, the years of the simulation run from left to right 

along the horizontal axis, and the months of the year run from bottom to top along the vertical 
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axis, starting with June and ending with May, so that December is about in the middle. For 

convenience, the differences between the 4xCO2 simulation and the PI control are plotted 

separately, as a kind of summary, on the right-hand side of each panel. Before plotting, each 

calendar-month of data has been subjected to a 5-year running mean, to generate, for example, a 

five-year running mean of Januaries, and so on for each month of the year. 

Panel a of Figure 2.11 shows that, as expected from earlier work (e.g., Pithan and 

Mauritsen, 2014; Serreze and Barry, 2011; Screen and Simmond,s 2010a; Holland and Bitz, 

2003), the simulated surface warming is largest in winter, reaching about 20 K in December. In 

contrast, the June surface air temperature increases by only about 5 K. Panel b provides an 

explanation for the strong seasonality of the surface temperature change, in terms of the 

insulating power of sea ice. During the early part of the simulation, the sea ice is thin and gappy 

by the end of the summer, but becomes thick and uniform by late autumn. The thick winter ice 

acts as an efficient thermal insulator that allows the near-surface air to be much colder than the 

freezing point of sea water, which is about 271 K. The summer sea ice extent and thickness 

decline rapidly during the first 50 years after CO2 begins to increase, and by the time of CO2 

quadrupling the ice is extremely thin or absent altogether from July to December -- half of the 

year. At 4xCO2, the reduced sea ice extent and thickness imply a decrease in the insulating power 

of the ice. That is why the air above the Arctic Ocean has a temperature only slightly colder than 

271 K, even in late autumn (panel a of Figure 2.11), when the area-averaged ice thickness is less 

than 20 cm (panel b of Figure 2.11).  
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To further explore the insulating power of the sea ice we turn to Figure 2.12. The top panel 

of the figure presents the relationship of ice thickness to the ocean-air temperature difference. As 

the sea ice gets thicker, the temperature difference between the air and the ocean gets larger. The 

flow of energy through the sea ice which is dependent on ice thickness is illustrated in the bottom 

panel of Figure 2.12. As the thickness of the ice increases, the temperature difference between 

the ocean and the air is greater, resulting in less energy (i.e. stronger insulation) flowing from the 

ocean through the ice into the atmosphere. We return to this point later. 

As the air warms, the total column water vapor increases, nearly doubling in winter (Figure 

2.11c). This is important because water vapor is a greenhouse gas, which absorbs and emits 

longwave radiation. Clouds are also longwave absorbers and emitters, and Figure 2.11d 

illustrates that Arctic cloudiness increases during most seasons, especially during winter. The 

greatest increases in cloudiness are in the middle and upper troposphere (not shown), and are 

associated with an inflow of moisture from lower latitudes, consistent with results of Vavrus et 

al., (2011a). 

We now examine the various components of the surface energy budget, averaged over the 

Arctic. Panels e and f of Figure 2.11 show that the sensible and latent heat fluxes increase, 

especially during autumn and winter. These fluxes tend to warm and moisten the air, and may 

also contribute to the increase in cloudiness. Panel g shows that the net longwave radiation at the 

surface (defined positive upward) also increases modestly during winter. The net longwave 

radiation is of course the relatively small difference between the strong upward and downward 

longwave radiation streams. The upwelling longwave radiation (ULR) increases because the 
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surface itself is warmer, and the DLR increases due to warmer air temperatures, combined with 

increases in water vapor, cloudiness, and of course CO2. Interestingly, as the climate warms the 

net surface longwave flux actually decreases during summer. The DLR and the ULR both 

increase during summer, but the DLR increases more, resulting in a decrease in the net longwave 

radiation. Panel h of Figure 2.11 shows that the DLR increases by a very large 80 W m-2 during 

winter. This is several times larger than the increase in the surface latent heat flux. The spatial 

pattern of the increase in the wintertime surface DLR is shown in Figure 2.13a. The increase is 

greatest over the Arctic Ocean, but it is also substantial over northern Europe and North America. 

Figure 2.13b shows that during NDJ about 40 W m-2 of the increase in DLR comes from the 

effects of clouds (computed as the difference between all-sky DLR and clear-sky DLR); the 

remainder is due to the clear-sky effects of temperature, water vapor, and CO2. In other words, 

the clouds account for less than half of the increase in the DLR during winter.  

Of course, the ice-albedo effect also contributes to the Arctic warming. Figure 2.11i shows 

that the solar radiation absorbed by the surface increases by 60 W m-2 during summer. This is 

true even though summer cloudiness increases slightly, as shown in Figure 2.11d. Note, however, 

that the absorbed solar radiation does not increase after about year 80, because by then the 

summer sea ice has disappeared. 

The changes in the energy budget of the Arctic atmosphere are shown in panels j, k, and l 

of Figure 2.11. By the end of the simulation, the net energy flux at the surface (defined positive 

downward) increases by 80 W m-2 during the summer months, due to the drastically decreased 
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surface albedo, but during winter the rate at which the surface loses energy increases by about 40 

W m-2. This energy loss by the surface is of course an energy gain for the atmosphere.  

At the top of the atmosphere (panel k) the lower surface albedo causes an increase in the 

net downward radiation in summer, but during winter there is little change. The combined effects 

of the changes in the net energy fluxes at the surface and the top of the atmosphere are shown in 

panel l of Figure 2.11. The figure shows that throughout the simulation, and at all times of year, 

the Arctic atmosphere is cooled by the combined effects of the diabatic fluxes at the surface and 

the top of the atmosphere. This of course implies that the Arctic receives a net inflow of energy 

from lower latitudes. As the climate warms, the net diabatic cooling of the atmosphere changes 

little in summer, but the diabatic cooling becomes weaker in winter by about 30 W m-2. As a 

result, the net atmospheric energy transport into the Arctic from lower latitudes also becomes 

weaker during winter in the warmer climate. The weaker meridional energy transport is 

consistent with the reduced pole-to-equator temperature gradient of the 4xCO2 climate. In 

summary, the strong warming of the Arctic atmosphere is associated with weaker diabatic 

cooling, rather than increased energy transport into the Arctic by the atmospheric circulation.  

To further explore the DLR increase shown in Figure 2.11h, we define an effective 

atmospheric emissivity,"  , by 

" , 

            (2.1) 
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where " is the surface downwelling longwave radiation, " is the Stefan-Boltzmann constant, 

and "  is the surface air temperature. With this definition, the initial value for emissivity," , is 

0.8. By linearizing the right-hand side of equation (1), we can separate the change in DLR into 

two parts:  

" , 

            (2.2) 

Here we use a capital delta to denote differences between 4xCO2 and the PI control. The first 

term on the right-hand side of (2) is the contribution to " from the change in the emissivity, 

and the second term is the contribution from the change in " . Panels a and b of Figure 2.14 

show the spatial distributions of the two terms. Averaged over the polar cap (70º-90º N, and 

including all longitudes), the changes in the emissivity and temperature contribute 9.5 W m-2 and 

51.9 W m-2, respectively, to the increase in the wintertime DLR at 4xCO2. The sum of these is 

61.4 W m-2, 12.5 W m-2 less than the actual change in DLR of 73.9 W m-2. The discrepancy is 

due to the linearization used to obtain (2).  

It is interesting that during the summer the increase in DLR is mostly due to an increase in 

the emissivity rather than the warming of the air. Again, the summer warming is relatively small.  

As mentioned earlier, Figure 2.11g shows that the cooling of the surface by the net surface 

longwave radiation increases slightly in the 4xCO2 climate, relative to the PI control, because the 

strong increase in the DLR is slightly outweighed by an even stronger increase in the ULR. How 

F
↓sfc

σ

T
S

ε
s

ΔF
↓sfc

≅ Δε
s
σT

s

4
+ 4ε

s
σT

s

3ΔT
s

ΔF
↓sfc

T
S

"29



should we think about cause and effect here? Suppose that an increase in the dark-season surface 

temperature, associated with a thinning of the ice, drove an increase in the ULR, but that 

somehow the DLR did not change. The result would be a very rapid cooling of the surface (and 

thickening of the ice), which would be incompatible with the posited surface warming. This 

shows that the warmer surface temperature and decreased ice extent and thickness are made 

possible by the increased DLR. We cannot say that the warming and melting are caused by the 

increased DLR, but they could not happen without it. The thinning and/or disappearance of the 

ice leads directly to stronger ULR and warmer air temperatures. The warmer air and increased 

emissivity cause an increase in the DLR, which in turn makes it possible for the ice to become 

even thinner. In this way, the changes in ice thickness and DLR are mutually reinforcing, and 

create a positive local thermodynamic feedback, which we call the ice-insulation feedback. 

The DLR increase shown in panel h of Figure 2.11 is substantial throughout the year, and is 

strongest during winter. The increased solar radiation acts only during summer, and has reached 

its maximum by about year 150 of our simulation, when the summer sea ice disappears. Figure 

2.15 shows that, averaged over the entire year, the DLR increases by about three times as much 

as the absorbed solar radiation. 

We close this section with Figure 2.16, which shows in a very simple way that the zonally 

and annually averaged DLR increases much more strongly in the Arctic than anywhere else on 

Earth. This is partly because the Arctic warms more strongly than anywhere else on Earth. A 

second reason is that in the Arctic the water vapor increases from very small values in the PI 
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climate. In lower latitudes, a substantial amount of water vapor is already present in the PI 

climate, so that adding even more water vapor has a relatively weak effect on the DLR. 

2.2.4 THE BIRTH OF A NEW MONSOON 

We now show that, during winter, the large-scale atmospheric circulation in the Arctic 

responds to the changing climate state in such a way as to reinforce the ice-insulation feedback 

discussed above. The circulation changes discussed below are a secondary effect. We do not 

claim that they cause or trigger the ice-insulation feedback described in Section 2.2.3; if 

anything, the circulation changes (and the associated secondary feedback) are promoted by the 

ice-albedo feedback and the ice-insulation feedback. 

The seasonal trend plot presented in Figure 2.17a shows the evolution of the difference 

between the surface air temperature over the Arctic Ocean and the surface air temperature over 

the surrounding continents poleward of 60°N. We used the region poleward of 60ºN (rather than 

70ºN) in order to incorporate more land points in the calculation. The figure shows that at the 

start of the simulation, the ocean is colder than the land during spring and summer (March 

through September) and a few degrees warmer than the land during winter. By the end of the 

simulation, however, the air above the Arctic Ocean during December is more than 15 K warmer 

than the air above the surrounding land.  

 The strong thermal contrast between the warmer ocean and the surrounding colder land 

during winter leads to a decrease in sea-level pressure over the Arctic Ocean (Figure 2.17b) 

relative to the surrounding continents. This can be described as a “thermal low,” which is defined 

by the Glossary of the American Meteorological Society as “An area of low atmospheric pressure 
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near the surface resulting from heating of the lower troposphere and the subsequent lifting of 

isobaric surfaces and divergence of air aloft.”  Figure 2.18a shows a map of the simulated NDJ 

sea-level pressure at 4xCO2 and panel b shows the difference in simulated sea-level pressure 

between 4xCO2 and the PI Control. At 4xCO2, the wintertime sea-level pressure over the Arctic 

Ocean has decreased by several hPa relative to the PI control. As a result, the sea-level pressure 

has become lower over the Arctic Ocean than over the surrounding continents. 

Observations suggest that similar changes are occurring in the real world.  Panel c of 

Figure 2.17 shows the observed evolution, from 1979 to 2012, of the difference between the 

surface air temperature over the Arctic Ocean and the surrounding continents, from 60°N to the 

pole, as reported in the ERA Interim reanalysis. During the northern summer, the air over the 

continents is warmer than the air over the surrounding ocean. During winter, however, the air 

over the ocean is warmer than the air over the land, and the figure shows that this difference has 

intensified over the 33-year record, especially since 2000. Panel d shows the corresponding 

trends in the sea-level pressure difference between the Arctic Ocean and the surrounding 

continents. After about 2000, there is a hint of decreasing sea-level pressure over the Arctic 

Ocean during winter, relative to the surrounding continents. The statistical significance of the 

trends has been assessed using a two-tailed t-test as in the study of Screen and Simmonds 

(2010b). Both are found to be statistically significant at the 95% level during winter. In short, the 

reanalysis data show trends that are similar to those found in our simulation. 

Panels c, d, and e of Figure 2.18 respectively show the 970 hPa winds overlaid on surface 

temperature for PI Control, 4xCO2, and the difference between the 4xCO2 simulation and the PI 

control. In the winter of the 4xCO2 climate, the surface air temperature over the Arctic Ocean is 
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considerably warmer than the temperature over the neighboring continents; the temperature 

gradients are much weaker in the PI control. The tremendous warming over the Arctic Ocean at 

4xCO2 has largely reversed the sign of the meridional temperature gradient near the borders of 

the Arctic Ocean. Panels c and d of Figure 2.18 also show that in the regions of the Barents, 

Kara, and Beaufort Seas, the low-level flow from land towards the Arctic Ocean has intensified 

at 4xCO2. Despite the sea-level pressure decreases in winter, the warming of the lower 

troposphere leads to geopotential height increases in the middle troposphere of the 4xCO2 

simulation (not shown). The dynamic response to Arctic warming thus has a baroclinic vertical 

structure, as previously reported in climate-change simulations analyzed by Deser et al., (2010) 

and Sun et al., (2015). 

Figure 2.19 shows the simulated total diabatic heating of the atmosphere at several levels in 

the lower troposphere, for NDJ and for both the PI control and 4xCO2. In the PI control (left 

column), the air over the Arctic Ocean is being diabatically cooled at all levels. This cooling is 

due to longwave radiation. In contrast, at 4xCO2 (right column) the lower troposphere is weakly 

heated everywhere over the Arctic Ocean at the lowest levels. The heating is due to a 

combination of processes including vertical diffusion of sensible heat and latent heat release. The 

heating continues up to the 887 hPa level over the Barents and Chukchi Seas. Cooling occurs 

above that level. During summer, diabatic cooling is found at all levels in the lower troposphere 

over the Arctic Ocean (not shown). 

In the PI control, strong wintertime diabatic heating occurs over the North Atlantic and 

North Pacific Oceans, mainly below the Arctic Circle. This sub-Arctic heating is associated with 
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the strong temperature contrasts between the continents and oceans in those latitudes, e.g., 

between eastern North America and the western North Atlantic Ocean, which can be seen in 

Figure 2.18.  Figure 2.19 shows that the sub-Arctic heating is considerably reduced in the 4xCO2 

climate. The reason is that the land-sea temperature contrasts are much weaker, as can be seen in 

Figure 2.18.  

In summary, at 4xCO2  the Arctic circulation regime can be described as a weak and 

shallow winter monsoon, in which the low-level winds flow from the cold continents out over the 

much warmer Arctic Ocean. This monsoon circulation is a consequence of the Arctic warming, 

which is mainly driven by the combination of the ice-albedo feedback in summer and the ice-

insulation feedback in winter. The winter-monsoon circulation can also act to enhance the Arctic 

warming, however, as described below. 

The changes in vertically integrated total column water vapor shown in Figure 2.11c 

motivate us to examine the vertically integrated Arctic water vapor budget, in which the two 

source terms are surface evaporation and moisture transport from lower latitudes. Figure 2.20 

shows seasonal trend plots of the sources and sinks of precipitable water due to precipitation (top 

panel), evaporation (middle panel), and moisture convergence (bottom panel). The moisture 

convergence has been diagnosed as a residual, taking into account the small tendency term (not 

shown). The Arctic-averaged moisture convergence and evaporation are both positive throughout 

the year, and for the whole duration of the simulation. As the climate warms, moisture 

convergence increases substantially in late summer, but it hardly changes during the remainder of 

the year. In contrast, evaporation increases during late autumn and early winter.   
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Figure 2.21a shows a map of the increase in surface evaporation during NDJ. As expected 

from Figure 2.20, evaporation has intensified over much of the region, especially over the 

Chukchi, Greenland and Barents Seas.  In the warmer climate, the enhanced wintertime 

evaporation is of course associated with the increase in open water, but comparison of panels a 

and b of Figure 2.21 shows that is also promoted by an increase in the surface wind speed. The 

stronger winds are found over the Barents Sea, and north of Eurasia.  Comparison with panels c, 

d, and e of Figure 2.18 shows that these are regions of strong land-sea thermal contrast and 

enhanced low-level flow from land to sea. We conclude that the stronger surface winds 

associated with the winter monsoon circulation are promoting enhanced evaporation over the 

(relatively) warm water; similar evaporation maxima are associated with the winter monsoons of 

lower latitudes.  

Recall from panel c of Figure 2.11, that the vertically integrated water vapor content of the 

Arctic atmosphere increases for all months of the year, at 4xCO2,  The results shown in Figure 

2.20 suggest that, in our simulation, the moistening of the Arctic atmosphere in summer, at 

4xCO2 , is due to increased moisture transport from lower latitudes, but that the moistening in 

winter is due to increased surface evaporation. Figure 2.21 shows that the increased evaporation 

in winter is partly due to stronger surface winds, which are associated with the winter monsoon. 

2.2.5 COMPARISON WITH CMIP5 MODELS 

 The results presented up to this point are based on a single climate model, namely the 

CESM. To investigate the model-dependence of our findings, we have examined output from six 

other climate models that participated in the Coupled Model Inter-comparison Project phase 5 
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archive (CMIP5, Taylor et al., 2012). The six models are CCSM4, GFDL-ESM2M, GISS-E2-R, 

HadGEM2-ES, MIROC5, and MPI-ESM-MR. Table 1 summarizes some basic properties of the 

six models. We used the “abrupt 4xCO2” simulations from CMIP5, in which the models were run 

with pre-industrial CO2 for 500 simulated years, and then responded to an instantaneous 

quadrupling. Only the first member of each ensemble (r1i1p1 in the CMIP5 protocol) has been 

analyzed. A detailed description of the experiments is given by Taylor et al., (2012).  

Polar amplification is evident in Figure 2.22, which shows how winter Arctic (60º - 90º N) 

surface temperatures change, relative to the 25-year pre-industrial control, as the simulation 

progresses. The greatest warming occurs poleward of 70°N, with values ranging from 15-30 K, 

depending on the model. Warming is also substantial in the lower Arctic, from 60-70°N, but it is 

quite a bit weaker, with values ranging from 4-12 K. MIROC5 has the strongest warming, while 

GISS-E2-R has the weakest. The differences in warming over the Arctic Ocean are associated 

with differences in Arctic sea ice loss. The models with the most (least) sea ice loss have the 

strongest (weakest) warming (not shown). For each model, Figure 2.23 (left column) shows the 

difference in surface temperature between the ocean and land from the last 50 years of the PI 

control through the abrupt 4xCO2 simulation. The results from the CMIP5 models are 

qualitatively similar to those from our simulations with CESM, as shown in Figure 2.11. At the 

end of the pre-industrial control, the ocean is colder by 4-10 K than the land from late winter 

(February) through summer (August/September). During winter (October-February), the ocean 

temperatures are within 2 K of the atmosphere for CCSM4, GFDL-ESM2M, and MIROC5, and 

warmer than the land by 2-6 K for HadGEM2-ES, GISS-E2-R, and MPI-ESM-MR. After 

adjustment to the quadrupled CO2, the ocean is significantly warmer than the land from autumn 
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into spring. The most pronounced difference occurs in the HadGEM2-ES simulation, which has a 

warming of 4-10 K and the most extended seasonal ocean warming, from September through 

March. GFDL-ESM2M has the weakest and shortest seasonal warming (2-4 K, September 

through December). The surface warming is accompanied by moistening of the air. In the PI 

climate the winter Arctic atmosphere is extremely dry (<1 g kg-1). At 4xCO2, the water vapor 

concentration nearly triples in the lowest two kilometers of the troposphere (not shown). 

As a result of the strong temperature contrast between the Arctic Ocean and surrounding 

land, the sea level pressure decreases over the Arctic, as shown in Figure 2.22 (right column). 

Figure 2.23 (right column) presents the difference in surface pressure between the ocean and land 

from the PI control through the abrupt 4xCO2 simulation. As in results shown with CESM, the 

CMIP5 models show a decline in surface pressure over the ocean at 4xCO2. Surface pressure is 

lower in CCSM4 compared to the other model at the start of the simulation and the pressure 

continues to decrease at 4xCO2. Figure 2.24 shows the spatial pattern of this pressure change. 

The simulated patterns of sea level pressure change differ considerably among the models, but 

generally have lower pressure over the ocean and higher pressure over land). MPI-ESM-MR has 

the strongest pressure decrease, about 20 hPa, over the central Arctic Ocean. CCSM4 has a well 

defined low over the North Slope of Alaska, while MIROC5 has a low over the Canadian 

Archipelago and Greenland. In contrast, HadGEM2-ES and MPI-ESM-MR have more of an 

elongated low pressure pattern over the central Arctic Ocean, with a deeper low in MPI-ESM-

MR. GISS-E2-R and GFDL-ES exhibit dipole patterns with sea level pressure minima over the 

East Siberian Sea and Bering Strait and high pressure over Scandinavia. GFDL-ES has the 

strongest pressure increase, extending from North America to Northern Europe.  
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The simulated winter SLP changes are consistent with a shift towards positive polarity of 

the Arctic Oscillation identified by Thompson and Wallace (1998, 2000). This is consistent with 

a multi-model average of the CMIP3 models, in which a 21st-century decrease in the Arctic 

surface pressure is associated with a shift towards positive polarity of the Northern Annular 

Mode (NAM; Solomon et al., 2007). The CMIP3 multi-model analyses found that more than half 

of the models exhibit a positive trend in the NAM (Rauthe et al., 2004; Miller et al., 2006). 

Although the magnitudes of the trends vary considerably among the models, Miller et al., (2006) 

found that none of the 14 models exhibits a trend towards a lower NAM index or a higher Arctic 

SLP.  

In addition to the shift towards lower wintertime Arctic surface pressure, we find changes 

in the near-surface winds. Figures 2.25a, 2.25b, and 2.26 illustrates the changes in the low level 

(925 hPa) wind fields, overlaid on the changes in the surface air temperature for the CMIP5 

models, and can be compared with our CESM results as shown in Figure 2.18.   

As in the results from CESM, decreased sea level pressure over the Arctic leads to low-

level convergence and rising motion. Figures 2.27a and 2.27b shows that the strength of DLR 

increase varies among the CMIP5 models. CCSM4, MIROC5 and HadGEM2-ES have increases 

of about 100 W m-2 over the central Arctic, while GISS-E2-R produces “only” a 50 W m-2  

increase. Clouds contribute between 10 - 30 W m-2 to the DLR increase.  

The changes in the energy budget of the Arctic atmosphere for the CMIP5 models are 

shown in Figure 2.28. By the end of the simulation, the net energy flux at the surface (defined 

positive downward) increases by 25-80 W m-2 during the summer months, depending on the 
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model, with MIROC5 having the greatest increase. As with CESM, this is due to the drastically 

decreased surface albedo. During winter the rate at which the surface loses energy increases by 

about 40 W m-2. This energy loss by the surface is of course an energy gain for the atmosphere. 

At the top of the atmosphere the lower surface albedo causes an increase in the net downward 

radiation in summer, but little to no change during winter. The combined effects of the changes 

in the net energy fluxes at the surface and the top of the atmosphere are shown in Figure 2.28 

(right column). The figure shows that throughout the simulation, and at all times of year, the 

Arctic atmosphere is cooled (negative values) by the combined effects of the diabatic fluxes at 

the surface and the top of the atmosphere. The cooling is the strongest in HadGEM-ES, 

MIROC5, and MPI-ESM-2M. The cooling is apparent in CCSM4, GFDL-ESM2M and GISS-

E2-R but is weaker. This implies that the Arctic receives a net inflow of energy from lower 

latitudes but the inflow becomes weaker during winter, similarly to CESM. 

The vertically integrated water vapor content of the Arctic atmosphere increases for all 

months of the year, at 4xCO2 in the CMIP5 models and the results shown in Figure 2.29 suggest 

that, in these simulation, the moistening of the Arctic atmosphere in summer, at 4xCO2 , is due to 

increased moisture transport from lower latitudes, but that the moistening in winter is due to 

increased surface evaporation, especially in simulations with HadGEM2, MIROC5, and MPI-

ESM2M. 

In summary, the CMIP5 simulations are broadly consistent with our CESM results. 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2.2.6 DISCUSSION 

Figure 2.30 summarizes the results presented in sections 2.2.3-2.2.5 of this chapter. The 

local ice-insulation feedback, shown in red in the figure, favors warming over the Arctic Ocean 

in winter. This leads to a reversal of the low-level meridional temperature gradient near the 

boundaries of the Arctic Ocean. The Arctic winter monsoon is a dynamical response to this 

reversed temperature gradient. The monsoon circulation is weak and shallow, and has only a 

qualitative resemblance to the powerful winter monsoons of the tropics, but it strongly contrasts 

with the pre-industrial Arctic winter circulation. Figure 2.31 summarizes the three feedbacks that 

we have shown to contribute to Arctic warming. The local ice-insulation feedback is the 

strongest feedback and is permanent, while the ice-albedo feedback is strong but temporary, as it 

will only operate as long as there is summer sea ice available to melt. 

D.-S. Park et al., (2015; hereafter DSP) recently presented an observational study of the 

mechanisms that lead to decreases in Arctic sea ice concentration (SIC) during winter. They 

found that the chain of events begins with an intrusion of warm, humid, cloudy air into the Arctic 

from lower latitudes. The resulting increases in humidity, cloudiness, and temperature drive an 

increase in the DLR, which then leads to a decrease in the SIC and an increase in the sea surface 

temperature. The reduced SIC allows an increase in the surface sensible and latent heat fluxes. 

Based on these results, DSP concluded that reductions in SIC are primarily caused by intrusions 

of warm, humid air into the Arctic, associated with large-scale dynamical interactions between 

the Arctic and lower latitudes, and that the increased humidity is caused by meridional moisture 

transport rather than stronger surface evaporation. Although the various observed fluctuations 

discussed by DSP occur on the time scale of days to weeks, they suggested that the observed 
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multi-decadal decline in SIC is associated with similar causal mechanisms involving changes in 

large-scale dynamics and the resulting changes in the transport of warm, humid air into the 

Arctic. This would imply that Arctic amplification is substantially driven by dynamical 

interactions with lower latitudes. H.-S. Park et al., (2015) suggest that such interactions can 

involve convective disturbances in the tropics.  

The processes at work in our climate-change simulation are different from those described 

by DSP. As shown in Section 2.2.3, the simulated Arctic warming in winter is primarily due to a 

weakening of the diabatic cooling of the Arctic atmosphere; the energy transports from lower 

latitudes actually decrease during winter, as the climate warms. We also showed, in Section 2.2.4 

with CESM and Section 2.2.5 with the CMIP5 models, that the simulated moistening of the 

Arctic atmosphere during winter is primarily due to an increase in surface evaporation, rather 

than an increase in poleward moisture transport. Our results do not necessarily contradict those 

of DSP, because we have analyzed simulated climate change on century time scales, while they 

studied observations of Arctic variability in the present climate. 

2.3 SUMMARY 

 As the Arctic sea ice thins and ultimately disappears in a warming climate, its insulating 

power decreases. This causes the surface air temperature to approach the temperature of the 

relatively warm ocean water below the ice. The resulting increases in air temperature, water 

vapor and cloudiness lead to an increase in the surface downwelling longwave radiation (DLR), 

which enables a further thinning of the ice. This positive ice-insulation feedback operates mainly 
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in the autumn and winter. In our climate change simulations, the increase in Arctic DLR is three 

times stronger than the increase in Arctic absorbed solar radiation at the surface.  

 The warming of the surface air over the Arctic Ocean during fall and winter creates a 

strong thermal contrast with the colder surrounding continents. Sea-level pressure falls over the 

Arctic Ocean, and the high-latitude circulation reorganizes into a shallow "winter monsoon." The 

resulting increase in surface wind speed promotes stronger surface evaporation and higher 

humidity over portions of the Arctic Ocean, thus reinforcing the ice-insulation feedback.  

Our study has been based on a transient CO2-warming simulation with the CESM, and the 

results are of course model-dependent. We performed a preliminary analysis of the 

“instantaneous quadrupling” experiments in the CMIP5 archive, and find that many but not all of 

the CMIP5 models produce results similar to those reported here. Further research is needed to 

quantify and understand the model-dependence of our results.  

 In the next chapter, we explore the effects of super-parameterization on the Arctic 

climate.
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2.4 FIGURES 

!  

Figure 2.1. Panels a-f: Global maps of annual and seasonal simulated surface temperature (K) 

for the PI control and climate change (4xCO2 minus PI Control). Panels g-i: Latitude-time plot of 

the climate change (4xCO2 minus PI Control) for surface temperature (K, zonally averaged) 

relative to the mean of the 25-year control. 
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Figure 2.2. As in Figure 2.1, but for sea ice area (%). 
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Figure 2.3. As in Figure 2.1, but for vertically integrated water vapor (kg m-2). 
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Figure 2.4. As in Figure 2.1, but for total precipitation (mm day-1). 
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Figure 2.5. As in Figure 2.1, but for surface evaporation (mm day-1). 
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Figure 2.6. As in Figure 2.1, but for total cloud (%). 
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Figure 2.7. As in Figure 2.1, but for shortwave cloud forcing (W m-2). 
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Figure 2.8. As in Figure 2.1, but for longwave cloud forcing (W m-2). 
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Figure 2.9. As in Figure 2.1, but for total cloud radiative forcing (SWCF plus LWCF, W m-2). 
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!  

Figure 2.10. Schematic of the ice-albedo feedback, which is only active during the summer 

months. 
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!  

Figure 2.11. Arctic-mean seasonal trends based on calculations with CESM. The quantities 

shown are averaged from 70ºN to the pole. The horizontal axis in each panel is time in years, and 

the vertical axis shows the season by month, starting with June at the bottom and running to May 

at the top. In each panel, the first white vertical line shows the end of the 25-year control and the 

beginning of the 1% per year CO2 increase.  The second vertical white line shows when 4xCO2 

has been reached. 
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!  

Figure 2.12. (top) Scatter plot of difference in Tocn and Tair vs. ice thickness for CESM. (bottom) 

Scatter plot of difference in Tocn and Tair divided by the ice thickness vs. net longwave. 
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!

Figure 2.13. Polar stereographic map of change (4xCO2 minus PI Control) in CESM wintertime 

a) downwelling longwave radiation (W m-2) and b) the contribution to a) from clouds. 
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!  

Figure 2.14. Polar stereographic maps of the wintertime contributions to (W m-2) from the 

changes in the a) the emissivity, and b) the temperature. The calculations are based on the 

linearization shown in Eq. (2.2). Panel c is the sum of a) and b). Panel d is the actual change in 

downwelling longwave  radiation. The differences between panels c and d show the errors due to 

the linearization. 

ΔF
↓sfc
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!  

Figure 2.15. Time series of CESM-simulated annual mean change in surface downwelling 

longwave radiation (red) and surface absorbed solar radiation (black) relative to the mean of the 

25-year control. These results are averaged over the polar cap, from 70º to 90ºN. 
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!  

Figure 2.16. Latitude-time plot of change (4xCO2 minus PI Control) in CESM-simulated 

wintertime surface downwelling longwave radiation (zonally averaged) relative to the mean of 

the 25-year control. 

!58



!  

Figure 2.17. Panel a): As in Figure 2.11, but for: the CESM-simulated difference in surface air 

temperature between the Arctic Ocean (including areas covered by sea ice) and the surrounding 

land, from 60°N to the pole. Warmer colors indicate the ocean is warmer than the land and cooler 

colors indicate the land is warmer than the ocean. Panel b): As in panel a), but for the difference 

in surface pressure between the Arctic Ocean (including areas covered by sea ice) and the 

surrounding land, from 60°N to the pole. Panel c): The difference in surface air temperature 

between the Arctic Ocean (including areas covered by sea ice) and the surrounding land, from 

60°N to the pole, as reported in the ERA Interim reanalysis for the years 1979 to 2012. Panel d): 

As in panel c), but for the difference in surface pressure between the Arctic Ocean (including 

areas covered by sea ice) and the surrounding land, from 60°N to the pole. 
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!  

Figure 2.18.  Panel a): Map showing the 4xCO2 CESM-simulated wintertime sea level pressure 

and b) difference (4xCO2 minus PI control). Panels c), d) and e) respectively show maps of the 

CESM-simulated wintertime (November, December, and January) 970 hPa winds (vectors) with 

overlaid on the surface temperature (filled contours) for PI Control, 4xCO2, and the difference 

(4xCO2 minus PI control). 
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!  

Figure 2.19. Maps of the CESM-simulated wintertime diabatic heating at several levels in the 

lower troposphere for both the PI control (left column) and 4xCO2 (right column). 
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!  

Figure 2.20. As in Figure 2.11, but for a) total precipitation, b) surface evaporation and c) 

moisture convergence. Units are W m-2 for all three panels. 
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!  

Figure 2.21. Polar stereographic map of change (4xCO2 minus PI Control) in CESM wintertime 

for a) evaporation (W m-2) and b) surface wind speed (m s-1). 
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TABLE 1. Selected features of the CMIP5 climate models. This information was extracted from 

the IPCC AR5 Appendix 9.A (Flato et al., 2013). 

!  

Model Atmosphere resolution 
(lat x lon)

No. of 
vertical 
levels

Ocean resolution 
(lat x lon)

No. of 
vertical 
levels

Main Reference

CCSM4 0.9º x 1.25º 27 Nominal 1° (1.125° in 
longitude, 0.27–0.64° 

variable in latitude)

60 Gent et al. 2011

GFDL-ESM2M 2º x 2.5º 24 1° tripolar 360 x 
200L50

50 Dunne et al. 2013

GISS-E2-R 2º x 2.5º 40 1º x 1.25º 32 Schmidt et al. 2006

HadGEM2-ES N96 (1.25º x 1.875º) 38 1º x 1° between 30 N/
S and the poles; 

meridional resolution 
increases to 1/3° at 

the equator

40 Collins et al. 2011

MIROC5 T85 (1.40625º x 
1.40625º)

40 1.4º (zonally) x 
0.5-1.4º (meridionally)

50 Watanabe et al. 
2010

MPI-ESM-MR T63 (1.8º x 1.8º) 96 TP04 (0.4º x 0.4º) 40 Stevens et al. 2012
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!   

Figure 2.22. Latitude-time plot of change (abrupt 4xCO2 minus PI Control) for wintertime 

surface temperature (K, zonally averaged) relative to the mean of the 25-year control for the 

CMIP5 models. 
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!  

Figure 2.23. As in Figure 2.17a and 2.17b, but for the CMIP5 models. 
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!  

Figure 2.24. Maps of the change (4xCO2 minus PI Control) in wintertime mean sea level 

pressure (hPa) for the CMIP5 models. 
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!  

Figure 2.25a. Maps of the CMIP5 models simulated wintertime 925hPa winds (vectors, m s-1) 

overlaid on the surface temperature (filled contours, K) for PI Control (top) and 4xCO2 (bottom). 
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!

Figure 2.25b. Maps of the CMIP5 models simulated wintertime 925hPa winds (vectors, m s-1) 

overlaid on the surface temperature (filled contours, K) for PI Control (top) and 4xCO2 (bottom). 
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!  

Figure 2.26. Maps of the CMIP5 models simulated wintertime 925hPa winds (vectors, m s-1) 

overlaid on the surface temperature (filled contours, K) for the difference 4xCO2 minus PI 

Control. 
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Figure 2.27a. Maps of the change (4xCO2 minus PI control) in CMIP5 wintertime downwelling 

longwave radiation (W m-2). 
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!  

Figure 2.27b. Maps of the cloud contribution to the change (4xCO2 minus PI control) in CMIP5 

wintertime downwelling longwave radiation (W m-2). 
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!  

Figure 2.28. As in Figure 2.11j-l, but for the CMIP5 models. 

!73



!  

Figure 2.29. As in Figure 2.21, but for the CMIP5 models. 
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!  

Figure 2.30. Schematic of the ice-insulation and winter-monsoon feedbacks. 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!  

Figure 2.31. Schematic of the three feedbacks that contribute to Arctic warming.
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CHAPTER 3: THE CLIMATE OF THE SUPER-PARAMETERIZED CESM 

 This chapter explores the climate of the super-parameterized Community Earth System 

Model (SP-CESM), described below, and how it compares to the conventional CESM. We first 

examine the global climate change simulated with SP-CESM and then compare the 4xCO2 

climate of SP-CESM with the conventional CESM. As described below, simulations with super-

parameterization have improved many aspects of the simulated global climate and we explore 

this briefly by discussing selected features of the Arctic atmosphere. We then evaluate the 

distribution of clouds, radiation, and Arctic weather states in the simulated climate, compared to 

observations. The chapter ends with a discussion of the influence of super-parameterization on 

the feedbacks associated with Dark Warming. 

 The super-parameterized Community Earth System Model (SP-CESM) is a fully coupled 

global circulation model (a modified version of CESM), in which the conventional physical 

parameterizations have been replaced by embedding a two-dimensional (2D) cloud resolving 

model (CRM) into each atmospheric grid column. In the simulation discussed here, the CRMs 

have 32 columns oriented in the north-south direction, a horizontal grid spacing of 4 km, and 28 

levels that are collocated with the lowest levels of the large-scale model. The CLM, CICE, and 

POP2 are the same as those used in CESM (see discussion in Chapter 2). Figure 3.1 illustrates 

how the GCM works with and without super-parameterization. In the conventional GCM, the 

model is forced by large-scale advection and the smaller-scale processes are parameterized (i.e. 

convection, microphysics, radiation, and turbulence). With super-parameterization, cloud 

microphysics and radiation are still parameterized, but are computed on the finer CRM grid. The 
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momentum transport associated with the 2D CRM is unrealistic, so momentum feedback from 

the CRM to the large scale is not included (Khairoutdinov et al., 2005). The CRMs are forced by 

the large-scale advection of heat, moisture, and momentum. The GCM, in turn, feels the domain-

averaged CRM tendencies of temperature, water vapor, and non-precipitating liquid water. The 

CRMs embedded within each grid-column have periodic lateral boundary conditions. More 

detailed information about the embedded CRM and coupling between the GCM and the CRM is 

discussed in Khairoutdinov and Randall (2001, 2003) and Khairoutdinov et al., (2005).  

As with conventional parameterizations, the CRM is assumed to be representative 

of the cloud processes that occur in the entire grid column, rather than representing an 

exact representation of specific clouds. The embedded CRM and the conventional cloud 

parameterizations play the same role, to namely estimate the characteristics that clouds 

would have based on the large-scale conditions in the grid-box. The main difference 

between the convective parameterization and the CRM is that the CRM can explicitly 

represent some of the sub-grid dynamical processes, as well as fractional cloudiness.  

 In this study, SP-CESM was configured similarly to CESM, with a GCM horizontal 

resolution of 1.9˚ latitude by 2.5˚ longitude and 30 levels. The SP-CESM PI control simulation 

was branched from the CESM control simulation and was run with constant pre-industrial 

greenhouse gas concentrations and external forcings for ten years. The SP-CESM 4xCO2 

simulation was a branch from the 1% per year run described in Chapter 2, after the CO2 

concentration was held fixed for 170 simulated years. The SP-CESM 4xCO2 was run for an 

additional ten years. 
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Super-parameterization has been shown to improve the simulation of many aspects 

of the global climate, including the Madden–Julian oscillation (MJO; Benedict and 

Randall 2009, 2011; Thayer-Calder and Randall, 2009), the Asian monsoon (DeMott et 

al., 2011, 2013), El Niño– Southern Oscillation (Stan et al., 2010), precipitation intensity 

(DeMott et al., 2007), the diurnal cycle of rainfall over continents and oceans 

(Khairoutdinov et al., 2005), the diurnal propagation of convection in the lee of the 

Rocky Mountains (Pritchard et al., 2011), the West African Monsoon (McCrary et al., 

2014a), African Easterly waves (McCrary et. al., 2014b), and daily rainfall intensity in 

the Inter-Tropical Convergence Zone (Kooperman et al., 2016). These studies 

demonstrate that simulations with super-parameterization are more realistic than 

conventional models because of the super-parameterization’s ability to represent the 

vertical structure of diabatic heating and moistening in a wide range of environments.  

 Studies with super-parameterization have mostly focused on the tropics. One exception is 

the study of Arnold et al., (2014), who proposed a positive wintertime feedback between 

convective clouds and Arctic sea ice loss.  They found that super-parameterization produces 

greater Arctic cloud cover and reduced sea ice extent at high CO2, relative to the conventional 

model. In their study, given the strong feedbacks due to sea ice melting, they tested the 

robustness of the stronger sea ice response in SP-CESM, to ensure that it was not merely an 

amplification of a random perturbation (Arnold et al., 2014). The authors initialized CESM with 

the final state of SP-CESM at 4xCO2 and found that the model quickly went back to its CESM 

state, including a larger sea ice cover. This suggests the robustness of behavior of SP-CESM. 
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This chapter has five primary objectives:  

1. Explore the representation of the Arctic atmosphere in SP-CESM by 

diagnosing key features of the Arctic climate. 

2. Examine the distribution of  Arctic clouds and evaluate how CESM and SP-

CESM simulate these unique and complex clouds.  

3. Quantify the Arctic top-of-the-atmosphere (TOA) and surface net radiation 

biases and determine how clouds influence these biases.  

4. Examine the distribution of Arctic weather states in the present-day climate 

and determine the role of cloud properties.  

5. Examine the global and Arctic climate change simulated by SP-CESM as it 

compares to results from the conventional CESM.  

3.1. SIMULATION OF THE PRESENT-DAY ARCTIC ATMOSPHERE 

 To explore the representation of the Arctic atmosphere in SP-CESM, we evaluate a few 

key features of the Arctic climate. These atmospheric characteristics are chosen because of their 

significance for regional and global climate. We evaluate model results using reanalysis products 

together with satellite and ground-based observations.  

Surface temperature 

Comparisons of seasonal mean surface air temperature are presented in Figure 3.2 for 

ERA-Interim (top row), CESM minus observations (middle row), and SP-CESM minus 

observations (bottom row). Both models generally simulate Arctic surface temperatures 

reasonably well across all seasons. With a few exceptions, biases are negative and generally 
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small (2-4 K) and within a few degrees of observations. Some of these apparent negative biases 

during winter are likely the result of the positive warm bias in ERA-Interim Arctic temperatures 

as discussed in Simmons and Poli (2015). The cold bias is present year-round, but the magnitude 

is significantly decreased during the rest of the year. For CESM, the most notable differences 

include a cold bias of up to 18 K along eastern Greenland and the Barents Sea during winter. 

This bias is also present in SP-CESM but is much weaker. Much of the Arctic Ocean is too cold 

during winter, spring, and fall, especially in CESM with cold biases up to 10 K. In SP-CESM, 

the Arctic Ocean cold bias is only 2-4 K. Summer surface temperatures are simulated reasonably 

well with a small warm bias up to 4 K over Scandinavia, southern Greenland and Siberia in both 

models.

Sea level pressure 

Accurate simulation of sea level pressure (SLP) is important because of its influence on 

surface wind speed and direction, temperature, and precipitation. Wind speed and direction are 

particularly important in the Arctic as the wind drives the advection of sea ice (DeWeaver and 

Bitz 2006) and influences the heat exchanges between the ocean, land, and atmosphere. Figures 

3.3a and 3.3b illustrate the simulated winter (DJF, December-January-February) and spring 

(MAM, March-April-May) mean sea level pressure compared to ERA-Interim observations. 

Main features of the DJF mean SLP field are the Aleutian Low, Siberian High, and Icelandic Low 

as pointed out in Fig 3.3a. Both models capture the Aleutian Low reasonably well. Both models 

also capture the Siberian High, but it is elongated and more pronounced in CESM with a bias up 

to 12 hPa. SP-CESM underestimates the Icelandic Low by 2-4 hPa. During spring (MAM), the 

Beaufort High is the main driver of sea ice advection throughout the Arctic Ocean. SP-CESM 

simulates the Beaufort High quite well, while CESM overpredicts it by 2-6 hPa. Most strikingly, 

!81



the mean SLP is generally too high in CESM, especially over the eastern Arctic Ocean during 

spring.

Sea ice area and thickness 

To assess the simulated sea ice area, we use the sea ice concentration dataset from 

Comiso (2008), which is derived using the Advanced Microwave Scanning Radiometer for Earth 

Observing System (EOS) (AMSR-E) bootstrap algorithm applied to the brightness temperature 

data from the Scanning Multichannel Microwave Radiometer (SMMR) on the Nimbus-7 satellite 

and from three Special Sensor Microwave Imager (SSM/I) sensors on the Defense 

Meteorological Satellite Program’s (DMSP’s) F8, F11, and F13 satellites. Figure 3.4 illustrates 

the spatial distribution of sea ice area for March and September compared to observations. The 

model biases are shown in the bottom panel. We find that the simulated spatial sea ice 

concentration pattern is in close agreement with the satellite data, with a few exceptions. During 

March, the period when sea ice reaches its maximum in the Northern Hemisphere, the sea ice is 

too extensive in the Barents Sea (North of Norway), off the eastern coast of Greenland, and the 

Bering Sea in both models. The sea ice minimum typically occurs in September and the 

distribution is simulated reasonably well. SP-CESM better simulates the sea ice edge in the 

central Arctic Ocean, although both models have too much ice along the northern Eurasian coast. 

Large-scale gridded sea-ice thickness data for the Arctic have only recently started to 

become available and are based on satellite altimeter measurements (e.g., Laxon et al., 2003; 

Kwok et al., 2004). Here we combine the gridded sea-ice data from Kwok et al., (2008), which 

are derived from Ice, Cloud, and Land Elevation Satellite (ICESat) measurements and the Pan-

Arctic Ice-Ocean Modelling and Assimilation System (PIOMAS). PIOMAS is a coupled ocean 
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and sea ice model that, unlike other numerical models, assimilates sea ice data by including 

measurements of near-real-time sea ice (Zhang and Rothrock (2003). Figure 3.5 illustrates the 

large-scale pattern of the sea ice thickness for the observations and models for March,  

September, and the model biases (bottom panels). The distribution of sea ice thickness for SP-

CESM is strikingly similar to the observations, with a few exceptions. The largest biases in SP-

CESM are found around the sea ice edge in the Siberian Sea, where the ice is too thin (~ 1 m) 

and the very thick ice off the coast of Greenland during March. September ice thickness is 

simulated reasonably well, although the same biases from March appear again during this 

season. On the other hand, CESM has ice that is too thick (bias of 2 m) over much of the central 

Arctic Ocean during March and September compared to observations.

From this brief evaluation of a few key atmospheric variables, SP-CESM tends to provide 

a more consistent representation of present-day Arctic climate. The biases shown indicate the 

shortcomings of the model and highlight there is room for improvement. 

3.2 ARCTIC CLOUDS AND RADIATION 

Clouds remain among the largest sources of uncertainty in climate simulation (Solomon 

et al., 2007). In particular, high-latitude clouds (e.g., mixed-phase and ice clouds) have proven 

challenging for models to simulate correctly (e.g., Klein et al., 2009; Kay et al., 2011), in part 

due to how different Arctic atmospheric conditions can be from the rest of the world. High 

latitude clouds are important because of their ability to influence changes in Arctic Ocean mixed 

layer temperature and sea ice melting rates (e.g., Eisenman et al., 2007; Gorodetskaya et al., 

2008) and precipitation, both of which regulate surface albedo.
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 Arctic field programs like the Surface Heat Budget of the Arctic (SHEBA) 

experiment in the late 1990s and the Mixed-Phase Arctic Cloud Experiment (M-PACE) in 

the early 2000s have observed and shown that the Arctic is a very a complex environment 

and an all around cloudy place. Cloud cover is on the order of 60-90% seasonally, with 

late summer and early fall being the cloudiest seasons and winter having the least 

percentage of total cloudiness (Intrieri et al., 2002). As is well known, clouds strongly 

influence the top-of-the-atmosphere radiation by reflecting incoming solar radiation and 

reducing the emission of infrared radiation to space. The presence or absence of clouds 

has a large impact on the surface radiation budget through two competing factors: (1) 

cooling the surface by shading downwelling shortwave (SW) radiation and (2) warming 

the surface through the emission of longwave (LW) radiation. Since clouds are a key part 

of the surface radiation budget of the Arctic, it is ever more so important to understand 

how they interact with the surface and how certain properties are more or less important, 

especially as the climate continues to change. 

 We utilize the Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations GCM-

Oriented CALIPSO Cloud Product (CALIPSO-GOCCP ) lidar observations (Chepfer et al., 2010) 

to assess cloud amount and spatial distribution of Arctic clouds. CALIPSO-GOCCP is well 

suited for Arctic assessments and has been utilized in other model-to-observation comparisons 

(Kay et al., 2012; Barton et al., 2012; English et al., 2014) as it detects up to 82º N. CALIPSO-

GOCCP cloud detection is unaffected by the surface conditions or thermal structure of the 

atmosphere and is therefore more reliable than passive remote sensing in the Arctic. CALIPSO-

GOCCP has 330 m horizontal resolution and 30 m vertical resolution from the surface to 8 km 
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altitude, and 1 km horizontal resolution and 60 m vertical resolution above 8 km. CALIPSO-

GOCCP is able to detect near-surface clouds as well as optically thin clouds, which are both 

common in polar regions. We average CALIPSO-GOCCP monthly observations from 2007 to 

2013 and compare to CESM and SP-CESM model output. We use this satellite dataset to 

evaluate our model results bearing in mind that there are uncertainties in the retrieval algorithms 

as well as the model. 

 The CERES-EBAF (Energy Balanced and Filled) dataset is used for climate model 

evaluation, estimating the Earth's global mean energy budget, and is one of the only available 

sources for basin-wide TOA and surface radiative fluxes in the Arctic. CERES-EBAF is able to 

distinguish clouds from underlying sea ice and snow cover by utilizing cloud radiances from the 

collocated Moderate Resolution Imaging Spectroradiometer (MODIS) and sea ice concentration 

fields from the National Snow and Ice Data Center (NSIDC, Hollinger et al., 1990). We analyze 

15 years of data (2000–14) from CERES-EBAF version 2.87, which further improves the 

calculation of clear-sky fluxes by including CERES partly cloudy data points in the calculation. 

We use CERES-EBAF all-sky, clear-sky, and cloud forcing fluxes to identify TOA and surface 

radiative biases and the relative contributions of clouds.  

Seasonal cycle of cloud amount and cloud distribution 

 To evaluate cloud amount and distribution, we present an analysis of clouds seasonally 

and spatially. Figure 3.6 illustrates the seasonal cycle of cloud fraction averaged between 

70-82ºN for a) total, b) low, c) middle and d) high clouds. The model data evaluated here is 

averaged over the last 25 years of the PI control simulations. From observations, peak cloudiness 
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occurs during the summer months and a minimum in cloud amount occurs during late winter and 

early spring. Total cloud amount never drops below 50 percent at anytime. Figure 3.6b shows 

that low cloud fraction makes up the majority of the total cloud coverage with 40% coverage 

during the winter months and 60% total coverage during summer. Both middle and high clouds 

account for 20% coverage throughout the year as shown in Figures 3.6c and 3.6d. Overall, SP-

CESM better captures the annual cycle of total cloud coverage in the Arctic compared to 

observations. Biases arise during the summer months, where SP-CESM overestimates the low 

cloud fraction up to 20%, but generally agrees with observations during the remainder of the 

year. CESM overpredicts total cloud fraction by nearly 20% during the winter months. Now we 

examine the seasonal distribution of clouds across the Arctic basin.  

 Figure 3.7a and 3.7b illustrate the seasonal distribution of total cloud fraction for SP-

CESM and CESM, respectively, compared to CALIPSO-GOCCP. During winter, SP-CESM 

slightly overestimates the cloud amount over the continental land masses and underestimates 

over the ocean, but generally agrees well with CALIPSO-GOCCP over the Beaufort Sea and 

western North America. The opposite is true during summer months, when SP-CESM 

underestimates cloud amount over much of the basin with the exception of a slight 

overestimation over the Beaufort Sea and Queen Elizabeth Islands. CESM over predicts basin-

wide during winter with a positive bias as high as 40% over the land. During the rest of the year, 

this overestimation is significantly reduced and cloud amount is only slightly underestimated 

over land during summer and overestimated during spring and fall. Low clouds tend to dominate 

in the Arctic region and Figures 3.8a and 3.8b illustrate the spatial distribution of low cloud 

fraction. The Barents Sea is the cloudiest region during all seasons in the observations and both 
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models capture the coverage in this region, although CESM tends to slightly overestimate the 

cloudiness during summer. We also find that both models generally have more clouds over the 

ocean and less clouds over land, although CESM overpredicts land coverage and severely 

overestimates the coverage during winter. SP-CESM generally overestimates coverage over land. 

 From this cloud assessment with CALIPSO-GOCCP, we can see that the clouds are 

generally simulated in the right place although the actual amount may be slightly overestimated 

or underestimated. One problem that should be taken into consideration when comparing cloud 

amount or fraction, in models versus observations, is how a cloud is defined. Because of this 

definition problem, it is also important to examine cloud forcing. 

 We next evaluate the net surface and TOA radiative fluxes in the models. This is where 

the effects of clouds come into play. The seasonal cycles of CESM and SP-CESM surface LW 

and SW all-sky and clear-sky radiative fluxes across the Arctic basin (70º-90ºN) are compared to 

CERES-EBAF in Figures 3.9 and 3.10, respectively. For all-sky downwelling and upwelling 

longwave radiation biases (3.9e and 3.9f) are within 20-40 W m-2, resulting in a net LW bias 

(Figure 3.19d) within 5-10 W m-2 of CERES-EBAF all year, except during summer, when the 

bias is larger with CESM. The biases in SP-CESM are smaller in magnitude than those of 

CESM. When comparing surface net LW clear-sky to CERES-EBAF (Figure 3.9j), both models 

generally have a negative bias, except during summer. For downwelling SW all-sky (Figure 

3.10e), the bias in CESM and SP-CESM are opposite signs, with CESM having too much SW 

and SP-CESM having too little SW absorbed by the surface during summer. This is due in part to 

the clouds but also the extent of sea ice in the central Arctic and the amount of snow cover on 

land in the models.  The magnitudes of winter SW all-sky biases are smaller compared to 
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summer due in part to little to no incoming solar insolation in winter. The upwelling SW bias 

(Figure 3.10f) is small in SP-CESM while CESM has too much reflected SW. The clear-sky SW 

biases are generally much better for both models with the exception of CESM upwelling SW 

clear-sky, with an overestimation of 85 W m-2 during summer.   

The seasonal cycles of TOA SW and LW radiative fluxes across the Arctic basin are 

presented in Figure 3.11. The LW TOA all-sky and clear-sky are in good agreement with 

observations with biases less than 10 W m-2 (Figure 3.11f and 3.11l). The SW TOA all-sky are 

also in agreement throughout most of the year with the exception of late spring and early summer 

[April–June] with biases between 20-30 W m-2.  Both models have a SW clear-sky bias that is 

too low by about 80 W m-2 in spring and early summer [April–June] and too high by ~ 20 W m-2 

in late summer [July–September]. This clear-sky bias appears to be due to a shift in the 

maximum of SW at TOA in the models to later in the year or could be from a retrieval error. This 

should be looked at more closely. 

From this analysis, we can say that insufficient cloud amount contributes to SW biases, 

while excessive middle and high cloud amount year-round contribute to LW biases. The SP-

CESM simulated radiative fluxes and distribution of clouds tend to be closer to observations 

compared to CESM. In this work, the radiative influence of the clouds are most important 

because of the cloud influence on the surface budget.

3.3 ARCTIC WEATHER STATES 

 Recent analysis of observations from the Surface Heat Budget Experiment (SHEBA) 

provides evidence that in winter the Arctic exhibits two preferred and persistent states (Stramler 

et al., 2011). These observed states, termed “radiatively clear” (hereafter, RC) and “opaquely 
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cloudy” (hereafter, OC), correspond to cold episodes with cloud emissions close to clear-sky and 

warm episodes with near-unit emissivity clouds located at or below the peak of an elevated 

temperature inversion, respectively. (Stramler et al., 2011). In this section, we explore the 

radiative and microphysical properties of these Arctic clouds and present an analysis of the 

mechanisms and processes that give rise to them. 

 Figure 3.12 presents histograms of the seasonal distribution of net surface longwave 

radiation for SHEBA observations (black) compared to the simulated distributions with SP-

CESM (red) and CESM (blue). Stramler et al., (2011) noted a bimodal distribution of winter-

weather states during SHEBA, defined by the frequency distribution of net surface longwave 

radiation, with a peak near 0 W m-2 and a secondary peak at roughly -40 W m-2, representing the 

OC and RC states respectively.  The OC state typically has thick, low level, liquid-containing 

clouds and is characterized by warmer surface temperatures, lower surface pressure, and a near 

balance between surface downwelling and emitted longwave radiation, while the RC state with 

ice clouds is characterized by a negative surface longwave budget, high surface pressure, and 

cold surface temperatures (Morrison et al., 2012).  

 Liquid-containing clouds in the Arctic generally have large optical depths and a dominant 

influence on net surface longwave radiation (Shupe and Intrieri, 2004), and can therefore help 

explain the OC state (Doyle et al., 2011). Ice clouds present during the RC state tend to have 

small optical depths and a weak influence on net surface longwave radiation (Cesana et al., 

2012). From Figure 3.12, during winter (DJF) both models have a peak at -40 W m-2, with a 

frequency of occurrence similar to SHEBA observations. During the OC state, super-

parameterization (SP-CESM) improves the probability distribution compared to CESM, by better 
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reproducing the observed peak near 0 W m-2. The probability distributions during spring, 

summer, and fall show the shift towards the OC state throughout the remainder of the year.  

Since temperature and emissivity drive the amount of net longwave radiation at the surface, in 

particular the upwelling component, we found winter temperature and humidity also have a 

bimodal distribution similar to Stramler et al., (2011).  

 To explain the differences between the models, we turn to the microphysical 

characteristics. The atmosphere components of CESM and SP-CESM both use the same 

microphysical scheme, in which cloud phase is predicted based on important processes such as 

explicit ice nucleation and the Wegener-Bergeron-Findeisen (WBF) process (Wegener, 1911; 

Bergeron, 1935; Findeisen, 1938). Both models include representations of processes known to be 

important for the ice-liquid partitioning in clouds. Results show that CESM underestimates the 

occurrence frequency of the OC state. An underestimation of cloud liquid water amounts in 

CESM is a known bias (Liu et al., 2011; Barton et al., 2012; Cesana et al., 2012), and likely 

contributes to the inability of CESM to reproduce observed surface net longwave distribution.  

 We see that SP-CESM during winter is able to reproduce both radiative peaks in the 

Arctic much better than the conventional CESM. The microphysics parameterization is the same 

in the two models, recall from Figure 3.1, the input is very different in SP-CESM, as the 

microphysics scheme interacts with the CRM rather than the GCM. We expect differences 

among the models but SP-CESM is generally better.  SP-CESM is able to resolve key small-scale 

dynamical processes and therefore as a result, the feedback to the larger-scale model is different. 

To further explore the surface and atmospheric processes that influence these states, 

Figure 3.13 and 3.14 show the mean vertical profiles of temperature and humidity for the 
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radiatively clear and opaquely cloudy states, respectively, as observed during SHEBA(black), 

and simulated by SP-CESM (blue) and CESM (red). Temperature inversions are present in both 

states with a colder surface-based inversion occurring during the RC state (net LW ~ -40 W m-2) 

and a peak at -30ºC and -20ºC at roughly 1 km for CESM and SP-CESM, respectively. The 

stable layer associated with the OC state is elevated in observations which neither model is able 

to capture. The surface is warmer during the OC state  (net LW ~ 0 W m-2) with an elevated 

inversion at 900 hPa (~2 km) peaking at -14ºC (CESM) and -18ºC (SP-CESM).  Humidity 

inversions are also present during both states and tend to coincide with the peaks of the 

temperature inversions. Humidity at the surface is lower during the RC state and increases as the 

atmosphere transitions to the OC state. The elevated inversions of both temperature and humidity 

typically occur at the top of the mixed layer. Stramler (2006) found that over the SHEBA drift 

station typical temperature inversions associated with Net LW ~ 0 W m-2 had a peak at 2ºC at 2 

km and net LW ~ -40 W m-2 had a peak at -24 ºC about 1km lower. Results shown here are 

slightly colder compared to SHEBA, but that is expected since our results are for profiles 

averaged over the whole Arctic basin.  

Cloud phase is an important indicator of the Arctic winter state. Figure 3.15 presents the 

vertical distribution of DJF cloud ice (mg kg-1) and DJF cloud liquid (mg kg-1) mixing ratios for 

the climate models. Liquid water during winter is typically found between 60º-70ºN, below 4 km 

with more liquid water in SP-CESM compared to CESM. This is not surprising given the 

frequency-of-occurrence probability distributions shown in Figure 3.12. Ice water path is also 

higher in SP-CESM. A maximum in ice water path is found between 80º-90ºN in the lowest 

kilometer of the atmosphere and also higher in the atmosphere around 10 km. There is drastically 
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less ice in CESM and it tends to occur at higher altitudes between 60-70ºN. To take a more 

detailed look at the clouds during each winter state, a composite analysis was conducted to 

examine the clouds during individual events. Ten radiatively clear and ten opaquely cloudy 

events were identified based on the distribution of daily net longwave radiation. Figure 3.16 

shows the vertical distribution of cloud ice and cloud liquid for events that occurred during the 

three-month period DJF. Panels a-b and e-f show the distributions of cloud ice and liquid (mg 

kg-1) during the radiatively clear state for CESM and SP-CESM respectively, and panels c-d and 

g-h are for the opaquely cloudy state. During the radiatively clear state in CESM, Arctic ice 

clouds are present (mixing ratios less than 3 mg kg-1), with a maximum near 70ºN and a small 

amount of cloud liquid in the lowest 2 km between 60-70ºN. SP-CESM generally has more cloud 

ice at 90ºN and between 70º-80ºN. Liquid clouds are also present between 60º-70ºN. The 

opaquely cloudy state is quite different between the models. SP-CESM has a significant amount 

of cloud ice, four times more ice than during the clear state, throughout the Arctic from the 

surface through 10 km. Liquid clouds are also present closer to the surface, with mixing ratios on 

the order of 35 mg kg-1. During the radiatively clear state in CESM, cloud ice only appears 

between 60º-70ºN with little to no cloud liquid. 

This evaluation shows that the input from super-parameterization makes a dramatic 

difference in the representation of the weather states, and even more so with the microphysical 

characteristics of the clouds.  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3.4 EFFECTS OF SUPER-PARAMETERIZATION ON ARCTIC WARMING 

3.4.1 GLOBAL CLIMATE CHANGE 

 As in Chapter 2, we begin this chapter by analyzing the global climate response to 

elevated CO2 but with SP-CESM. Later, we also compare the 4xCO2 climates between the 

conventional CESM and SP-CESM. 

 The global surface temperature simulated by SP-CESM is shown in Figure 3.17, in terms 

of annual and seasonal averages for the PI Control (a-c) and climate change (4xCO2 minus PI 

Control, panels d-f). Similarly to CESM, the Earth warms globally at 4xCO2 by 4.9 K (0.7 K 

cooler than CESM), with the greatest warming during the winter at high latitudes. Simulated 

Arctic warming ranges from 14-18 K with SP-CESM, which is 2-7 K less than the warming 

simulated by CESM. Cooling over the North Atlantic is also present in SP-CESM at 4xCO2. 

Panels g-l of Figure 3.17, show the 4xCO2 surface temperature for CESM and SP-CESM and the 

difference is shown in panels m-o. Spatially,  surface temperatures are similar for the two models 

at 4xCO2, but with a few exceptions. SSTs in the southern ocean are slightly warmer in SP-

CESM (1-2 K). Greater differences are found over the continents, where SP-CESM is 1-5 K 

warmer, especially over Antarctica during JJA and over the western United States. During DJF, 

surface temperatures over South America and Australia are also warmer by a few degrees.  

 As the Earth warms, sea ice cover decreases (Figure 3.18). In the annual mean, more than 

half of the sea ice area disappears in SP-CESM and nearly all of the ice melts near Antarctica. A 

comparison of the 4xCO2 climates, illustrates that SP-CESM generally has more sea ice in the 

Northern Hemisphere compared to CESM, while both models have little to no sea ice in the 

Southern Hemisphere. 
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 As the air warms, the total column water vapor (shown in Figure 3.19) increases globally 

by 8.5 kg m-2 in SP-CESM (~ 2 kg m-2 less than CESM), with the greatest increases in the 

tropics. As in CESM, water vapor in the high latitudes nearly doubles. At 4xCO2, SP-CESM 

tends to have more (less) water vapor in the Southern (Northern) Hemisphere compared to 

CESM. The greatest differences are found in the region of the Inter-Tropical Convergence Zone 

(ITCZ). Interestingly, there is an increase over central Africa and northern Australia during JJA. 

The increase over central Africa may be due to a more pronounced Atlantic cold tongue (James 

et al., 2013). 

 The hydrological cycle strengthens in SP-CESM, with both precipitation and evaporation 

increasing in the warmer 4xCO2 climate (Figures 3.20 and 3.21). There is a decrease in 

evaporation in the North Atlantic at 4xCO2 due to colder sea surface temperatures in the region. 

Annually and seasonally at 4xCO2, SP-CESM tends to have less precipitation and evaporation 

over land compared to CESM. During JJA, SP-CESM has increased precipitation over the 

eastern warm pool and central Africa, compared to CESM. 

 Figures 3.22 and 3.23 present the global distribution of total and low cloud amount. As 

the climate changes, the global distribution of low clouds in SP-CESM decreases by a few 

percent. It is important to note that the clouds are strikingly different between CESM and SP-

CESM. Recall from Chapter 2, the global mean total cloud amount with CESM was 63% and in 

SP-CESM, it is 55%. Observations from ISCCP, indicate that the global annual mean cloud 

amount is roughly ~67%, and therefore in the global mean, CESM is more realistic. There is 

roughly a 10% decline in cloud amount between the two simulations, which has an impact on not 

only the cloud forcing, but also the amount of energy within the atmosphere. This is also why the 
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land warms up more in CESM compared to SP-CESM. Comparing the cloud amount at 4xCO2 

between the models, SP-CESM has about 14% less total cloud globally. Besides the differences 

in global mean cloud amount, the other striking difference is the presence of more Arctic clouds 

during summer in SP-CESM. As the climate warms in SP-CESM, the clouds cool the atmosphere 

by a few W m-2 which is shown in the shortwave cloud forcing (SWCF) presented in Figure 3.24. 

The difference between CESM and SP-CESM at 4xCO2 is small ( < 0.5 W m-2). Larger 

differences arise in the longwave cloud forcing (LWCF) presented in Figure 3.25. The warmer 

climate in SP-CESM has a decrease in annual mean longwave cloud forcing of 4 W m-2 which is 

due in part to the decrease in clouds, resulting in less warming of the atmosphere and surface 

from the clouds. There is a 3 W m-2 difference between CESM and SP-CESM at 4xCO2 in 

LWCF. The changes in SWCF and LWCF balance and this is shown in Figure 3.26 with the total 

cloud radiative forcing. 

3.4.2 DARK WARMING IN SP-CESM 

 We now return to our discussion in Chapter 2 related to the mechanisms that 

explain Arctic amplification during winter, but this time with the super-parameterized 

CESM (SP-CESM). 

Effects of super-parameterization on the ice-insulation feedback 

 Figure 3.27 presents the seasonally varying trends of the simulated Arctic means 

of selected fields. The first 15 years of the plots are from the end of the CESM 4xCO2 

simulation and the vertical white line delineates the beginning of the SP-CESM 4xCO2 

simulation. The response to increased CO2 are similar to those obtained with CESM, 

although slightly weaker, but we will discuss the major differences in some detail. 
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Surface temperatures (Figure 3.27a) are slightly cooler in SP-CESM compared to CESM 

during winter and summer. Sea-ice thickness is larger during winter as shown in Figure 

3.27b and returns earlier in the season. The amount of total column water vapor during 

winter is about the same but we can see that the atmosphere has slightly less moisture 

during the summer (Figure 3.27c). Figure 3.27d illustrates an abrupt decline in total 

cloudiness (i.e. both low and high cloud) from November through May and a slight 

increase during the summer months. As expected, this would  have a significant impact 

on the amount of net longwave reaching the surface, which is shown in Figure 3.27g, 

with a sharp 5-10 W m-2 decrease in net longwave during winter and summer. Both the 

sensible and latent heat fluxes decrease from October through January, as shown in 

Figures 3.27e and 3.27f respectively, due to the increase in sea ice extent and thickness, 

as there is more insulation at the surface and less evaporation taking place. Due to the 

decreases in these fluxes, there is a little less warming and moistening of the atmosphere. 

With the change in total cloudiness, downwelling longwave radiation decreases 

(increases) by a few W m-2 during winter (summer). The spatial pattern of the 

downwelling longwave radiation is shown in Figure 3.28a. Similar to CESM, DLR 

increases over the whole Arctic basin, and is the greatest over the Arctic Ocean, in 

particular over the Beaufort Sea. Figure 3.28b shows that during NDJ about 20 of the 70 

W m-2 (28%) comes from the effects of clouds. Recall from Chapter 2, that clouds 

accounted for 40 of the 80 W m-2 (50%) increase in CESM. Roughly one-third of the 

DLR increase is from the effects of clouds in SP-CESM, and the rest is due to clear-sky 

effects. Figure 3.29 shows the contribution of the DLR increase from emissivity and 
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temperature. Averaged over the polar cap, the changes in emissivity and temperature 

contribute 8.78 Wm-2 and 49.27 W m-2, respectively, to the increase in wintertime DLR. 

As in CESM, the increase in DLR is mostly due to an increase in the warming of the air. 

 Surface absorbed solar radiation is nearly the same between CESM and SP-

CESM. The changes in the energy budget of the Arctic are shown in panels j, k, and l of 

Figure 3.27 The changes are not too different compared to CESM, although the cooling at 

the surface increases during winter due to the increased sea ice and results in more energy 

loss into the atmosphere from November through March. The Arctic atmosphere in SP-

CESM is still cooled by the diabatic effects at the surface and the top of the atmosphere, 

but cools more strongly than results shown with CESM. 

The Arctic Winter Monsoon in SP-CESM  

 We now turn to the large-scale atmospheric circulation that acts to reinforce the 

ice-insulation feedback. Similar to CESM, Figure 3.30a shows the evolution of the 

difference between the surface air temperature over the Arctic Ocean and the surface 

temperature over the continental land masses poleward of 60ºN. The air above the Arctic 

Ocean cools by 3 K compared to CESM but is still 12 K warmer than the surrounding 

land. The strong thermal contrasts between the warmer ocean and surrounding continents 

is still in place and Figure 3.30b illustrates that during winter a thermal low is still present 

due to the decrease in sea level pressure. 

 To examine the large-scale circulation further, Figure 3.31a and 3.31b shows 

maps of the NDJ sea level pressure at 4xCO2 and the difference between 4xCO2 and PI 

Control respectively, as simulated by SP-CESM. The low pressure system is just as 
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strong as in CESM, but it has shifted towards the east over the Bering Sea and across the 

eastern Arctic seas. The high pressure systems over Greenland and the North Atlantic 

have strengthened, while the Siberian High has weakened. Panels c, d, and e of Figure 

3.31, show that the winter monsoonal circulation is still present and in some regions has 

intensified relative to CESM. At 4xCO2, there is a strong thermal gradient between the 

continental land masses and the Arctic Ocean, and the meridional temperature gradients 

near the land-ocean borders of have reversed. The low-level flow from land towards the 

Arctic Ocean has intensified in the regions of the Beaufort, Barents, and Kara Seas. SP-

CESM has stronger low-level winds over the Beaufort Sea, compared to those in CESM. 

 The SP-CESM simulated total diabatic heating of the atmosphere is shown in 

Figure 3.32. In the PI control, there is stronger diabatic cooling at all levels due to the 

longwave radiation — similar to CESM. At 4xCO2, the Arctic atmosphere is weakly 

heated in the regions of the Chukchi (992-957 hPa) and Barents (992-887 hPa) seas.  The 

atmosphere is not heated as much with SP-CESM because vertical diffusion of sensible 

heat and latent heat release are weaker. Similar to CESM, a strong diabatic warming 

occurs equator-ward of the Arctic region in the PI control because of the ocean-land 

temperature gradients in those regions and this heating is reduced at 4xCO2 due to the 

weaker temperature gradient. As shown in Chapter 2 for both CESM and SP-CESM, the 

simulated Arctic warming in winter is primarily due to a weakening of the diabatic 

cooling of the Arctic atmosphere and the energy transported from lower latitudes 

decreases during winter, as the climate warms. 

!98



 In summary, processes at work in CESM and SP-CESM are quite similar. Their 

strength is slightly weaker in SP-CESM. Some differences between CESM and SP-

CESM, for example, the sharp decline in cloudiness at 4xCO2, are quite striking, and call 

for further research. 

3.4.3 ARCTIC WEATHER STATES AT 4xCO2 

 Under increased carbon dioxide in the atmosphere, how will the Arctic weather states 

change? At 4xCO2 the winter climate is 20 K warmer and sea ice has decreased to less than 10 

cm. Thinner sea ice and larger fluxes of water vapor could yield different frequencies of 

occurrence of the radiatively clear (RC) and opaquely cloudy (OC) states, as well as higher 

temperatures at the interfaces between atmosphere, snow, and ice (Stramler et al., 2011). 

 In the present-day climate, the distinct bi-modal regime is commonly found during winter 

(DJF). At 4xCO2, there is still evidence of these distinct states during winter as presented in 

Figure 3.33a. SP-CESM has two peaks ~0 and -60 W m-2 and the frequency of occurrence has 

decreased compared to the present-day climate. There does not appear to be a state at 4xCO2 that 

is more preferred than the other. CESM at 4xCO2 during winter has the RC state but struggles to 

have the second peak during the OC state, again due to the lack of  ice clouds. Interestingly, we 

also see two distinct regimes arise during spring (Figure 3.33b) especially with SP-CESM. The 

OC state is associated with a surface net LW of 0 W m-2 and the RC peak has shifted by 20 W 

m-2 to -60 W m-2, compared to the present-day climate. The vertical profiles of specific humidity 

and temperature (Figure 3.34) are quite different compared to the present day climate. The 

atmosphere has become more humid with humidity values nearly doubling. The surface-based 

inversions during the RC state have collapsed. The structure of the humidity profile from the 
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surface to 900 mb is quite interesting. SP-CESM has a stable atmosphere and humidity increases 

from the surface to the peak of the inversion at 900 mb, while the humidity inversion in CESM 

begins around 950 mb and is almost 1.5 g kg-1 more humid than SP-CESM. Surface temperatures 

have warmed and the temperature distinction between the two states has decreased (Figure 3.34 

top). The temperature inversion during the cloudy state is quite similar between CESM and SP-

CESM, with CESM being slightly warmer. Simulated cloud structures have changed 

dramatically compared the present-day climate and the models suggest more mixed-phase 

clouds. CESM has more ice in the lower levels during the RC states as compared to SP-CESM 

and virtually no cloud liquid, where SP-CESM has 20 mg kg-1. During the cloudy state, both 

models have more cloud liquid compared to the present-day state, but SP-CESM has 

significantly more liquid near the surface throughout the Arctic as shown in Figure 3.35.  

3.5 SUMMARY 

 In this chapter, we examined the effects of super-parameterization on the Arctic climate. 

We explored the representation of the Arctic atmosphere in SP-CESM, by evaluating several 

important atmospheric characteristics because of their significant implications on the regional 

and global climate. We also found that SP-CESM better simulates surface temperature, sea ice 

area and thickness, and sea level pressure compared to the to the conventional CESM.  We  

examined the distribution and seasonal cycle of clouds and radiation with SP-CESM and found 

the simulated results to be closer to observations. 

 The presence of the Arctic winter states is a distinct and persistent feature of the Arctic 

climate. We showed that these states are influenced by the radiative and microphysical features 
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of the clouds, and affect the surface radiative fluxes. Due to better representation of the cloud 

microphysics, we find that the SP-CESM is able to better reproduce both of the preferred winter 

states, compared to CESM. 

 The results shown here as well as in previous studies, shows that the SP-CESM is able to 

do a reasonable job representing key features of our global climate. The causes are unclear as to 

why SP-CESM is able to better simulate these key features of the Arctic climate, but we think it 

may be due to improved simulations of tropical convection. Further investigations are needed but 

are beyond the scope of this study.
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3.6 FIGURES 

!  

Figure 3.1 Illustration of the differences in the GCM with and without super-parameterization. 
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!  

Figure 3.2. Polar stereographic maps of seasonal surface temperature (K) for observations, 

CESM, and SP-CESM. 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!  

Figure 3.3a. Polar stereographic maps of DJF (December-January-February) mean sea level 

pressure (hPa) for observations, CESM, and SP-CESM. 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!  

Figure 3.3b. As in Figure 3.3a but for MAM (March-April-May). 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!  

Figure 3.4. Polar stereographic maps of sea-ice area (%) for observations, CESM, and SP-

CESM for March (top row) and September (bottom row). The model biases are shown in the 

bottom two panels. 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!  

Figure 3.5. Polar stereographic maps of sea-ice thickness (meters) for observations, CESM, and 

SP-CESM for March (top row) and September (bottom row). The model biases are shown in the 

bottom two panels. 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!  

Figure 3.6. Seasonal cycle of monthly average a) total, b) low, c) middle, and d) high cloud 

fraction from 60-82ºN for 7-yr average (2007–2013) of CALIPSO-GOCCP observations (black) 

and model simulations with CESM (blue) and SP-CESM(red). 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Figure 3.7a. Polar stereographic maps of seasonal averages of total cloud fraction with SP-

CESM (top) and CALIPSO-GOCCP (middle) and the SP-CESM bias (bottom). A positive bias 

means the model predicts excess cloud compared to observations. 

!109



!  

Figure 3.7b. Polar stereographic maps of seasonal averages of total cloud fraction with CESM 

(top) and CALIPSO-GOCCP (middle) and the CESM bias (bottom). A positive bias means the 

model predicts excess cloud compared to observations. 
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!  

Figure 3.8a. Polar stereographic maps of seasonal averages of low cloud fraction with SP-

CESM (top) and CALIPSO-GOCCP (middle) and the SP-CESM bias (bottom). A positive bias 

means the model predicts excess cloud compared to observations. 
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!  

Figure 3.8b. Polar stereographic maps of seasonal averages of low cloud fraction with CESM 

(top) and CALIPSO-GOCCP (middle) and the CESM bias (bottom). A positive bias means the 

model predicts excess cloud compared to observations. 
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!  

Figure 3.9. Arctic (70º-90ºN) surface longwave all sky and clear sky radiative fluxes for the 

models and CERES-EBAF observations. Biases (model minus obs) are shown in panels d-f and 

j-l. A positive bias means the model predicts excess LW fluxes into the Arctic compared to 

observations. 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!  

Figure 3.10. Arctic (70º-90ºN) surface shortwave all sky and clear sky  radiative fluxes for the 

models and CERES-EBAF observations. Biases (model minus obs) are shown in panels d-f and 

j-l. A positive bias means the model predicts excess SW fluxes into the Arctic compared to 

observations. 
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Figure 3.11. Arctic (70-90N) TOA shortwave and longwave all sky and clear sky radiative fluxes 

for the models and CERES-EBAF observations. Biases (model minus obs) are shown in panels 

d-f and j-l. A positive bias means the model predicts excess fluxes into the Arctic compared to 

observations. 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!  

Figure 3.12. Histograms of the seasonal distributions of surface net longwave radiation for 

SHEBA observations (black) and the climate models with CESM (blue) and SP-CESM (red). Bin 

spacing is 5 Wm-2
. 

!116



 

Figure 3.13. Simulated daily averaged vertical profiles of temperature (top) and specific 

humidity (bottom) for SHEBA (black), CESM (blue), and SP-CESM (red) for the radiatively 

clear state. 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!  

Figure 3.14. As in Figure 3.13 but for the opaquely cloudy state. 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Figure 3.15. Vertical distribution of DJF cloud ice (mg kg-1) and DJF cloud liquid (mg kg-1) for 

the climate models. 

CESM SP-CESM

DJF Cloud ice 
mg kg-1

DJF Cloud liquid

mg kg-1

!119



!

Figure 3.16. Vertical distribution of cloud ice (mg kg-1) and cloud liquid (mg kg-1) during DJF 

for the radiatively clear and opaquely states for the climate models. 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Figure 3.17. (a-e) Global maps of SP-CESM annual and seasonal simulated surface temperature 

for PI control and climate change (4xCO2 minus PI Control). (g-o) Global maps of annual and 

seasonal simulated surface temperature at 4xCO2 for CESM, SP-CESM, and the difference (SP-

CESM minus CESM). 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Figure 3.18. As in Figure 3.17, but for sea ice area. 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Figure 3.19. As in Figure 3.17, but for vertically integrated water vapor. 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Figure 3.20. As in Figure 3.17, but for total precipitation. 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Figure 3.21. As in Figure 3.17, but for surface evaporation. 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Figure 3.22. As in Figure 3.17, but for total cloud amount. 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Figure 3.23. As in Figure 3.17, but for low cloud amount. 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Figure 3.24. As in Figure 3.17, but for shortwave cloud forcing. 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Figure 3.25. As in Figure 3.17, but for longwave cloud forcing. 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Figure 3.26. As in Figure 3.17, but for total cloud radiative forcing (SWCF plus LWCF). 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!  

Figure 3.27. Arctic mean seasonal trend plots for the last15 yrs of CESM 4xCO2 and 10 years of 

SP-CESM 4xCO2. The white line delineates the start of SP-CESM. 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Figure 3.28. Polar stereographic map of change (4xCO2 minus PI Control) in SP-CESM 

wintertime (November -December- January) a) downwelling longwave radiation and b) the 

contribution to a) from clouds. 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Figure 3.29. Polar stereographic maps of the wintertime contributions to ! from the changes 

in the a) the emissivity, and b) the temperature. The calculations are based on the linearization 

shown in Eq. (2.2). Panel c is the sum of a) and b). Panel d is the actual change in downwelling 

longwave radiation. The differences between panels c and d show the errors due to the 

linearization.. 

ΔF
↓sfc
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!  

Figure 3.30. As in Figure 3.27, Panel a): The difference in surface air temperature between the 

Arctic Ocean (including areas covered by sea ice) and the surrounding land, from 60°N to the 

pole. Warmer colors indicate the ocean is warmer than the land and cooler colors indicate the 

land is warmer than the ocean. Panel b): As in panel a), but for the difference in surface pressure 

between the Arctic Ocean (including areas covered by sea ice) and the surrounding land, from 

60°N to the pole. 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Figure 3.31. Panel a): Map showing the 4xCO2 SP-CESM-simulated wintertime sea level 

pressure and b) difference (4xCO2 minus PI control). Panels c), d) and e) respectively show maps 

of the SP-CESM simulated wintertime 970 hPa winds (vectors) with overlaid on the surface 

temperature (filled contours) for PI Control, 4xCO2, and the difference. 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!  

Figure 3.32. Maps of the SP-CESM simulated wintertime diabatic heating at several levels in the 

lower troposphere for both the PI control (left column) and 4xCO2 (right column). 
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Figure 3.33. As in Figure 3.12, but for the 4xCO2 climate.  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!  

Figure 3.34. Simulated daily averaged vertical profiles of temperature (top) and specific 

humidity (bottom) for CESM (blue), and SP-CESM (red) for the radiatively clear state at 4xCO2. 
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Figure 3.35. As in Figure 3.34 but for the opaquely cloudy state at 4xCO2. 
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Figure 3.35. As in Figure 3.16, but for the 4xCO2 climate.
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CHAPTER 4: SUMMARY AND FUTURE WORK 

4.1 SUMMARY 

 There is a need in the scientific community for improved simulations and, more 

importantly, improved understanding of the Arctic climate. As the climate continues to warm due 

to increasing greenhouse gas concentrations, we can expect the polar regions to undergo even 

more environmental change, from the complete loss of summer sea ice, to the melting of 

Greenland ice sheet. How will the role of clouds change as the Arctic climate continues to 

evolve? 

 This study has addressed the feedbacks that favor Arctic amplification during the dark-

season; and how clouds interact with and influence the present-day and future surface energy 

budgets of the Arctic. We have also shown that the use of super-parameterization, embedding a 

2D cloud resolving model in each atmospheric grid-box, improves the representation of the 

simulated Arctic climate. 

 As discussed in Chapter 2, we performed a transient climate change simulation with the 

Community Earth System Model, to investigate the impacts of dark-season surface radiative 

processes in CO2-induced Arctic climate change. In this analysis, we identified two feedbacks 

that occur during the winter season. The first and stronger component involves the reduced 

insulating power of the sea ice, called the ice-insulation feedback, which is complementary to the 

well-known ice-albedo feedback. The ice-insulation feedback, whereby decreases in sea ice 

cover and thickness promote an increase in the downwelling longwave radiation, which then 
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leads to further decreases in sea ice cover and thickness. The positive ice-insulation feedback 

operates all year long, whereas the ice-albedo feedback only operates during the summer, and 

will end once summer sea-ice completely disappears. The fact that the ice-insulation feedback 

operates throughout the year, accounts for its power and importance of this feedback, especially 

during fall and winter. 

 The second and weaker feedback involves the changes in the dark-season winds, which 

are described in terms of a shallow winter monsoon that appears in the warmer climate but not in 

the present climate. In this newly-identified Arctic Winter Monsoon, there is low-level flow from 

the cold land to the warm ocean. Subsequently, dry air moves out over the ocean. We showed 

that the dry winds of a winter monsoon promote increased evaporation from the ocean. This 

increased evaporation is the main mechanism by which a winter monsoon promotes a moistening 

of the air over the ocean. In our simulation, we find that enhanced evaporation is partly due to 

more open water with warmer surface temperatures, and partly due to increased low-level wind 

speed.   

 The model-dependence of these findings was examined through an analysis of six climate 

models from the CMIP5 archive. As the simulated climate in the models adjust to the 4xCO2 

forcing, similarly to CESM, a strong temperature contrast developed between the Arctic Ocean 

and surrounding land during winter. As a result of the temperature contrast, sea level pressure 

decreased more over the Arctic Ocean. In addition to the shift towards lower wintertime Arctic 

surface pressure, the near-surface winds shifted, converging from the land to the ocean. As in 

CESM, increased evaporation during winter was the main mechanism by which the winter 
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monsoon promotes a moistening of the air over the ocean, and this feature was evident in a 

number of the CMIP5 models evaluated. With the limited number of models analyzed, we can 

say that the development of a winter monsoon is present in a handful of the CMIP5 models.  An 

extensive multi-model analysis of the CMIP5 archive would be useful to fully understand and 

quantify the model-dependence of these results. 

 In Chapter 3, we showed how the incorporation of super-parameterization results in a 

more realistic representation of the Arctic climate. First, we explored the representation of the 

Arctic atmosphere in SP-CESM by evaluating surface temperature, sea level pressure, sea ice 

area, and sea ice thickness because of their significant implications on the regional and global 

climate.  To highlight a few of these findings, we found that the distribution of sea ice thickness 

in SP-CESM was strikingly similar to the observations during March and September.  Also, the 

location and strength of the Beaufort Sea High, one of the main drivers of sea ice advection 

throughout the Arctic, was captured reasonably well with SP-CESM as compared to 

observations. From the evaluation with several observational and reanalysis datasets, we found 

that SP-CESM tends to provide a more consistent and overall realistic representation of present-

day Arctic climate compared to the conventional CESM. 

 The seasonal cycle of cloud amount and distribution in SP-CESM and CESM were 

examined and evaluated in Chapter 3. Both models generally overestimate (underestimate) cloud 

coverage over the ocean (land) compared to observations. The biases with SP-CESM are smaller 

than those of CESM. Broadly speaking, we found the clouds were simulated in the right place 

although the amount may be slightly overestimated or underestimated compared to observations. 
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 We then, quantified net radiation biases at the TOA and surface to determine how the 

contribution of clouds influence these biases. There are a number of reasons for biases at the 

TOA and surfaces, but we ultimately found that insufficient cloud amount contribute to SW 

biases, while excessive middle and high clouds year-round contribute to LW biases. 

 A prominent feature of the Arctic climate, discovered during the SHEBA field campaign 

of 1997-1998,  is the presence of two preferred and persistent winter states. We explored the 

distribution of these winter regimes in both models, compared to observations. We found that 

SP-CESM was able to better reproduce both of the preferred winter states, and this was mostly 

due to better representation of the microphysical properties of the clouds. An interesting finding 

in these simulations is that although the microphysical schemes of the two models are exactly the 

same, the simulated results are quite different. Is it really just a question of scales? If this is the 

case, what changes need to be made in CESM in order to have more realistic cloud processes 

without the inclusion of super-parameterization? SP-CESM calculates the microphysics on the 

CRM grid rather than the large-scale, and is consequently about 100 times more computationally 

expensive than the conventional CESM.  

 The causes are unclear as to why SP-CESM is able to better simulate these key features 

of the Arctic climate, but we think it may be due to improved simulations of tropical convection. 

Further investigations are needed but are beyond the scope of this study. 
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4.2 FUTURE WORK 

 This study has addressed the importance of downwelling longwave radiation in Arctic 

amplification, and its associated feedbacks. It would be interesting to delve deeper into the 

atmospheric processes that make up the ice-insulation feedback.  One approach would be to 

decompose the ice-insulation feedback and quantify the importance of the individual processes at 

hand. One way to tackle this would be to quantify the contributions of various atmospheric 

components (e.g. water vapor, clouds, CO2) to the downwelling longwave radiation response in 

the climate model by conducting a decomposition analysis (e.g. the Coupled Feedback Response 

Analysis Method, CFRAM). The Coupled Feedback Response Analysis Method (CFRAM; Lu 

and Cai 2009; Cai and Lu 2009), was originally formulated to diagnose the temperature response 

to global warming but since then, has been applied to diagnose Arctic warming. CFRAM is 

based on the energy balance equation of the coupled atmosphere–surface system, similar to the 

partial radiative perturbation (Wetherald and Manabe 1988) and the radiative kernel method 

(Soden and Held 2006), but has been shown to be particularly useful when there is a decoupling 

between the TOA and surface radiative response.  CFRAM also considers both radiative and 

non-radiative feedback processes explicitly. Given the differences between the CESM and SP-

CESM simulations, an analysis based on decomposing the ice-insulation feedback into cloud and 

water vapor components may be an interesting research avenue to pursue. 

 To look more closely at sea ice processes, it would be interesting, although 

computationally expensive, to include the sea-ice model in super-parameterization (SP-

SEAICE). I can envision running the atmosphere and sea ice models with super-parameterization 
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to address the subgrid-scale processes at the sea ice surface that are typically parameterized. 

Many of the thermodynamic processes that control melting, freezing, and dissolving of the sea 

ice cover are either parameterized or not included. As an example, the sea ice model used in this 

study (CICE), includes a simple melt-pond parameterization that simulates the pond volume and 

area as functions of the surface meltwater flux. If we incorporated super-parameterization at the 

sea ice scale in the model, at least some of the melt-ponds could be explicitly resolved. Melt 

ponds are more prominent and have a stronger influence on the radiation budget during the 

summer and fall. As the climate continues to change, and the sea ice growth season is pushed 

back further into the fall, the radiative effects of melt ponds could become important in the early 

winter and potentially influence the ice-insulation feedback. 

 Modeling of snow on sea ice is also an area of interest, and it has received less research 

attention in the sea ice community compared to sea ice area and thickness. Snow cover acts to 

insulate sea ice, inhibiting its growth, and to delay ice melt onset, thereby decreasing surface 

melt. As a result, changing snow conditions can strongly modify the response of sea ice. As the 

climate continues to warm and the sea ice gets thinner, the insulating effect of the snow on the 

sea ice will become increasingly more important. By implementing, SP-SEAICE, we could 

explore this more and gain a better understanding of the relative importance of key snow 

characteristics for climate feedbacks including the ice-insulation feedback.  

 In Chapter 3, we discussed the influence of clouds and their microphysical properties on 

the Arctic climate. The Morrison and Gettelman (2008) two-moment microphysics scheme gives 

a better representation of cloud processes compared to earlier parameterizations. It would be 
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interesting to address the role of ice nucleation in the simulated Arctic clouds. Previous work has 

shown that ice nucleation processes have a strong impact on simulated Arctic clouds (Liu et al., 

2007a,b; Xie et al., 2008; Gettelman et al., 2010; Morrison et al., 2012; Xie et al., 2013), and ice 

nuclei (IN) play an important role in the glaciation of mixed-phase clouds. Although the 

modeling community accepts and understands the importance of ice formation in clouds, the 

treatment of IN concentrations in current climate models is still crude or non-existent due to our 

poor understanding of the complex ice-formation processes and a general lack of observations of 

cold clouds. Existing ice nucleation schemes have been developed based on very limited field 

studies (most conducted at middle and low latitudes) and optimized specifically for where these 

measurements were observed. Currently, CESM and SP-CESM use the ice nucleation scheme of 

Gettelman et al., (2010) which is based on the scheme developed by Liu et al., (2007a) and also 

includes the widely used empirical formulation developed by Meyers et al., (1992, hereafter 

M1992). In M1992, the IN predicted through deposition and condensation freezing are 

parameterized as functions of ice supersaturation, based on measurements at northern 

midlatitudes. Prenni et al., (2007) found that the M1992 parameterization is not representative of 

average IN behavior of Arctic clouds encountered during M-PACE (The Mixed-Phase Arctic 

Cloud Experiment) field experiment flights. To best fit M-PACE observations of IN, a modified 

M1992 parameterization was proposed by Prenni et al., (2007), which results in a much smaller 

ice number density. Based on in situ data measured by continuous-flow diffusion-chamber 

(CFDC) measurements from nine field campaigns conducted in many regions of the globe, 

DeMott et al., (2010) showed a large variability in IN observations in time, space, and 

temperature. At any temperature the IN number concentrations have been observed to span more 
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than three orders of magnitude. It would be interesting to explore the inclusion of Prenni et al., 

(2007) and/or DeMott et al., (2010) in the fully coupled SP-CESM, to examine the role of ice 

nuclei in the simulated clouds and the impact on the Arctic winter regimes.  

 In closing, the work in this dissertation has led to more questions that I would like to 

answer. I hope to continue my work on understanding the sensitivity of Arctic sea ice to the 

changing climate, and the role of clouds.
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