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ABSTRACT OF DISSERTATION

EMOTION REGULATION IN THE CONTEXT OF DAILY STRESS BROSS THE

ADULT LIFESPAN

Emotion regulation plays a crucial role in psydustal functioning across the
lifespan. This study examined within-person vatigband between-person differences
in emotion regulation in adults of different ag@srticipants I = 239) filled out daily
diaries and were interviewed daily for 30 conse®utiays. Using the dynamical systems
approach, emotion regulation was conceptualizethastendency for affect to return
towards the equilibrium. The study specifically ewaed the regulation of affect to
return towards equilibrium in response to dailyessiors. Results indicated that positive
and negative affect showed a self-regulatory patteuch that daily affect oscillated
around the equilibrium and excessive departure ftloenequilibrium was avoided. For
positive affect, the effect of daily stressors lmeanon-significant when the control
variable, physical symptoms, was entered in the ehoBhysical symptoms were
associated with a faster return towards equilibriwmimen positive affect was above
equilibrium. Whereas, when positive affect was webxquilibrium, physical symptoms
were associated with a slower return towards dgyuain. Neuroticism, self-concept
incoherence, and age did not predict the regulatfopositive and negative affect. The

control variable, mean positive affect across 3@sdahowed a significant cross-level



interaction effect with daily stressors on the tagan of positive affect. Substantively,
for individuals with higher positive affect in geag the effect of daily stressors on the
regulation of positive affect was weaker. No witiperson or between-person variables
predicted the regulation of negative affect. OJertilese findings provided partial
support that positive affect has a protective éff@e emotion regulation. This study
extends the current understanding of the regulatibalaily affect and raises further
guestions for future research to test how emotsoregulated and how features of daily
stressors are associated with the pattern of emagigulation.
Helena Chui
Department of Psychology
Colorado State University

Fort Collins, CO 80523
Summer 2010
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CHAPTER 1
INTRODUCTION

Since the growth of research on successful aginiga 1990s, emotion regulation
has increasingly attracted interests from lifesgmearchers. In the search for evidence
of the positive aspects of aging, studies of enmst@cross the adult lifespan showed
promising results. In contrast to general declingshysical and cognitive functions,
findings showed that emotional experiences arergédgpeavell maintained across
adulthood in various areas, such as life satisfadbiener & Suh, 1998), psychological
well-being (Ryff & Keyes, 1995), positive affectlf@rles, Reynolds, & Gatz, 2001,
Consedine & Magai, 2006; Mroczek & Kolarz, 1998)damotion complexity
(Carstensen, Pasupathi, Mayr, & Nesselroade, 26@d)emotion regulation in
particular, there appears to be gains in increasigtional control (Gross, et al., 1997;
Lawton, Kleban, Rajagopal, & Dean, 1992; Magai, §&afine, Krivoshekova, Kudadjie-
Gyamfi, & McPherson, 2006) and sustained levelgasitive affect across the adult
lifespan (Carstensen, et al., 2000). Emotion reaguidhas attracted growing interests
because of its possible links to coping, sociatrehships, and physical and mental
health (Koole, 2009). From a lifespan perspectwagtion regulation is expected to
maintain and even improve with age (Carstenser5)199
Emotion Regulation

Despite the increased attention to processes ofiemregulation, Gross (1999,

2008) noted that there is a good deal of confuaimhambiguity in the use of the term



“emotion regulation.” Any definition of emotion relgation needs to address two basic
guestions (Koole, 2009). First, how is emotion tatrd? Second, what is being
regulated? Gross’ (1998) definition of emotion datjon addresses the first question. He
defined emotion regulation as “the processes byhvimdividuals influence which
emotions they have, when they have them, and heyehperience and express these
emotions” (p. 275). In Gross’ definition, emotiagulation concerns the heterogeneous
set of strategies that individuals use to regula¢& own emotions, which includes a
variety of processes that may be automatic or oblatt, conscious or unconscious, and
effortful or effortless. On the basis of the emntammponent targeted for regulation,
these strategies may be categorized into five fasdf emotion regulation strategies,
namely, situation selection, situation modificatiattentional deployment, cognitive
change, and response modulation (Gross, 1998, 2008)

Drawing on Gross’ (1998) definition, Koole (200@)daessed the second question
regarding what is being regulated in emotion refyuta Emotion regulation was defined
as “the set of processes whereby people seekitecethe spontaneous flow of their
emotions” (Koole, 2009, p. 6). In this definiticgmotion regulation concerns three
aspects of emotional experiences. First, emotigalagion concerns people’s
management of all emotionally charged states, dwsfpmoods, stress, and positive and
negative affect; whereas, other researchers digsshdetween different types of
emotional experiences, such as moods, emotionsaféeat (Larsen, 2000). Koole (2009)
noted that constructs closely related to emotiguilegion, such as mood regulation,
affect regulation, and coping with stress, shalis&ntive construct overlap. It was

suggested that studies of emotion regulation mahédenost productive to conceptualize



emotion regulation in a broader sense to mean treagement of all emotionally
charged states (Koole, 2009). In the present siuayppted Koole’s (2009) definition of
emotion regulation and used the terms mood, enstemd affect interchangeably.

Second, emotion regulation concerns the spontarfemu®f emotions (Koole,
2009). Thus, the study of emotion regulation istamine how emotions unfold over
time. Individuals engage in constant regulatiothefr emotions to increase, maintain, or
decrease their current emotional states, in tieengit to bring it closer to the emotional
state that they desire (Gross, 1998, 2001). Thustien regulation serves important
functions for individuals’ emotional well-being (ldte, 2009; Larsen & Prizmic, 2008;
Zautra, 2003). For example, the regulation of pasiand negative affect in a way that
positive affect outweighs the negative promotesstitesfaction of hedonic needs,
facilitates goal achievement, and optimizes ovgrsyichosocial functioning
(Fredrickson, 1998, 2001; Koole, 2009).

Drawing on Koole’s (2009) definition, the studyeyhotion regulation involves
the descriptive pattern of the instantaneous flbenotions. To capture the
instantaneous changes in human behaviors, dynasyisedms theory has been applied in
various fields in psychology, such as the develagmépsychomotor skills in infants
(Thelen & Smith, 1995) and properties of electregt@lography (Babloyantz, 1991).
Dynamical systems theory is an area in applied emagtics that employs differential
equations or difference equation in the studymktichanging phenomena (Luenberger,
1979). It assumes that the state of a system igea gime depends in part on the
previous state of the system (Boker & Nesselro2a@@2). The dynamical systems

approach has several advantages. First, the dyabsystems approach captures the state



of a system in the moment. Second, this approaahles the examination of the
changing relationships of various elements in éesyver time (Fogel, et al., 2008).
Third, the dynamical systems approach enables amgywguestions of within-person
variability across time. In particular, one applioa of the dynamical systems approach
to psychology is the study of self-regulating sgstesuch as emotion regulation (Boker
& Nesselroade, 2002). Using dynamical systems nimaglethis study captured the
systematic temporal patterns of emotional changessa a 30-day assessment period.

The third aspect of emotion regulation is the mction of the flow of emotions.
According to Koole (2009), emotion regulation takésce only when an unwanted
emotionally charged state occurs. In the presetysit was assumed that daily stressors
were associated with the occurrence of unwantediena experiences. | specifically
examined how individuals redirected their flow @ilgi emotions to return towards
equilibrium in response to daily stressors. | @gamined the role of individual
difference variables and age differences in the@eetion of the flow of emotions.

The working definition of emotion regulation adagfer this study focused on
individuals’ tendency to redirect their flow of etrams towards equilibrium in response
to daily stressors. This working definition is cmtent with the idea that individuals
engage in emotion regulation in response to enmerial demands (Gross, 1999). As
such, individuals change their immediate emotioeattions in a way to better meet the
perceived demands from the environment.

Emotion Regulation and Age
Across the lifespan, emotion regulation has be@sidered as an important

element in optimal psychological functioning. Ineoend of the age spectrum, emotion



regulation in children has been studied in relatmsocial competence and behavior
problems (Eisenberg & Fabes, 2006; Thompson, 1994he other end of the age
spectrum, emotion regulation in adults has beedliestiun relation to various
psychological health outcomes, such as conflialm®n (Charles, Piazza, Luong, &
Almeida, 2009) and well-being (Phillips, Henry, kgs& Milne, 2006). Although
emotion regulation plays an important role in p®jobical functioning across the
lifespan, emotion regulation may be increasinglpamtant with age. According to the
Socioemotional Selectivity Theory (Carstensen,deaétz, & Charles, 1999), as
individuals grow older, they are aware of the iasiagly limited time left in their lives
and become more selective in seeking out socialioalships that satisfy their emotional
needs. It is expected that emotional experiencdjdmg emotion regulation, improves
with age. Empirical findings show that older adgienerally reported higher positive
affect than young adults (Carstensen, et al., 2C0@rles, Reynolds, & Gatz, 2001).

Nevertheless, the notion that emotion regulatioproves with age needs to be
carefully evaluated for two reasons. First, asulised earlier, emotion regulation is
differently defined and measured by different resleers (Gross, 1999, 2008). Emotion
regulation is more than just feeling good. Emotiegulation involves the redirection of
emotional responses in response to environmentahdds (Gross, 2008; Koole, 2009).
The fact that older adults tend to report highesitpge affect than young adults is at best
partial evidence to support the notion that emotemulation improves with age. Second,
to say emotion regulation improves, a certain stash@s needed to compare different

levels or different types of emotion regulation.vitwver, a widely-agreed-upon standard



of emotion regulation does not seem to exist (€asstn, et al., 1999; Labouvie-Vief,
2003).

The present study gave a partial answer to questalated to the development of
emotion regulation in adulthood. Emotion regulati®ceonceptualized as the tendency
for individuals’ affect to return towards equiliom. Specifically, | examined emotion
regulation in terms of the tendency for affectéturn towards equilibrium in response to
daily stressors. Dynamical systems modeling wad tsexamine individual and age
differences in emotion regulation in the contextlaily stress. This study was limited
that results of age differences in emotion regotathay or may not resemble patterns of
age-related changes in emotion regulation acr@sadhlt lifespan. In addition, the study
sample consisted of relatively healthy individualpredominantly the European-
American origin. Findings may not be generalizablendividuals who have chronic
medical conditions or mental illnesses. Furthermbineings may have limited
generalizability to other cultural subgroups in teited States and to other cultures.
Significance of the Study

Emotion regulation in adulthood has been increggistudied over the last two
decades (Gross, 2008). However, results of emog¢igulation in adulthood are
conflicting, in part because emotion regulation hasn differently defined by different
researchers and has been measured in various Wegpresent study added to the
literature in two different ways. First, this stuelygamined emotion regulation using a
dynamical systems approach in a large age-heteeogsradult lifespan sample. Earlier
studies using the dynamical systems approach exah@motion regulation in age-

homogeneous samples of preadolescents (Hoeksmierfaas, Schipper, & Koot, 2007)



and older adults (Bisconti, Bergeman, & Boker, 2(dker & Bisconti, 2006). The
dynamical systems approach was also applied indy sif affect experience in young
and middle-aged heterosexual couples (Butner, Dnain& Hicks, 2007). Second, the
present study used daily diary data over a 30-dagssment period. Repeated
measurements of emotional experiences allowedxtmi@ation of the flow of daily
emotional experiences, rather than snap-shot ochiseng of emotions (Bolger, Davis, &
Rafaeli, 2003).
Summary

This study was designed to examine age differemcesiotion regulation using
the dynamical systems approach. The working dedsmibf emotion regulation adopted
for this study focused on individuals’ tendencyedirect their flow of emotions towards
equilibrium in response to daily stressors. Thiglgthad three objectives. First, using
dynamical systems modeling, | described the sejflatory pattern of positive and
negative affect. Second, | examined how individuetirected the flow of positive and
negative affect in response to daily stressorpahticular, daily stressors were assumed
to be associated with unwanted emotional expergeand individuals sought to redirect
the flow of emotions towards the equilibrium. Thitéexamined the role that individual
difference variables and age played in the redoecif the flow of positive and negative

affect in response to daily stressors.



CHAPTER 2
REVIEW OF THE LITERATURE

Emotion regulation is central to individuals’ enooial experience throughout the
lifespan. In infants and children, a large bodgtoidies has examined the influence of
intrinsic (e.g. temperament) and extrinsic fact{erg. caregiver support) on the
development of emotion regulation (Calkins & HHD07; Eisenberg & Fabes, 2006;
Holodynski & Friedimeier, 2006). Compared to stgdie children, studies of emotion
regulation in adults have a relatively short higtdtindings revealed that adults exert
some degree of influence in most emotions they mampee and express (Gross, 1998;
Gross & Thompson, 2007; Koole, 2009). Studies fdsad individual differences and
contextual effects on emotion regulation in ad(dtshn & Gross, 2007; Shaver &
Mikulincer, 2007). Furthermore, recent theoriestplage that emotion regulation
continues to develop throughout the adult lifes(@arstensen, Fung, & Charles, 2003;
Carstensen, Pasupathi, Mayr, & Nesselroade, 208lpwvie-Vief & Gonzalez, 2004;
Labouvie-Vief & Medler, 2002).

In the following, | will first review the pertineniterature on emotion regulation
in adults, with a particular emphasis on the cohezation of emotion regulation as a
self-regulatory process. Second, | will review tioatextual effects on emotion
regulation. Third, | will give a review on the redenterest in emotion regulation in the
lifespan development literature. Fourth, four tleical perspectives on emotion

regulation are presented and discussed. Thesadbeaoclude the Broaden-and-Build



Theory, the Dynamic Affect Model, the Socioemotib8alectivity Theory, and the
Dynamic Integration Model. Fifth, I will review theontextual and individual variables
examined in the present study, namely, daily shrsssieuroticism, self-concept
incoherence, and age. Finally, | will discuss tteamtage of using the daily diary
method in the examination of emotion regulation.

Emotion Regulation

Despite the recent growth of research in emoggulation in adults, the term
“emotion regulation” is ambiguous and is differgnised by different researchers
(Gross, 1999; Gross & Thompson, 2007). For instagemtion regulation can mean
“regulation by emotions,” which refers to how enoot regulate something else, such as
thoughts or behaviors. Emotion regulation can alsan “regulation of emotions,” which
refers to how emotions are themselves regulateds&;4.998). In the present study, |
used the term “emotion regulation” to mean the tftagjon of emotions.”

It is also important to note that beyond the gahemphasis on the modulation of
emotion-related experiences over time and acrtisatgins, researchers define and
measure emotion regulation in markedly differenysveDiamond & Aspinwall, 2003). A
common definition of emotion regulation is the exgece of a high level of positive
affect and a low level of negative affect (Chade€arstensen, 2007; Gross, 1998).
Erber and Erber (2000), however, questioned thengston that individuals are only
hedonistically motivated in how they manage theiogonal experiences. Despite the
importance of hedonic needs, the hedonistic apprdaes not account for the full range

of emotional experiences. For instance, when stsitngtional norms call for appropriate



emotional responding (e.g., when individuals attaridneral), individuals may down-
regulate their positive affect and up-regulaterthegative affect (Koole, 2009).

Some studies of emotion regulation have addressadea range of emotional
experiences than simply focusing on hedonistic se€drstensen and colleagues (2000)
examined poignancy — the co-occurrence of pos#the negative affect. Instead of
focusing on a high level of positive affect andw level of negative affect, poignancy
refers to the experience of both positive and negatffect at the same time. However,
these studies of emotion regulation share a conpnasiem, namely, that the
modulation in emotional experiences is not expli@ixamined. The levels and the co-
occurrence of positive and negative affect meathestate of emotional experiences, not
the modulation of emotion, either, the change fraora state to the next state of
emotional experiences. The examination of the feaall co-occurrence of positive and
negative affect may at best be indirect measuresnaition regulation.

According to Koole (2009), emotion regulation talgace only when an
unwanted emotionally charged state occurs (e.g.eXiperience of negative affect in
response to a stressor) and the study of emotguraton is to examine the temporal
unfolding of emotional responses from a less dbkreo a more desirable emotional
state. Individuals regulate the experience of eomstito increase, maintain, or decrease
their initial emotional states, in the attempt tog it closer to the emotional state that
they desire (Gross, 1998, 2001). For instance,t@aen and colleagues (2000)
operationalized emotion regulation as the mainteaaf positive affect to be higher than
individuals’ idiosyncratic means and the maintergaoicnegative affect to be lower than

individuals’ idiosyncratic means. These authorgligtt the probabilities of four
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conditions: (a) maintaining high positive statemirone measurement occasion to the
next; (b) maintaining low negative states from amsasurement occasion to the next; (c)
moving from low positive states to high positivatss; and (d) moving from high
negative states go low negative states. Studi¢sakea into account the temporal
component of emotional experiences, such as thdistand change in emotional states,
seem to give more valid measures of emotion reigulatompared to studies that
measure the levels and co-occurrence of emotioqedreences.

To study the temporal unfolding of emotional resges, Koole (2009) made a
distinction between emotional sensitivity and emotiegulation. When individuals
encounter an emotion-eliciting situation, indivitkigrimary emotional response (first
emotional reaction) and secondary emotional resdsequent emotional reaction)
may differ in valence and intensity. The primaryational response — how individuals
first react to an emotion-eliciting situation — mag/ termed emotional sensitivity. In
other words, emotional sensitivity refers to theetrof an emotional response. In
contrast, emotion regulation concerns the manageafe@motional experiences, such as
the primary emotional response. Thus, the secoretantional response may be termed
emotion regulation and refers to the offset of smo#onal response (Koole, 2009). Koole
(2009) also noted that emotional sensitivity ancdbeom regulation are fundamentally
distinct emotional experiences and may displayedsiit developmental trajectories.
Emotion Regulation as a Self-Regulating Process

One way to study emotion regulation and take attoount the temporal
unfolding of emotional experiences is to concepreatmotion regulation as a self-

regulating process (Boker & Bisconti, 2006; BokeN&sselroade, 2002; Carver, 2004;
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Diamond & Aspinwall, 2003). Self-regulation refeéosa specific kind of change to bring
a certain state in accord with a desired standastg@s, Baumeister, & Tice, 2009). Self-
regulating processes are prevalent in human betsavanging from the maintenance of
body temperature to goal-oriented behaviors (Forgfaal., 2009). For instance, body
temperature is regulated to be within certain ugpet lower thresholds and fluctuates
around the equilibrium at about &8. In the present study, emotion regulation was
conceptualized as a self-regulating process.

A self-regulating process involves the monitoririgh® current state of a system
and where information of the current state is useatljust future levels of the system
(Boker & Nesselroade, 2002; Carver & Scheier, 2008 cruise control system in
vehicles is an everyday example of a self-reguadgstem. The function of a cruise
control system is to maintain the constant speedwahicle. A cruise control system
works by monitoring the current speed of the vehi€lomparing the current speed to the
set speed, the cruise control system acceleragegetiicle when the current speed is
below the set speed. In contrast, the cruise closystem decelerates the vehicle when
the current speed is above the set speed. Thugelhae speed is maintained at the set
speed within certain upper and lower thresholdshénpresent study, | conceptualized
emotion regulation in terms of a self-regulatingteyn. Similar to a cruise control
system, it was assumed that individuals’ positive aegative affect fluctuate around
their own equilibrium. It was also assumed thatvigials monitor their positive and
negative affect and try to maintain their positarel negative affect at the equilibrium,

such that excessive departure from the equilibisiavoided.
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| examined the instantaneous flow of positive aedative affect in an adult
lifespan sample for 30 consecutive days. | usecuhycal systems model to capture the
ebb and flow of daily positive and negative aff&pecifically, | modeled the pattern of
the flow of daily positive and negative affect ugihe damped oscillator model (Boker &
Bisconti, 2006) and the coupled oscillators mo8elker & Laurenceau, 2006). A
damped oscillator model can be used to capturettarges in one self-regulating system
(Boker & Bisconti, 2006; Boker & Nesselroade, 2Q08)contrast, a coupled oscillators
model can be used to capture the changes in tioeggllating systems, such that
changes in one system may influence changes iothiee system. Details of modeling
the temporal pattern of positive and negative affalt be discussed in more detail in the
Method chapter.
Emotional Regulation and the Context

The context in which emotion regulation takes plaeeds to be taken into
account because individuals engage in emotion aéigualin response to environmental
cues and by drawing on certain resources (Gro€8)1€ontextual variables include
both environmental resources that enable emotignlagon and environmental demands
that challenge individuals’ abilities to regulabeir emotions. Individuals elicit context-
appropriate emotional responses, as a result gdeheeived demands and the resources
available from the environment (Gross, 1999; Ko2@®)9). In a laboratory study,
compared to the control group, individuals instedicto suppress their emotions during
film viewing were able to inhibit their facial ashmatic expressions of emotions. In
addition, individuals in the suppression and cdrdroups already showed different

physiological activities during the instructionarpod before film viewing. This showed
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that individuals prepared themselves to inhibitrteenotional expressions in accord to
environmental demands (Gross & Levenson, 1997).

The examination of contextual variables in adwtsiotion regulation, however,
is complicated by the fact that adults tend to heeertain extent of control over the
selection and modification of their immediate natistic environments. Contextual and
individual difference variables may not be eastéigded apart in studies of emotion
regulation in natural settings, as opposed to ooy studies, because individuals select
and modify their environments to fit their personaéds and goals. For instance,
evidence showed that stressful events have an tropaamotional experiences in both
natural and laboratory settings (Zautra, Reich,ifa&otter, & Nicolson, 2000). Whereas
the stressful condition in the laboratory was malafed by experimenters and randomly
assigned to participants, stressful conditionsatural settings were in part manipulated
by individuals themselves. Specifically, individsahay differ in how they are able to
avoid stressful situations (Almeida, 2005). Whestrass-eliciting event happens,
individuals may also differ in their appraisal bétsituation, which in part depends on
their psychological resources. Therefore, self-repbstressful events in naturalistic
studies represents a product of contextual vasadohel individuals’ resilience and
vulnerability factors (Almeida, 2005).

To empirically tease out the contextual variabke (stressors) in the stress
process in natural settings, Almeida (2005) noted the within-person approach used in
daily stress research allows the separation ofetfagively stable personality and
environmental variables from stressors, the timsging contextual variable. Stressors

are contextual variables that elicit stress. Intiast, stress is the psychological and
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physiological responses that individuals experignageaction to stressors. Thus, stress is
defined by the stimulus-response relationship timetstimulus or response alone
(Lazarus, 1993; Lazarus & Folkman, 1984). Usingwitain-person approach where
stressors are measured repeatedly over time, staglys research enables researchers to
rule out stable personality and environmental \deisas alternative explanations for the
effect of stressors on well-being (Almeida, 20@3ily stress research also enables the
examination of the effect of stressors on changasdividuals’ emotional lives over
time. This present study adopted the within-peiggproach and examined the effect of
the contextual variable, daily stressors, on emategulation in the natural setting.

Taking the perspective that emotion regulationsgl&regulating process, the
working definition of emotion regulation adopted ftbis study was the modulation of the
spontaneous flow of positive and negative affasthshat positive and negative affect
are redirected towards equilibrium and excessiyadare from equilibrium is avoided.
Emotion regulation was operationalized as the teaglef individuals’ affect to return
towards equilibrium. In addition, emotion regulativas studied in the context of daily
stressors. It was assumed that daily stressonssai@ly associated with an undesirable
emotional state. That is, daily stressful eventeevessumed to diminish a person’s level
of positive affect and to increase the level ofateg affect. Thus, emotion regulation
was examined in terms of the redirection of thevftd positive and negative affect in
response to daily stressors.
Emotion Regulation and Lifespan Development

Emotion regulation has increasingly become a topiaterest in adult

development and aging (Carstensen, et al., 200859:0998; Labouvie-Vief, 2003). As
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discussed earlier, indirect evidence measurindetels of positive and negative affect
indicates that emotion regulation may improve vaigie (Carstensen, et al., 2000;
Charles, Reynolds, & Gatz, 2001). However, few istsithave directly examined age
differences in the modulation of affect. One exmapts Carstensen and colleagues’
(2000) study that found older adults showed betteotion regulation than young and
middle-aged adults, as measured by the greatelitstalb high positive affect and low
negative affect. It is particularly perplexing tltaimpared to young adults, older adults
generally report better emotional experience assared by higher positive affect and
lower negative affect (Charles, et al., 2001; Medc2001), even though older adults are
at a higher risk for the development of health pgots and the loss of loved ones. Recent
studies in adult development and aging seek tdifgarsk and resilience factors in
emotional functioning across the adult lifespamggida & Horn, 2004; Ong, Bergeman,
Bisconti, & Wallace, 2006; Zautra, et al., 2000r khstance, Kessler and Staudinger
(2009) found that compared to young and middle-agkdts, older adults reported better
perceived emotion regulation under conditions ffailties. Perceived emotion
regulation is also found to be a resilience fastdhe maintenance of emotional
functioning in old age. Thus, it is important tcaexine age differences in emotion
regulation. In particular, direct evidence from the@mination of the modulation of
emotions, rather than perceived emotion regulat®oneeded to verify age differences in
emotion regulation.
Theoretical Perspectives on Emotion Regulation

Several theoretical perspectives have incorpornathdidual difference variables

and stress in research on emotion regulation iftadéome of these theories incorporate
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the lifespan approach and are particularly impartaithe speculation of the development
of emotion regulation across the adult lifesparesentheoretical perspectives are: the
Broaden-and-Build Theory, the Dynamic Affect Modek Socioemotional Selectivity
Theory, and the Dynamic Integration Theory. Itngortant to note that the definitions of
emotion regulation used in these theories largety$ on the levels of positive and
negative affect, rather than the modulation of fpasiand negative affect over time.

Broaden-and-Build Theory. The Broaden-and-Build Theory postulates that
positive and negative affect have distinct but clamgntary adaptive functions
(Fredrickson, 1998, 2001). The proper balancingasitive and negative affect is thus
essential to enable adaptive functioning and ematiwell-being. Specifically, the
Broaden-and-Build Theory conceives positive affecbeing more than a marker of
human flourishing. Indeed, positive affect is thbutgp produce flourishing by
broadening individuals’ thought-action repertoir@ssitive emotional experiences
expand individuals’ range of cognitions and behessiavhich enable individuals to build
on their physical, intellectual, and social resesrfTugade & Fredrickson, 2004). In
turn, the building-up of their enduring personaaerces enables individuals to better
cope with future stress and challenges.

In contrast, negative affect serves a differencfiom. Negative affect narrows
individuals’ momentary thought-action repertoirebjch may be beneficial at times of
threat (Fredrickson & Joiner, 2002; Tugade & Freldson, 2004, 2007). In a life-
threatening situation, the narrowed range of cagmstand behaviors channels
individuals to a quick and specific action for dirand immediate benefits (i.e., fight-or-

flight response). However, despite the benefits tlegative affect may bring, the
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cardiovascular and immunological reactivity assieclavith negative affect can be
damaging to health (Fredrickson, Mancuso, Branigahygade, 2000). Therefore, the
regulation of negative affect is necessary to na@mnand optimize overall functioning. In
particular, positive affect is demonstrated to utfdopotentially health-damaging
cardiovascular reactivity following negative afféEtedrickson, et al., 2000). Hence,
effective regulation of positive and negative affieessential to optimize individuals’
health and well-being (Fredrickson, 2000). Furthenenempirical findings have shown
that individuals differ in their ability to effeetely regulate positive and negative affect in
the face of stressful situations. For example Middials who tend to have higher overall
positive emotionality are also better able to b@uback from negative emotional
experiences (Tugade, Fredrickson, & Barrett, 2004).

In summary, the Broaden-and-Build Theory is maadncerned with the level of
positive and negative affect that individuals exgrere. Optimal emotion regulation is
conceptualized as the maintenance of a high Idyaebsitive affect and a low level of
negative affect. This theory focuses on how muditppe and negative affect individuals
have and elaborates on the effects of positivetéfie physical and psychological well-
being. In contrast, the Dynamic Affect Model, tleeend theory that guides the present
study, focuses on the structure of emotional egpegs and whether that structure varies
under different contextual circumstances.

Dynamic Affect Model. According to the Dynamic Affect Model (Reich, Zeayt
& Davis, 2003; Zautra, Potter, & Reich, 1998; Zau#at al., 2000), emotion regulation is
by definition influenced by contextual factors.darticular, the degree of association

between positive and negative affect is a funatibtine level of stress that individuals
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experience. When individuals experience a low @rage level of stress, positive affect
and negative affect are relatively independentesyst Under stressful situations,
however, individuals’ psychological resources, sasltognitive resources, are taxed.
Individuals need to identify and implement an adaptesponse to meet the demands
from their environment. Because the maintenande/ofseparate affect systems requires
more cognitive resources, the separate affectrmgstee merged to simplify response
options at times of stress, hence resulting ireatgr inter-relatedness of positive and
negative affect (Zautra, Potter, & Reich, 1998).

Findings from previous studies have supportedyreamic Affect Model. It has
been found that both life stressors (e.g. disghalitd bereavement in older adults) and
daily stressors (e.g. daily pain level in womenhwatthritis) have an effect on the degree
of association between positive and negative affgoecifically, a higher level of stress
has consistently been shown to be associated witth&r negative correlation between
positive and negative affect (Zautra, et al., 2008ytra, Smith, Affleck, & Tennen,
2001). That is, under conditions of stress, posiéind negative affect are not independent
anymore but show a pattern of inverse correlation.

In addition to the within-person variable (i.eessors), individual differences
have been identified in the degree of associateiwéen positive and negative affect in
response to stress (Tennen, Affleck, & Zautra, 2@@@itra, et al., 2001). Individuals
differ in their abilities to maintain two separatkbect systems at times of stress. In
particular, a study of women with fiboromyalgia faltihat formerly depressed and never-
depressed individuals differed in the degree ab@asion between positive and negative

affect in response to daily pain (Tennen, et &0&). Compared to individuals without a
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depression history, formerly depressed individsalswed a more highly negative
association between positive and negative affechore painful days. This means that
non-depressed individuals were better able to raginhe two independent systems of
positive and negative affect. In addition, a stoflywyomen with arthritis found that
individuals with greater mood clarity showed leserntap in their ratings of positive and
negative affect (Zautra, et al., 2001). In otherdsgo individuals who believe that they are
clear about how they feel are more likely to mamthe independence of positive and
negative affect. Therefore, these findings shoved individual differences such as
depression history and mood clarity predict indints’ maintenance of two independent
affect systems in response to stressful eventer@dividual difference variables, such
as neuroticism, which is a personality characterisiated to emotional instability, may
also predict the co-dependence of positive andtivegaffect.

Both the Broaden-and-Build Theory and Dynamic AffEheory address
individual differences in emotion regulation. Dynamffect Theory, in particular,
addresses the varying affect structure under e@iffiecontextual conditions, such as
varying stress and pain levels. However, theseth&ories do not address potential
developmental changes in emotion regulation adresadult lifespan. The
Socioemotional Selectivity Theory, the third thetgit guides the present study, focuses
on the developmental trajectory of emotion regafati

Socioemotional Selectivity Theory. The Socioemotional Selectivity Theory
focuses on the developmental changes in socias gmabss the adult lifespan
(Carstensen, et al., 2003; Carstensen, Isaacadvitharles, 1999). With increasing age,

individuals set different priorities in terms ofcsal goals because they are aware that
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their time left in life is increasingly limited. $m@l goals involve the motivation of getting
to know and getting along with people. Social gmadg/ be categorized into two broad
priorities, namely, knowledge acquisition and emotiegulation. In young adulthood,
knowledge acquisition takes priority over emotiegulation because young adults are
motivated to learn for their successful adaptatind functioning in the future. In
contrast, emotion regulation takes priority oveowtedge acquisition in older adults and
more generally, in individuals with limited fututiene perspective. As individuals age,
they set different priorities because they percénegr time in life is increasingly limited.
Older adults are aware of their increasingly shduture and realize that the emotional
satisfaction and meaning from interpersonal andectelationships have priority over the
possible gain in knowledge in the future (Carstanseal., 1999). Thus, emotion
regulation is expected to improve across the difettpan when individuals have
increasingly limited time. Individuals are expectedncreasingly seek to pursue
satisfaction and meaning in their social contadhayg age.

Empirical evidence has provided partial suppartiie Socioemotional
Selectivity Theory. Individuals tend to prioritieenotion regulation goals over
knowledge acquisition goals when they perceive ttiey have a limited amount of time
left (Carstensen & Fredrickson, 1998). Howevery@émall number of studies have
shown that the awareness of limited time leadsttebemotional experiences and
especially to better emotion regulation (Kesslest@udinger, 2009). Indeed, studies
have found that older adults tended to report higlsitive and lower negative affect
compared to young and middle-aged adults. Oldeltsadlso reported greater stability in

maintaining higher positive affect and lower negataffect (Carstensen, et al., 2000).
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Nevertheless, a recent study found that when fuiome perspective was directly
measured, the awareness of limited time did natipiréhe levels of positive and
negative affect (Kessler & Staudinger, 2009). ladigerceived emotion regulation was
a statistically significant predictor of emotioriahctioning.

In conclusion, the Socioemotional Selectivity Thepostulates that emotion
regulation improves with age because individuadsiacreasingly motivated to prioritize
their emotional goals over knowledge acquisitioalgavhen they perceive that their time
is limited (Carstensen, et al., 2003; Carstengeal, ,€1999). However, the
Socioemotional Selectivity Theory is limited to aglss what emotion regulation means
and what modes of emotion regulation are activeéiéadies in support of this theory by
far tend to associate better emotion regulatioh Wwigh level of positive affect and low
level of negative affect (Charles, et al., 200h)e Dynamic Integration Theory, the next
theory that | will review, gives a more detailed¢aent of two broad modes of emotion
regulation by describing their functions and cogeielements.

Dynamic Integration Theory. The Dynamic Integration Theory proposes that
effective emotion regulation involves two relativ@hdependent modes: affect
optimization and affect complexity (Labouvie-Vi€f)03; Labouvie-Vief & Medler,
2002). Affect optimization refers to individualdisty to maximize positive affect and
dampen negative affect. In the face of losses actired, affect optimization is an
automatic and relatively effortless response. Oddiits often display a remarkable
capacity to optimize their emotional experiencesriaximizing positive and minimizing
negative affect (Labouvie-Vief & Medler, 2002). Atft complexity, on the other hand, is

the ability to coordinate positive and negativeseffinto flexible and complex cognitive
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structures. It involves the coordination and syoairation of feelings in the present with
past and future feelings. The hallmark of affeahptexity according to Labouvie-Vief
(2003) is that it involves elaborate cognitive @ssing and requires considerable
cognitive resources. In other words, affect comipyeis integrally linked to individuals’
general cognitive processing capacities (Labouves-& Medler, 2002).

Individuals’ growth and decline in cognitive cajigs across the adult lifespan
potentially alters the degree of complexity of themnotional structures and experiences.
As individuals grow up through adolescence intodteehge, their cognitive skills
become more mature and they are able to experiranoe complex emotions. The
growth of affect complexity, however, abates irlatiddle adulthood and a significant
decline may occur thereafter (Labouvie-Vief, 2008)ross the adult lifespan, both affect
optimization and affect complexity are dynamicdihked and are complementary
criteria of effective emotion regulation.

Empirical findings have supported the differentiatand independence of affect
optimization and affect complexity. In a cross-sm@l study, these two emotion
regulation strategies emerged as two independergrdiions in principal components
analyses (Labouvie-Vief & Medler, 2002). Moreovwesults from longitudinal analyses
have supported the hypothesized developmental treafflect optimization and affect
complexity (Labouvie-Vief, Diehl, Jain, & Zhang, @0). Generally, affect optimization
has been shown to increase from young adulthoodddle-age with a subsequent
leveling-off. In contrast, affect complexity haselbeshown to increase from young
adulthood to middle-age and to decline thereaftab@uvie-Vief, et al., 2007; Labouvie-

Vief & Medler, 2002).
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Concluding remarks. These four theories and related empirical studée® h
painted the picture of emotion regulation in adodtti fairly broadly. Both individual and
contextual factors influence emotion regulation @nsl also reasonable to assume that
emotion regulation changes with age. However, @athese four theories has its
strengths and limitations. The Broaden-and-Buileédry (Fredrickson, 1998, 2001) and
the Dynamic Affect Model (Zautra, et al., 1998) le&acus on a distinct aspect of
emotional experience and take into account botiviealal and contextual factors in
emotion regulation. However, these two theoriemakoincorporate any aspect of
developmental reasoning and do not address howi@mragulation may change at
different stages of the lifespan. In contrast,3loeioemotional Selectivity Theory
(Carstensen, et al., 1999) and the Dynamic Integratheory (Labouvie-Vief, 2003)
have a lifespan focus but these two theories amgdd in the explanation of possible
individual differences in how emotion regulationyr@ange with age. Furthermore,
instead of seeing emotion regulation as a unidimeas construct, emotion regulation
may be conceptualized in different modes or alaffgrént dimensions. For example,
the Dynamic Integration Theory (Labouvie-Vief, 20@8oposes the distinction between
two modes of emotion regulation, namely affect mptation and affect differentiation
(Labouvie-Vief, 2003; Labouvie-Vief, et al., 2007Thus, it is important to draw on the
strengths of each of these theories in order te gimore complete picture of how
emotion regulation is achieved in adults and howtgn regulation may change across
the adult lifespan.

A major drawback of these theories is that thendeins of emotion regulation

do not focus on the modulation of positive and tiggaaffect explicitly. Instead,
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empirical studies drawing from these theories lgrggamined the state of emotional
experience such as the affect level and the dexfragsociation between positive and
negative affect. The present study built on thaseries and examined the effects of
individual difference variables, contextual varedland age on emotion regulation. This
study is innovative in that the dynamical systemgraach was applied to capture the
modulation of positive and negative affect in tbatext of daily stress. Emotion
regulation was operationalized as the tendencwffect to return towards equilibrium in
response to daily stressors. The first researchtqueaddressed whether positive and
negative affect showed a pattern of self-regulation
The Current Study

Overall, this study was guided by Almeida’s (206%del of daily stress
processes (see Figure 2.1). This model incorpocatetextual variables, individual
difference variables, and age into a conceptuabzaif daily stress that can account for
the substantial individual differences that areeotssd in stress and coping research. It is
important to examine the influence of these factoremotion regulation. For contextual
variables, | examined the effects of daily stressor emotion regulation. For individual
difference variables, | examined the effect of wéiaism and self-concept incoherence,
on emotion regulation. | also tested whether irdiiais of different ages differed in how
they regulated their emotions. The daily diary m€tfBolger, et al., 2003) was used to
examine the effect of time-invariant individualfdifence variables and time-varying
contextual variables on emotion regulation.

Theroleof daily stressors. Stress is a ubiquitous part of contemporary life. |

the history of scientific stress research thereldesgn a movement from studying stress
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Figure 2.1. Almeida’s (2005) model of daily stress process.
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and coping in the laboratory to studying these traots in real life settings (Lazarus,
1993; Lazarus & Folkman, 1984). Stress is the nesp®o environmental demands, i.e.
stressors, that individuals perceive as taxing ttesiources or threatening their well-
being (Cohen, Kessler, & Gordon, 1995; Lazarus &ian, 1984). In particular, daily
stressors are defined as unexpected challengedisinapt day-to-day living (Almeida,
2005). Daily stressors cause tangible interruptioreseryday life that may be
detrimental to individuals’ emotional experienca drealth in the long run (Almeida,
2005; Almeida, Wethington, & Kessler, 2002; BolgeSchilling, 1991; DelLongis,
Folkman, & Lazarus, 1988). Compared to major lifessors, daily stressors may seem
to be minor disturbances. However, daily stressocsir more frequently than life
stressors and may pile up over days to createspensiirritation and distress (Almeida, et
al., 2002; Lazarus & Folkman, 1984). Empirical @ride shows that daily stressors have
a negative effect on emotion regulation (MroczeRl&neida, 2004; Stawski, Sliwinski,
Almeida, & Smyth, 2008; Zautra, et al., 2000). Emample, daily stressors concerning
relationships and work increase individuals’ expece of negative affect (Mroczek &
Almeida, 2004).

In addition, evidence shows that individuals diffetheir exposure to daily
stressors and responses to stressors (Almeida; 20@Bida & Horn, 2004; Bolger &
Zuckerman, 1995; Folkman, Lazarus, Pimley, & Nokad®87; Larsen & Prizmic,
2008; Mroczek & Almeida, 2004). Older adults arsslérequently exposed to daily
stressors, compared to young and middle-aged aduiteeida & Horn, 2004; Folkman,
Lazarus, Pimley, & Novacek, 1987; Stawski, et2008). Adults of different ages also

tend to experience stressors from different dom&asinstance, older adults report
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more stressors in the health domain than youngraddle-aged adults (Hay & Diehl,
2010). In terms of responses to stressors, indaigigher in neuroticism tend to react
more negatively to daily stressors (Mroczek & Ald®i2004). In other words, more
neurotic individuals are prone to poorer emotigyutation and react more negatively to
daily stressors, compared to their less neurotimt@yparts. Taken together, the
examination of emotion regulation benefits from timelerstanding of individual
differences in the interplay between daily stressod daily affect. The second research
guestion addressed whether and how daily stregsmesassociated with emotion
regulation.

Therole of neuroticism. Personality has been widely examined as an indaidu
factor to predict behaviors and other psychologicatomes. In particular, personality
traits are the psychological properties individyadssess that explain individual
differences in their consistent patterns of thosgfaelings, and behaviors (Allport, 1937;
Cattell, 1965; Goldberg, 1981; McCrae & Costa, 199%3). The Big Five Theory of
personality (McCrae & Costa, 1995, 2003), for exEmpostulates that individuals differ
in five basic personality traits, namely, Neuratioi Extraversion, Openness to
Experience, Agreeableness, and Conscientiousnddhainthese five personality traits
account to a large extent for how individuals behav

Personality traits are important because theyohte to a good extent how
individuals perceive and experience the world adotlvem. Empirical evidence
consistently shows that neuroticism plays an ingrdrtole in explaining individual
differences in how people manage stress (Bolgecl8iligg, 1991; Gross, 1998, 1999).

Specifically, neuroticism accounts for individualeshdency of adopting different
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strategies of emotion regulation (John & GrossA20Mdividuals low in neuroticism,
for example, were more likely to positively reappeatheir emotional experiences than
individuals high in neuroticism. Furthermore, reagpgal — changing the way how one
thinks about the emotional events — was a healtigtien regulation strategy that was
associated with a decrease in both the expresam®xperience of negative emotions
(John & Gross, 2004). Thus, neuroticism is gengadbkociated with the ineffective use
of emotion regulation strategies.

In addition, neuroticism may lead to poor emotiegulation through three
mechanisms, namely stress exposure, stress régciind a mechanism unrelated to
environmental events (Bolger & Schilling, 1991).dEi neuroticism may increase
individuals’ exposure to stressful situations. gsandaily diary design, Bolger and
Schilling (1991) found that individuals higher isuroticism reported a greater number
of daily stressful events across a six-week pefitals, neuroticism was associated with
a higher level of daily stress, which may haverapact on emotion regulation. Second,
neuroticism was found to be associated with stesstivity (Bolger & Schilling, 1991).
Findings showed that individuals higher in neutistit became more distressed than
individuals lower in neuroticism when stressful mtgeoccurred (Bolger & Schilling,
1991). Thus, neuroticism tends to be associatdd ingffective management of emotions
in dealing with stressful situations. Third, neuwsim was shown to lead to distress
directly, even in the absence of environmentabkstes. Findings showed that about 60%
of the neuroticism-distress relationship was notlisted by daily stress (Bolger &
Schilling, 1991). In other words, neuroticism hasuastantial direct effect on emotional

experiences, which is not explained by the vanmaitiodaily stress. Taken together,
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neuroticism appears to be a risk factor in emotégulation via different mechanisms,
including stress exposure, stress reactivity, adulegt effect on distress. The third
research question of this study was to examinehenetnd how neuroticism was
associated with emotion regulation.

Therole of self-concept incoherence. Another personal risk or resilience factor
may be the representations that individuals hottbathemselves. In particular, how
such representations are structurally organized affagt whether the self-concept serves
an adaptive or maladaptive function. Although cqgrie@nd terminologies associated
with the self-concept are plentiful and diversethis study, the terms “self-concept” and
“self-representations” are used interchangeabbletwte the attributes and characteristics
of the self that the individual is able to consaiguacknowledge (Diehl, 2006; Harter,
1999). As several theorists have pointed out (Caathpdt al., 1996; Higgins, 1996;
Markus & Wurf, 1987), a person’s self-concept cetssof a collection of general and
context-specific representations about his or tatst beliefs, values, and memories
about the self. Self-representations serve thetagafpinction of self-regulation to meet
the demands of the physical and social environrfiéiggins, 1996; Markus & Wurf,
1987). Self- representations are important for ustdading the self as an adaptive
resource in adult development because individuglaroze and reorganize their self-
knowledge in the face of age-related challengesi{D& Hay, 2007; Greve & Wentura,
2003). In particular, individuals’ self-represemat are increasingly conceptualized as a
knowledge structure that serves as a psycholomealurce for coping with life stress

and developmental challenges in adulthood (Braadtst & Greve, 1994; Diehl & Hay,
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2007; Higgins, 1996). Thus, this study examinedtiwiean incoherent self-concept
poses a risk factor with regard to emotion regafain response to daily stressors.

Specifically, the structural organization of a jer's self-representations
influences how self-relevant information is pro@sand may moderate important
psychological outcomes (Diehl & Hay, 2007). Theibassumption is that different
structural organizations of self-representatiomsaamsociated with different ways of
processing self-relevant information and, in twvith different adaptive or maladaptive
behaviors. For instance, self-concept incohereasebken found to be associated with
stress and coping in adulthood (Block, 1961; Digdl6; Diehl & Hay, 2007). Self-
concept incoherence is defined as an individuahsléncy to have self-representations
that are very different across social roles andeoda (Donahue, Robins, Roberts, &
John, 1993). Thus, self-concept incoherence isdicator of having a divided and
fragmented sense of self.

From a developmental perspective, individuals shovincreasing differentiation
into role-specific multiple selves from childhodddugh adolescence and young
adulthood (Diehl & Hay, 2007; Harter, 2006a, 2006bis thus a developmental task that
adults need to coordinate their multiple selves amtoherent sense of self. Empirical
findings have suggested that self-concept incolverenmiddle adulthood is associated
with poorer adjustment 30 years ago (Donahue, e1293). In particular, in a sample of
middle-aged women, self-concept incoherence waisiyelg correlated with concurrent
maladjustment and a long-term history of maladjesthfDonahue, et al., 1993). Using
cross-sectional data, women with higher self-concemherence at age 52 reported

higher neuroticism and lower well-being. In additiosing longitudinal data, women
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with greater self-concept incoherence at age 52aHadtory of maladjustment and
emotional distress throughout their adulthood. Carag to women with lower self-
concept incoherence at age 52, women with highecsecept incoherence displayed
higher levels of neuroticism, anxiety, and dep@san their early 20s. Higher self-
concept incoherence was also associated with resatisfaction, more frequent role
changes, and a less stable relationship histocyy as divorce. This pattern of
maladjustment remained through ages 27, 43, aridr38ese women with a more
divided sense of self (Donahue, et al., 1993) diditeon, greater self-concept
incoherence has been shown to be associated hlerhaverage negative affect and
greater vulnerability to daily stressors (Diehl &y{ 2007).

In a cross-sectional study using a lifespan sanapteirvilinear association
between age and self-concept incoherence was fdietl, Hastings, & Stanton, 2001).
In general, for both young and older adults, a érdavel of self-concept incoherence
was associated with lower psychological well-beiRige effect of self-concept
incoherence on psychological well-being, howevexrs woderated by age. Specifically,
the negative association between self-concept gresite and well-being was
significantly stronger in older adults than in yguedults (Diehl, et al., 2001). Thus, self-
concept incoherence appears to be a risk factbrnegard to psychological well-being
with a stronger negative effect on older adultsrédoer, these findings also suggest that
self-concept incoherence may represent a risk fadten individuals are confronted
with daily stress. Thus, the fourth research qoastiddressed whether and how self-

concept incoherence was associated with emotiaratgn.
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Theroleof age. The role that age plays in emotion regulation remaomewhat
ambiguous and not well understood. On the one hageljs associated with age-related
losses such as cognitive decline, health problam$ changes in social network. With
increasing age, these age-related losses maydeadre stress and in turn, may also
erode individuals’ coping resources, thus leadmgdorer emotion regulation. On the
other hand, age tends to be associated with liffem@ences and less frequent stressful
events (Almeida & Horn, 2004; Stawski, et al., 20@&ich may be associated with
better emotion regulation. Consistent with the 8ewiotional Selectivity Theory
(Carstensen, et al., 2003; Carstensen, et al.,),188fbtion regulation is expected to
improve with age because as individuals grow oleemtion regulation takes priority
over knowledge acquisition. Individuals increasyngiin satisfaction in their social
interactions and forego the possible gain in kndgée Empirical findings have generally
supported the positive association between agemradion regulation. For example, in a
longitudinal study (Charles, et al., 2001), indivédk increasingly reported higher
positive affect over 23 years. This suggests,a#tla part, that emotion regulation
improves as people grow older. In addition, resiutimn two daily diary studies (Neupert,
Almeida, & Charles, 2007; Stawski, et al., 2008)wb&d that emotion regulation was
better in older adults than in middle-aged and goadults. Both studies found that
compared to young adults, older adults reactedily dtressors less negatively.
Furthermore, compared to young and middled-agetisadider adults showed that they
experienced longer lasting positive affect and nil@eting negative affect (Carstensen,

et al., 2000). Taken together, age appears todoeiated with better emotion regulation.
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Consistent with previous findings, the fifth resgraquestion was to examine whether
and how age was associated with emotion regulation.
Advantages of the Daily Diary Method

Compared to traditional cross-sectional desigrespresent study capitalizes on
the advantages of the daily diary design for stoglyhe processes of emotion regulation.
The daily diary design has several strengths (Bagal., 2003). First, emotion
regulation is by definition a process of changeatlif, emotion regulation is a process
that unfolds over time and is motivated by indiatil desire to change from one
emotional state to another. Thus, in the contextadlly diary studies, the repeated
measures of daily affect and stressors allow @ettamination of within-person
variations over time and (b) the examination ofvidiial differences in their within-
person variations in daily affect and stressorsn@tla, 2005; Almeida, Wethington, &
Kessler, 2002; Bolger, et al., 2003).

Second, compared to laboratory studies, informatimtained by daily diary
studies better approximates individuals’ real-&fgeriences (Almeida, 2005; Bolger, et
al., 2003). Findings from the examination of nallyraccurring stressful events and the
accompanying affective experiences provide greatelogical validity than findings
from studies that artificially create stress ardlice affective experiences in the
laboratory.

Third, daily diary studies purportedly allow maecurate assessment of stressors
and affective experiences because this researgndesiuces retrospective recollection
bias (Bolger, et al., 2003). Compared to convemiioesearch methods that ask

participants to retrospectively recall their expades over weeks, months, or years, the

34



daily diary method enhances the accuracy of indiaist account of experiences by
minimizing the reliance on the participants’ memofyheir experiences over a longer
period of time. Thus, a daily diary study of affactd stress is appropriate to examine
individual and contextual differences in emotiogukation.

Fourth, in terms of stress research, daily ditugliss also permit the examination
of accumulative processes (Bolger, et al., 2008 fepeated measurement of daily
stressors allows the examination of how emotiorpedaences unfold from one state to
the next. It also allows the examination of howiwilials may differ in their adaptation
to stress over time. Thus, the daily diary methad awdopted in the present study to
capture the ebb and flow of positive and negatffechas they unfold in the context of
daily stressful events.

Summary

Review of the literature indicates that reseantlemotion regulation can
contribute to understanding how emotional functignis maintained in adulthood.
Several theoretical perspectives have providedmising conceptual framework for
further research on the contextual effect and idd& differences on the development of
emotion regulation across the adult lifespan.

Several major issues have been identified thad fia¢her research. First,
emotion regulation is by definition a process adge in affective experience.
Statements on the development of emotion regulaiémd to be based on direct
measures of emotion regulation that capture th@doeah pattern of emotional changes,
rather than indirect static measures of emotiorpégences. However, with a few

exceptions (Bisconti, et al., 2004; Carstensea|.e2000), assessment of emotion
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regulation tends to focus on the state of emotierpkriences, instead of the modulation
of affect over time. Second, research on emotignlegion needs to take into account the
context in which emotional experiences unfold. Wdlials engage in emotion regulation
in response to environmental demands and may omoiagpply situation-appropriate
emotional responses. However, except for some dangr studies (Gross & Levenson,
1997), the contextual effects on emotion regulakiave not been examined. In contrast,
naturalistic studies that take into account contaixé¢ffects of daily stressors focused
only on emotional states, and not the modulatioenobtional experiences (Zautra,
Affleck, Tennen, Reich, & Davis, 2005). Third, efte of individual difference variables,
such as personality, have been identified in e\arymotional experiences (Bolger &
Schilling, 1991). However, it is unsure whethersgnendividual differences also have
impact on emotion regulation, measured in ternth®@imodulation of emotions. Thus, it
is important to examine the interplay of individul#ference variables and contextual
factors on emotion regulation.

The present study built on the past studies anthe emotion regulation as a
self-regulating process using the dynamical syst@ppsoach (Boker & Nesselroade,
2002). | examined the effect of daily stressorgpmtion regulation. Individual
differences in emotion regulation in terms of neéwrsm and self-concept incoherence

were examined. | also examined age differencesiotien regulation.
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CHAPTER 3
STATEMENT OF OBJECTIVES

The present study used a daily diary design tonex@emotion regulation for 30
consecutive days. The objectives of this study wereefold: (a) To examine the self-
regulatory pattern of positive and negative aff@a};to examine the effect of daily
stressors on emotion regulation; and (c) to exammdieidual and age differences in
emotion regulation. These objectives are descHigbolv in more detail.
Self-Regulation of Positive and Negative Affect

The first study objective was to determine whethesitive and negative affect
showed a systematic pattern of self-regulation.ddyical systems modeling was applied
to summarize the affect time series of the 30-dsgssment period. Emotion regulation
was conceptualized as the tendency for daily p@sédind negative affect to return
towards individuals’ equilibrium. | expected thhetself-regulatory pattern of positive
and negative affect would be captured using thepgahoscillator model. | also expected
that the coupled oscillators model would captueerdgulatory effect of positive affect
on negative affect, and vice versa.
Daily Stressors

The second study objective focused on the exammaf the effect of daily
stressors on emotion regulation. Based on priaared findings (Almeida, 2005; Bolger
& Schilling, 1991), | expected that daily stressasuld show an effect on emotion

regulation. Prior studies reported that daily stoes were associated with an increase in

37



negative affect (Neupert, Aimeida, & Charles, 200¥wever, research did not give any
guidance which direction the effect of daily stgsswould be, i.e. whether affect would
move towards or away from equilibrium. Therefordid not hypothesize any specific
direction of the effect of daily stressors on emotiegulation. | hypothesized that daily
stressors were associated with the tendency fectatd return towards equilibrium.

Hypothesis 1: Daily stressors are associated evitbtion regulation, the tendency
for affect to return towards equilibrium.
Individual and Age Differencesin Emotion Regulation

The third objective concerned the examinatiomdividual and age differences
in emotion regulation. For individual differencégxamined the effects of neuroticism
and self-concept incoherence on the tendency fectao return towards equilibrium in
response to daily stressors. | hypothesized tlea¢tiect of daily stressors on emotion
regulation was stronger in individuals higher iurggicism and self-concept
incoherence. | also examined the interaction efféself-concept incoherence and age
on emotion regulation. | hypothesized that selfegpmt incoherence had a stronger effect
on the effect of daily stressors in older adulentin young adults.

Hypothesis 2: The effect of daily stressors on @onaegulation is stronger in
individuals higher in neuroticism.

Hypothesis 3: The effect of daily stressors on @onaegulation is stronger in
individuals higher in self-concept incoherence.

Hypothesis 4: Self-concept incoherence and agamasteraction effect on the

effect of daily stressors on emotion regulationmpared to young adults, self-concept
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incoherence has a stronger effect on the effedaiby stressors in emotion regulation in
older adults.

| also examined the effect of age on emotion &g, Drawing on results from
previous studies (Carstensen, et al., 2000; Chaated., 2001), | expected that age
would show a positive effect on emotion regulati®pecifically, compared to young
adults, the effect of daily stressors on emotigulation was expected to be weaker in
older adults.

Hypothesis 5: Age has a positive effect on emategulation. The effect of daily

stressors on emotion regulation is weaker in cddiedits than in young adults.
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CHAPTER 4
METHOD

The study methods are presented in the followivg $ections. First, | will
describe the context and research design of tteeptstudy. Second, a description of the
study sample will be provided. The third sectioagants a description of the testing
procedures and the fourth section provides a desgmmiof the measures used in the
study. Finally, the statistical techniques usethia study will be described.
Design

The present study was part of a larger projedherexamination of daily stress
experiences across the adult lifespan. Using & daty design, participants recorded
their daily stressors and affect for 30 consecufiags. The daily diary design has several
advantages. The first strength is its ability tarettterize temporal dynamics (Affleck,
Zautra, Tennen, & Armeli, 1999; Bolger, et al., 2R0rhe daily diary design allows the
examination of within-person and between-persorafbdity of ongoing psychological
processes as the processes unfold over time. Sedaihddiary data are collected as the
psychological processes unfold in real-life sesingther than laboratory settings, thus
providing greater ecological validity. Comparedaboratory studies, findings from daily
diary studies may be more readily generalized tarabsettings. Third, the daily diary
design minimizes the biases introduced by retraspgereporting (Bolger, et al., 2003).
Stress and affect experiences are recorded a®tuey, thus reducing inaccuracy as a

result of recall bias over a relatively long perafdime.
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The daily diary design also has its limitationssf; observational studies of
within-person processes as they occur naturally naay limited internal validity. That
is, conclusions of causal relationships betweefedint variables in observational studies
may be compromised because the variables in questeonot subject to manipulation as
in controlled experiments. Thus, examinations afseh effects are limited in daily diary
studies (Bolger, et al., 2003). Second, participané observed over a relatively long
period of time in daily diary studies. This reqgirelatively more time commitment from
participants and may lead to several problems ihggaant recruitment and retention.
First, the greater time commitment may pose morddns on participants, which, in
turn, may lead to poorer participant complianceddd, the greater time commitment
may result in a highly selected group of particisgaonsequently, findings from daily
diary studies may not be readily generalizabletb@opopulations. Third, compared to
conventional experimental studies, the time commttmequired from participants in
daily diary studies may lead to more missing dathatrition, if no proper precautions
are taken to carefully monitor participants.

Despite these limitations, the daily diary methddves the examination of
within-person changes over time, and individualedénces in these within-person
changes. Therefore, the daily diary method is weited for the purpose of the current
study in the examination of within-person daily gimoal experiences, and individual
differences in these within-person changes of emneti
Participants

The sample consisted of 120 men and 119 womenmgmgiage from 18 to 89

years M = 49.6 yearsSD = 19.6 years). Participants were recruited from-eounty
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area (Alachua, Columbia, and Marion County) in R&entral Florida using a mix of
sampling procedures (i.e., 25% through random digiing, 25% through letters of
invitation to alumni of a major university in Flda, 45% through newspaper
advertisements and flyers, and 5% through a reérgrmommunity). Because the focus
of the study was on healthy, community residinglsdindividuals were screened out for
any major sensory impairments, concurrent depreseiohistory of mental illness and
substance abuse (e.g., alcoholism or drug addjctRarticipants also had to be
physically able to come to the testing locatiord have adequate cognitive ability to
complete the study protocol. The study’s eligipittiteria were established during a
screening interview.

To ensure an even distribution of age, participamse recruited from three age
groups: young adults(= 81; age range 18-39 years), middle-aged aduks31; age
range 40-59 years), and older adutts=(77; age 60 or older). Gender was evenly
distributed within each age group. Eighty-eightogeit of the participants were
Caucasian, 9% were African American, and 3% wespé&hic. All participants spoke
English as their primary language. On averageigyaants reported 16.3 years of
education D = 2.9 years) and 62% had a college degree or hihe median reported
income was $35,000 — $50,000. Most of the youndtadr2.8%) were single, whereas
most middle-aged (65.4%) and older adults (62.3%ewnarried. The young adults
were approximately evenly divided between those whrte employed (full- or part-
time) and those who were students, whereas therityaph the middle-aged adults were
employed and the majority of the older adults wet&ed. Participants described

themselves as being in good healh< 5.20,SD = .83; 1 =very poor; 6 =very good)
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and being satisfied with their livesl(= 4.64,SD = .72; 1 =extremely unhappy; 6 =
extremely happy). The three age groups did not differ from eadteotn subjective
health,F (2, 236) = .23p > .05, and life satisfactioh (2, 236) = 2.37p > .05. In
contrast, the three age groups differed from ed#lobron mean positive affedg, (2, 236)
=5.71,p< .01, and mean negative affe€t(2, 236) = 12.98p < .001, across the 30-day
assessment period. Using Tukey’s Honest Signifibaifiérences test with 95% family-
wise confidence level, results indicated that yoadglts had a significantly lower level
of positive affect compared to middle-ag®dl difference = 2.48p < .05) and older
adults M difference = 3.32p < .01). Similarly, results showed that young adbld a
significantly higher level of negative affect thamddle-aged ¥ difference = 1.40p <
.01) and older adult$ difference = 2.02p < .001). The three age groups also differed
in their within-person variability in daily posigvand negative affect. The standard
deviation was calculated for each individual’'s ggibsitive and negative affect. Using
Tukey’s Honest Significant Differences test witl®%amily-wise confidence level,
results indicated that older adulfX= 4.37) showed less within-person variability than
young adults$D = 5.34) in daily positive affecp(< .01). Compared to young adul&(
= 3.26), both middle-age®D = 2.53) and older adultSIp = 2.00) also showed less
within-person variability in daily negative affeggt< .01 ando < .001 respectively).
Additional information is presented in Table 4.1.
Procedure

Participants first attended a 2 to 3 hour indigidoaseline session. Most
participants completed the session at the Adultelgment and Aging laboratory on the

campus of the University of Florida. A subset aferladultsif = 16) completed their
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Table 4.1

Means and Standard Deviations of Affect, Subjective Health, and Life Satisfaction

Young adults Middle-aged adults Older adults

(n=81) (n=81) (n=77)
M D) M D M S D)
Mean positive affect 25.24 6.21 27.71 6.28 28.56.84
Mean negative affect 13.96 2.89 12.56 2.37 11.92.38
Subjective health 5.15 .76 5.23 .86 5.21 .89
Life satisfaction 4.59 74 4.54 .78 4.78 .62

Note. M represents mean a represents standard deviation.
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testing at the retirement community in which thegided. The day following the baseline
session, participants began 30 consecutive daslgsasments, consisting of an evening
phone interview and a diary. Both baseline sessaaoksdaily phone interviews were
conducted by trained research assistants. The diallies were self-administered and
participants completed diaries each evening atequpately the same time.

Participants were instructed to mail the diarieprie-paid envelopes the day immediately
following completion. Through close monitoring cugidata collection, including
monitoring of the time elapsed from diary completio receipt of diaries, checking
postal date stamps, cross-checking informationigealin the diaries with information
obtained during daily interviews, and following with all participants who did not

return their diaries in a regular and timely manmex determined that participants who
failed to complete the majority of their dairiesesf failed to follow the study protocol
when they filled out diaries. That is, these induals either completed their diaries late
and/or completed multiple diaries on the same day.

Thus, to ensure that the sample consisted of gaatits who followed the
prescribed study protocol and provided daily daténe correct manner, only participants
who completed a minimum of 24 interviews and 24id&(80%) in the 30-day period
were included in the final sample. As a resultpd8icipants were excluded from
analyses due to insufficient daily data. In additione participant was excluded because
of missing data on a key measure used in this sility final sample included 239
participants.

Participants who were excluded were compared teetiothe final sample on a

number of baseline measures. In comparison tartaédample, participants who did not
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complete the study protocol were yound€f,, 282) = 8.10, and rated themselves in
poorer healthi=(1, 282) = 8.10, botp’s < .01. They also exhibited scores indicative of
poorer psychological well-being (PWB) on a numblemeasures assessing positive and
negative dimensions of PWB, including the CenteEpidemiological Studies
Depression Scale (Radloff, 197F)1, 282) = 13.60p < .001, the negative affect
subscale of the Positive Affect and Negative Affécale (Watson, Clark, & Tellegen,
1988),F(1, 282) = 11.00p < .001, and the Self-Acceptance and Purpose & Lif
subscales of the Scales of Psychological Well-b@f, 1995),F(1, 282) = 5.10 and
F(1, 282) = 4.10, both’s < .05, respectively. Participants who were eaelly however,
did not differ from those in the final sample oe dverage number of stressors they
experienced per day.

The 239 participants were in the study for a tofa@,941 days (an average of 29
days of data per persof) = 1.44 days, range = 23 to 30 days). Given thé&/aoa
strategy (see below), the first- and second-ordewrdtives of the time series of positive
and negative affect were estimated using the 6J@4% of data. The estimation of the
first- and second-order derivatives of the affeuetseries resulted in 5,625 days of data.
Only days with complete data on all measures @fr@st were included in the analyses.
Thus, the presented analyses were based on 5,480 fldata.

Measures

Measures administered during the baseline sessg@ssed a variety of
sociodemographic and personal information, inclggiarticipants’ self-concept
incoherence and selected personality traits. O@ilyne interviews assessed positive and

stressful events participants experienced thatMagpsures included in the daily diaries
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assessed physical, emotional, and cognitive spatEipants experienced on a day-to-
day basis.

Positive and negative affect. Each day, participants completed the Positive
Affect and Negative Affect Schedule (PANAS; Watsenhal., 1988). The positive and
negative affect subscales each consists of 10 iteatslescribe affect states such as
feeling cheerful or relaxed, and angry or distrds&ositive Affect (PA) reflects the
extent to which a person feels enthusiastic, actind alert. High PA is indicative of a
high energy level, full concentration, and pleable@ngagement, whereas low PA is
indicative of sadness and lethargy. In contragatiee affect (NA) is a general
dimension of aversive mood states such as angaieropt, disgust, guilt, fear, and
nervousness, with low NA being a state of calmm@essserenity.

Respondents indicated how often they had expernktiase affective states
during the past 24 hours on a 5-point scale y&ry dightly or not at all; 5 =extremely).
Daily subscale scores range from 10 to 50. The P8MAs high internal consistency and
test-retest reliability (Watson, et al., 1988)thrs study, | estimated the internal
consistency coefficients on th&,515", and 25 day of measurement. For positive affect,
Cronbach’'su = .92, .93, and .94, respectively. For negativecaf the resulting
coefficients were respectively .84, .87, and .89 capture reliability in the longitudinal
sequencelk, was calculated (Laenen, Alonso, Molenberghs, &déeugden, 2009).
Rx was .98 for positive affect and .96 for negatiffec across the 30-day scores.

Neur oticism. Neuroticism was assessed using the Neuroticisncaléef the
NEO Five-Factor Inventory (Costa & McCrae, 1992;,dEFI). The Neuroticism

subscale consists of 12 items which are rated®paint scale (0 Strongly disagree to
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4 =Srongly agree). Higher scores indicate higher neuroticism. Naaism is a
personality trait characterized by emotional insitgtand experiences of negative
emotional states. Individuals who score high orroigeism tend to experience higher
levels of negative emotions and have frequent nsvadgs. In contrast, individuals who
score low on neuroticism tend to experience lovelewf negative emotions and are
emotionally stable. The reliability and validity thfis scale have been established in
various studies (Costa & McCrae, 1992; McCrae &t&€02003). The internal
consistency of the scale was high in the presendygiCronbach’s. = .85).

Self-concept incoher ence. Participants’ level of self-concept incoherence was
assessed using Block’s (1961) self-concept diftemgaon (SCD) index. Self-concept
incoherence refers to the degree of coherencdinictuals’ beliefs of who they are in
different social roles. Individuals who score higherms of self-concept incoherence
tend to view themselves acting and thinking veffedently across social roles. In
contrast, individuals with low self-concept incofiece tend to report that they act and
think relatively consistently across social rolearticipants rated on an 8-point scale (1 =
extremely uncharacteristic; 8 =extremely characteristic) how characteristic 40 self-
attributes were of their true self and of themselvefour social roles: with their family,
spouse or significant other, a close friend, aritbagues. Each participant’s set of
ratings were correlated and the resulting 5 x Betation matrix was subjected to a
within-person principal components analysis. The first principaiponent extracted
represents the variance shared across the fiveegglsentations. The SCD index was
calculated by subtracting the shared variance ftd. Thus, the SCD index represents

the proportion of variance that is not shared leyfite self-representations and higher
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scores indicate greater self-concept incoherene r&liability and criterion validity of
this index have been established in a number dietyDiehl, et al., 2001; Donahue, et
al., 1993).

Daily stressors. Each day during their phone interviews, particisasdmpleted
the Daily Inventory of Stressful Events (DISE; Almeida, Wethington, & Kessler, 2002).
The DISE is a semi-structured interview used tosueastressor exposure in everyday
life. Stressors are events that tax a person’sxgosources and challenge the person’s
adaptation. The DISE was developed on a nationafiyesentative sample of adults aged
25 to 74 years. The DISE consists of seven stestouns assessing the occurrence of
stressors, including having or avoiding argumeasmsyell as stressors that occur in
various domains of life (e.g., at work/school/vdkering, in personal health). The
number of stressful events participants experiereath day was summed to create an
index of daily stressors. Scores can range fromQ with higher scores indicating a
greater number of stressors. Participants alsd esieh daily stressor in terms of its
stressfulness on a 4-point scale (Aotat all stressful; 4 =very stressful).

Participants reported experiencing no stressorbém of the days and 1 or more
stressors on 55% of the days. The median numbsressors experienced per day was 1,
the mean number of stressors experienced per dapwa 8D = 0.82; range: 0 — 6).

The correlation between number of stressors aedssintensity was .94, indicating high
collinearity between these two variables. Stregmsity was used as the variable of
interest. Stress intensity was calculated by sumgrttia intensity ratings of each daily

stressor reported.

49



Statistical Analyses

Dynamical systems modeling (Boker & Bisconti, 20B6ker & Laurenceau,
2006; Boker & Nesselroade, 2002) was used to hesspecific research hypotheses.
Dynamical systems modeling is well-suited to ansguerstions about self-regulating
systems, such as emotion regulation. Self-reguiasa@efined as a “process by which a
phenomenon maintains equilibrium by respondingnformation about change in the
phenomenon’s state” (Boker & Laurenceau, 20069p).JAn example of a self-
regulating system is the maintenance of vehicledp¢ a desired set point using a cruise
control system. A cruise control system regulatesspeed by accelerating the vehicle
when the current speed is below the lower thresaottidecelerates the vehicle when the
speed is above the upper threshold. Thus, the leedpeed remains within the lower and
upper thresholds, fluctuating around the desiregdpSimilarly, emotion regulation is
conceptualized as a self-regulating system ingtudy. It is assumed that individuals
have a desired set point of positive and negafifeeta Individuals also monitor their
current emotional states and engage in emotioriatgu to bring their current emotional
states closer to the desired equilibrium.

Using dynamical systems modeling, a self-regulasystem can be estimated as
adamped oscillator (Boker & Laurenceau, 2006; Boker & Nesselroad®220
Nesselroade, 2002). Figure 4.1 gives a visualinaifaan oscillator. For a damped
oscillator, the weight oscillates around equilibmiand the amplitude of oscillation
gradually reduces. Eventually, the weight comea®s$b at equilibrium. In contrast, an
undamped oscillator swings around equilibrium dreweight does not come to a rest.

The motion of an oscillator can be representedguaimathematical model in terms of
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Figure 4.1. Damped oscillator model.
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the displacement of the weight. Displacement isdifference between the current
position of the weight from its initial position€t, the value for the distance “x” in
Figure 4.1). Displacement is a vector and has b@fnitude and direction.

Figure 4.2 gives the trajectory plots of the displaent of (a) a damped oscillator
and (b) an undamped oscillator. As shown in Figlge the displacement of the weight
has the same sign when the weight is on one sidgufibrium. Displacement equals
zero when the weight’s position is at equilibriuihe displacement of the weight
changes sign when the weight moves from one sitigetother side of equilibrium.

For a damped oscillator (Figure 4.2a), the ampétatithe displacement
trajectory reduces over time. In contrast, the aombe of the displacement trajectory of
an undamped oscillator remains the same over figeie 4.2b). The damped oscillator

can be represented using the following model:
X =0 %+ X (1)

X, is the displacement of the weight at titne, and X, are respectively the first-
and second-order derivative gfwith respect to time. Thu, is the velocity of the
weight at timet and X, is the acceleration at timtes; is the frequency coefficient and is a
negative values represents the curvature of the trajectdfyis the damping coefficient
and determines how quickly the weight comes ta i€sis a negative value for damped
oscillators. Whery equals zero, the oscillator is undamped.

In addition, becausg is a negative constant, the displacement andeitensl-

order derivative are always in opposite directiengept when displacement equals zero.

The implication of the negative sign gfis that, when the weight is on one side of
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Figure 4.2. Trajectory plots of the displacement of damped @amdbmped oscillators.
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equilibrium, the weight always decelerates and4dndnove back towards the other side
of equilibrium. Moreover, the tendency to move btmkards the other side increases
with increased displacement. This means that whenveight is farther away from
equilibrium, the weight has a higher tendency tovenback to the other side. The
oscillation period4 can be calculated using the following formula:

2n (2)

To model real-world data where there is always ttagdy and error, a residual

term can be added to Equation 1 to include thigramty and error in the model.
X =% +{ % +e (3)
In Equation 3 is the residual term which meets ordinary leastises

regression assumptions. That is, the residualsdependent, normally distributed, with
a mean of zero, and a constant standard deviatatar in this chapter, | will introduce
the application of mixed-effects modeling wheresthassumptions can be partially
relaxed.

In the present study, positive and negative affene conceptualized as two self-
regulating systems coupled together. Coupled sgiiHating systems consist of
individual self-regulatory systems, such that cleanig one system influence changes in
the other. Figure 4.3 shows an example of a coupdediators model. Weights X and Y
are linked by a spring. Each weight oscillates adoils own equilibrium. At the same
time, changes in X influence changes in Y, and vexsa. The coupled oscillators model

can be represented by the following equations:
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Figure 4.3. Coupled oscillators model.
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% =% X Y,y V) e, (4)
Vo =Y+ Y +y, (x + %) +e, (5)
In Equation 47, and {, are respectively the frequency and damping caoeffts
for weight X. In contrastyy, and ¢, are respectively the frequency and damping
coefficients for weight Y ), is the coupling strength for X. In Equationjg, is the

coupling strength for Y. The coupling strengthhs effect of one system on the other.

The presence of, and y, in Equations 4 and 5 allows the two oscillatorbdve a
mutual effect on each other. At the same timeptiesence of/, and y, allow the

possibility of an asymmetrically coupled systemalsymmetrically coupled system,

Y« =V, Thatis, the effect of X on Y is the same asdfiect of Y on X. In contrast, in
an asymmetrically coupled syste, # y, . That is, the effect of X on Y may be larger
or smaller than the effect of Y on X, ande, are residual terms.

This coupled oscillators model is limited, suchttiand Y have a proportional

regulating effect on each other, as representatieogoupling strengtly, and y,. That

is, the effect of one system on the other is priogoal to the system’s own self-
regulating effect. A coupled oscillators model witins constraint relaxed can be

specified by the following equations:
% =%+ % F Y+ Y + 8y 6)
Vo =1,Y 4 Y Ty X+ X tey, (7)
In the coupled oscillators model as representeBduations 6 and 7, the

regulating effect of one system on itself is natstoained to be proportional to its
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regulating effect on the other system. Comparingaigns 4 and 67,, does not need to
be proportional ta7, and {,, does not need to be proportionaldtp. Similarly,
comparing Equations 5 and 77,, is not constrained to be proportionaltpandd,, is

not constrained to be proportional {g. The coupled oscillators model represented by

Equations 6 and 7 is more general than the mogetsented by Equations 4 and 5. The
systems self-regulate themselves and they havewairaffect on each other. However,
one system'’s effect on the other is not constraindze proportional to the self-
regulating effect on the system itself.

In the current study, positive and negative affeete conceptualized as coupled
self-regulating systems as represented in Equa@@arml 7. This means that positive and
negative affect each self-regulate their own levelsaddition, the regulation of positive
affect was assumed to have an influence on thdatgu of negative affect, and vice
versa. Using differential equation modeling (BoBetaurenceau, 2006), the dynamical
systems of positive and negative affect were eséichand evaluated. First, Local Linear
Approximation (Boker & Laurenceau, 2006; Boker &d<elroade, 2002) was used to
convert the time series of positive and negativecainto first- and second-order
derivatives. Second, using mixed-effects modelihg,frequency and damping
coefficients were estimated by fitting the firstkdasecond-order derivatives of positive
and negative affect separately into the dampedla®ecimodel (Equation 3). Third, using
mixed-effects modeling, the first- and second-oxkivatives of positive and negative
affect were fitted into the coupled oscillators rabas represented in Equations 6 and 7.

Local Linear Approximation. Local Linear Approximation was used to convert

each individual’'s positive and negative affect tisegies into first- and second-order
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derivatives (Boker & Nesselroade, 2002). The finster derivative is theelocity of
affect at time. The second-order derivative is ttate of change in affect at timd. The
linear trend from each individual's affect timeiserwas removed. The removal of linear
trend from the affect time series allowed the exation of within-person variability of
positive and negative affect around equilibriumisilas done by performing an
ordinary least squares regression to each indiVglatiect time series. The detrended
time series of positive and negative affect, thee,residuals of the regression models,
were used for further analyses. Only informatiorttmnfluctuation of affect around
equilibrium was retained in the residuals.

To model the dynamics of the evolving self-regualatof affect over time, the

ordered sequence of the residuals needed to bea@tdn other words, the way; leads
X, and X, to x, and so on needed to be captured. The orderedrssgjoéthe residuals

of the detrended affect time series can be retaised) state-space embedding.
State-space embedding. The time-ordered nature of data can be captured by

creating an embedded state-space matrix (Bokers&diti, 2006; Boker & Nesselroade,

2002). For example, data of a 30-day detrended $gmnies can be represented in a vector

of X = { X, X,, X5,...,% }. USing state-space embedding, the residualseofigirended

affect time series was transformed into a stateespaatrix X of embedding dimensian
= 3. Figure 4.4 shows an example of the embeddse-space matrix X of two different
values of the time-delay constamt,

X has an embedding dimensidr= 3, as indicated by the three columns of the
matrix. Each row of X has three observations amdb&apresented as a point in a three-

dimensional space. The time-ordered nature ofithe $eries is preserved in each row of
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Xl X3 X5
X, X, X
X3 X5 X7
¥ = Xy X Xg ¥ =
X24 X26 X28
X25 X27 X29
_Xzs Xog Xy
1T=2 T=4
(@)

Figure 4.4. Examples of state-space matrix.
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the matrix. The time-delay constantis the number of observations to skip forward to
obtain the next observation in the same row. Theapiate value of needs to be
determined by comparing the model fit of the mixedfircts model using the derivatives
calculated based on various valueg ofBelow | will first describe how the first- and
second-order derivatives based on different vatdigswere estimated using Local
Linear Approximation. | will then describe how tappropriate value of was selected.

Estimating first- and second-order derivatives. Here I illustrate how the first- and
second-order derivatives of a time series werenaséid using Local Linear
Approximation. Figure 4.5 shows a 3-point segméiat ttime series.

The first-order derivative ax, was estimated as the mean of the two nearby

slopes (Boker & Nesselroade, 2002), i.ez,#ln)/2. That is:

. ={(X2 _Xl) + (X3 _Xz)j|/2

X
T T

Furthermore, the second-order derivativecatvas estimated as the difference in

slope with respect to time (Boker & Nesselroad®20i.e., (b — y)/t. That is:

r r

%, :{(Xs _Xz) _ (Xz _Xl):|/z.

= (% + % =2%,)/T°
Thus, in the time-delay embedded state-space méttixe first- and second-

order derivatives for the'krow of the matrix were calculated as:
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Figure 4.5. Visualization of the estimation of first- and sedeorder derivatives of a time
series using Local Linear Approximation.
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X = (X3 = X)) /21 (8)
%, = (Xeg + X — 2% )/ T2 )
% and %, are respectively the first- and second-order @¢ifres for the R row
of the embedded state-space matry.is the first element ang,, is the third element in

the K" row. 7 is the time-delayed constant used in the constructf the embedded

state-space matrix. Thux, and X, are the first- and second-order derivatives aétim
K+7.

Taker =2 as an example (Figure 4.4&)= (X, —x,)/(2x  &)d
X, = (X + % —2%,)/2% in row k = 1. X, and ¥, are the first- and second-order derivatives

on day 3.

Choosing thevalue of 7. To choose an appropriate valuerafmodel fit
comparison was performed in mixed-effects modelsguhe derivatives calculated
based on values af = {1, 2, ... 8}. Larger values of were not considered because

larger values tend to obscure the estimate ahe frequency coefficient (Boker &

Laurenceau, 2006). For each individual, the fiastd second-order derivatives of the
affect time series were calculated based on difteralues ofr . For each value of ,
the first- and second-order derivatives were fiittethe damped oscillator model using
mixed-effects modeling:

Level 1: (10)

Xi =X + % +€
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Level 2:
Tix = Coo T Uy
{ix =Cyp T Uy
X is one of the two variables: positive affect ogave affect.x;, x;, andx;,
are respectively the second-order derivative, itlse-drder derivative, and the
displacement from equilibrium of individugs$ affect time series at tinjes,, is the
frequency coefficient and,, represents the damping effec}, andc,, are respectively

the fixed effects for the random coefficients/pf and ¢, . g; is the within-person level
error, with the assumptiog; ~ N (0, 0?) . That is, the within-person level error is

normally distributed with mean equals zero andarae equalg’. Unlike the

assumptions in ordinary least squares regressigqurmation 2, the within-person level

error, g;, in Equation 10 is not assumed to be independgnandu,; are the between-

person level errors. In this model, each indivikitequency and damping coefficients
are allowed to vary randomly.

To choose the most appropriate valua gthe model fit of the mixed-effects
models of the derivatives of positive and negadiffect was inspected (Boker &
Laurenceau, 2006)° was calculated for each individual’s data usirgftilowing

formula:

r’=1- 0—2(%) -
g (%)

az(qj) is the residual variance of an individual’s datauad its own regression

line. JZ(XU-) is the variance of an individual’'s second-ordenvdive. The mean
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explained variance?) over 239 individuals’ data and the lower 95% oderice interval
of the explained variance were inspected for eathevofr ={1, 2, ... 8}.

The appropriate value af was determined based on several criteria (Boker &
Laurenceau, 2006). First, the fitted model usiregdppropriate value af should show a
relatively high mean explained variance, indicatiegsonable fit to the data. Secomnd,
should be relatively small because larger values @fould tend to misrepresent short-
term variations in the trajectory. In additiondar values off result in a dataset of first-
and second-order derivatives of fewer data poirage 7 = 1 as an example, the first-
and second-order derivatives on day 1 and day B0otde calculated because there is
no data on day 0 and day 31. This means that thda$ dataset, taking = 1 results in
a dataset of derivatives of 28 days. In genergedding on the value af, the resulting
dataset of derivatives will hav@0—r7 x2 days of data for each individual. It is also noted
that choosing an inappropriate valuerofvill result in biased estimates of damping and
frequency parameters (Boker & Laurenceau, 2006eB8&kNesselroade, 2002).
Sensitivity analysis was conducted to examine difiees in results using different
values of the time-delay constamt,(Butner, Amazeen, & Mulvey, 2005).

Coupled oscillators model. When the appropriate value ofwas chosen, mixed-
effects modeling was used to estimate the coeffisief the coupled oscillators model
(Boker & Laurenceau, 2006). In this model, positwel negative affect self-regulate
themselves and also regulate each other. The fogpeoupled oscillators model was
tested.

Level 1: (12)

Xi =17 % +Zixxij 17y, Y +Ziyyij *€;
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Level 2:

T7ix = Coo + Ug;
{ix =Cyp T Uy
17y = Cyo T Uy
¢y =Cg +Uy

x andy are one of the two variables: positive affect aadative affect; , x;,
and x; , are respectively the second-order derivativefiteeorder derivative, and the
displacement from equilibrium of individugs affect time series at tinje y; andy;

are respectively the first-order derivative angtiisement of individuals other affect

time series at timg 7, and {,, are respectively the frequency and damping caeffis
of the self-regulation of affect respectively, and ¢, are the regulatory effects from
the other affectc,,, c,,, C,,, andc,, are the fixed effects for the random coefficiawits
M $icr My» @and {,, respectively; is the within-person level error, with the

assumptiong; ~ N (0, o?2). u,, u;, U,, andu, are the between-person level errors. In

this model, each individual’s frequency and dampmiagfficients of affect self-
regulation, and the regulatory effects from thesothifect are allowed to vary randomly.
Additional variables were added to the modelsremligt the regulation of positive
and negative affect. To test the hypothesis whethiy stressors had an effect on
emotion regulation, daily stressor was added irldétael-1 model. To test the hypotheses

whether emotion regulation showed individual and differences, time-invariant

variables including neuroticism, self-concept ineance, and age were added in the
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level-2 model. Control variables were also entenéal the models, including physical
symptoms, gender, and mean positive and negatieetal he within-person variable
physical symptoms was entered in the model begatwgscal pain showed a negative
effect on emotional experiences (Zautra, JohnsoDagis, 2005; Zautra, et al., 2001).
Previous studies also showed that physical symptoeens associated with daily stressors
(Almeida, et al., 2002). Therefore, daily physisginptoms was added as a control
variable in the level-1 model. Furthermore, genslas included as a control variable
because men and women might experience differatdarpa of daily stressors (Almeida,
et al., 2002). Mean positive and negative affeatevadso controlled because a tendency
to experience positive affect seemed to be a pogefactor to cope with stress (Ong,
Bergeman, Bisconti, & Wallace, 2006; Tugade & Fiddon, 2004). Thus, gender, and
mean positive and negative affect scores wereahiarthe level-2 model as control
variables. Analyses were performed using the nlaskage in R (Pinheiro & Bates,
2000; R Development Core Team, 2009). Full Maximukelihood estimation was used

to estimate model parameters.
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CHAPTER 5
RESULTS

Results of this study are reported in four sedtidiirst, descriptive findings
regarding positive and negative affect, and ddilgssors are presented. Second, | will
present results from exploratory analyses of tigrees plots and random intercept
models of positive and negative affect. The thedt®n presents results of dynamical
systems modeling that addressed the first reseprestion concerning whether positive
and negative affect showed a pattern of self-réguiaNext, | present results that
addressed the second research question, examarggfect of daily stressors on
emotion regulation. | then report results addressasearch questions three to five.
Specifically, | tested whether individuals differedemotion regulation in response to
daily stressors. Three individual difference valeshwvere examined, including
neuroticism, self-concept incoherence, and agetrGlorariables including physical
symptoms, gender, and mean positive and negatigetatere also examined. Finally,
the last section reports results of the sensitatglysis to examine the extent of
differences in estimates using different valuetheftime-delay constant,.
Descriptive Findings

Across the 30-day assessment period, the meanpisitive affect was 27.17
(range = 10-508D = 8.33) and the mean daily negative affect wa8ZLgrange = 10-42;
D = 3.99). The mean daily stress intensity was {r&dge = 0-145D = 1.83). Table 5.1

presents the descriptive statistics across agggrdine three age groups differed in
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Table 5.1

Means and Standard Deviations of Affect, Daily Stressors, and Personality Variables

Young adults Middle-aged adults Older adults

M D M D M D
Daily stressors 158 1.79 1.58 1.84 1.46 1.86
Neuroticism 16.06 7.40 15.79 7.67 12.16 8.34
Self-concept incoherence 19 .10 .16 .10 14 A1

Note. M represents mean af represents standard deviation.
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neuroticismf(2, 236)= 6.11,p < .01, and self-concept incoherenEg?, 236) = 5.41p
<.01. Using Tukey’s Honest Significant Differen¢est with 95% family-wise
confidence level, results indicated that older edwdported a significantly lower level of
neuroticism, compared to middle-agdd difference = 3.63p < .05) and young adults
(M difference = 3.90p < .01). For self-concept incoherence, older achlie scored
significantly lower than young adultM(difference = .05p < .01).
Exploratory Analyses

Time series plots of positive and negative affectgach participant were
inspected. Figure 5.1 shows the scores of posatieknegative affect of one randomly
selected participant from each age group. The senees plots indicated that individuals
might have a preferred equilibrium value for eaffbc score. In addition, individuals’
positive and negative affect scores seemed to tepdatory effects on each other, as
indicated by observations that positive and negadifect appeared to be further
removed from equilibrium at the same time. Foransg, in the young adult’s affect time
series, positive and negative affect scores weathduaway from equilibrium on days 22
and 24. Similarly, both affect scores were furtheay from equilibrium in the middle-
aged adult’s time series on days 10 and 15. Giveset preliminary findings from the
plotted data, it seemed reasonable to test a cdwgslallators model that positive affect
and negative affect regulate each other and sglflate themselves.

Next, a random intercept model grouped by individueas fitted to positive affect
and negative affect separately. This model allothedexamination of the between- and

within-person variance of the positive and negaéiffect time series:
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Figure5.1. Time series of daily positive and negative afféotsone randomly selected
individual from each age group.
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X; =b +g
b =c,+u,
X; is one of the two variables, positive affect ogagve affect, for individuai
on dayj. b is the intercept for individualand c, is the group mean for intercept across
all occasions and individuals; is the within-person error ang is the between-person

error.

Table 5.2 shows the between-person variange,and the within-person

variance,o’ , for positive and negative affect. The betweerspevariability indicates

that individuals differed in their equilibrium vas in positive and negative affect. The
proportions of within-person variability of posiévand negative affect were calculated

using the following formula:

0.2

e

o;+o?

The substantial amount of within-person variabitdy both positive affect (39%)
and negative affect (57%) suggested that withividdals, affect scores varied across
the 30-day assessment period.

In addition, the corresponding fixed intercept nmedeere compared to the
random intercept models, separately for positiwe re@gative affect. The fixed intercept
model is the ordinary least squares regression hasseming independence in the data
points. It also assumes that individuals have #meesequilibrium value, i.e. intercept. In
contrast, the random intercept model relaxes theragtion of independence. That is, the

random intercept model allows that responses witidividuals are dependent on each
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Table 5.2

Inter cept-Only Mixed-Effects Models Grouped by Individual

Variable Intercept SE o} o’
Positive affect 27.15*** 42 42.04 27.21
Negative affect 12.83*** A7 6.88 9.07

Note. SE represents standard errar; is the between-person variance angdis the

within-person variance.
*** p<.001.
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other. Individuals’ equilibrium values are alscoalked to vary in the random intercept
models. The Likelihood Ratio Test indicated tha thndom intercept models fit
significantly better. For positive affect, Deviare®,542.36df = 1,p < .001; for
negative affect, Deviance = 3,152.68= 1,p < .001. Thus, these results suggested that
there was substantial within-person variabilitghe positive and negative affect time
series. This indicates that it was reasonable aonéxe whether the within-person
variability of positive and negative affect behaweesda self-regulatory system.
Dynamical Systems Modeling

Using Local Linear Approximation, the linear treindm each individual’s affect
time series was removed by fitting an ordinarytiesgsiares regression in each
individual’'s affect time series. Time-delay embedidtate-space matrices were created,
using the residuals of the detrended positive awhtive affect time series. For each
individual’'s affect time series, eight time-delaysmdbedded state-space matrices were
created using various values of the time-delay teotist = {1, 2, ... 8}. The first- and
second-order derivatives of each individual's dedied positive and negative time series
were calculated using Equations 8 and 9 as deskiilbéhe Method chapter for various
values of7r . To choose an appropriate valuergfmixed-effects models of damped
oscillator models were examined, using the estichltst- and second-order derivatives
of positive and negative affect. Model fit comparis were performed to choose the most
appropriate value of (Boker & Laurenceau, 2006; Boker & Nesselroad®2)0

Figure 5.2 shows the mean explained variandeof the models fitted (thicker
lines) and the lower 95% confidence interval (tleinlnes) of the explained variance

plotted against the values of The horizontal line at® = 0.656 was the expected value
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Figure 5.2. Mean explained within-individual variance) of damped oscillator models
of positive and negative affect.
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of r? for uncorrelated measurement error. Results stggadne rejection of the
hypothesis that the intraindividual variabilitytime detrended positive and negative affect
time series was solely measurement error when3. However, two observations
suggested that = 2 was the most appropriate value for the estonaif first- and
second-order derivatives. First, the largest gaithé expected value of occurred
betweenr =1 andr = 2. Second, the expected value?for both positive and negative
affect were close to their peak valueg at 2. In addition, previous studies showed that
at the minimum value of , whenr? first nears the maximum value, gives the minimum
bias in the estimates of the frequency coeffici¢Btsker & Bisconti, 2006; Boker &
Laurenceau, 2006). Furthermore, a smaller value aflows for the examination of
shorter cycles. Thus = 2, when the expected valuerbfirst neared its peak value, was
selected as the most appropriate value for theulzdion of the first- and second-order
derivatives. Further analyses were based on theatiees of the affect time series using
r = 2. Sensitivity analysis was performed to exantimeedifferences in estimates using
different values ofr . Results of the sensitivity analysis are preseintdide last section

of this chapter.

Damped oscillator models. Using the derivatives calculated for= 2, the
following mixed-effects model was fitted for botietsecond-order derivatives of
positive and negative affect.

Level 1:

X=X + Xy T8
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Level 2:
Mix = Coo + Uy
Cix = Cp T Uy
Table 5.3 shows the results of the mixed-effectdet®ofor the damped oscillator
model of positive affect, using = 2. Three models were fitted with different rando

effects estimated. Across Models 1 to 3, the fraqgueoefficient €, ) was significantly

different from zero, suggesting that positive affsdtowed a pattern of oscillation in the
30-day period. In addition, the significant coefiat of 77, indicated that the
displacement of positive affect from equilibriumsmaegatively proportional to the
curvature of the trajectory. This means that tmthé& positive affect was away from
equilibrium, the greater attraction it had to rettw equilibrium. Figure 5.3a shows the

pattern of oscillation using the estimated fixef@etfs. The frequency coefficient,, ,

can be converted to the period metric using theviehg equation:

271

H

Converting to the frequency coefficient,() to the period metric, the cycle of

A=

oscillation was 8.98 days. The significant dampngfficient ({,,) indicated that there

was evidence of damping in the trajectory of pesitiffect. This means that the
fluctuations of positive affect from equilibrium cteased over time. Comparing Models
1 through 3, results from the Likelihood Ratio Bestiggested that retaining the random
effect of 7, did not improve the model fit (Models 1 vs. 2, e = 0.00df = 2,p >

.05; Models 1 vs. 3, Deviance = 153.1i65 2,p < .001). Therefore, Model 2 was

selected as the best fitting model among the daropeitiator models of positive affect.
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Table 5.3

Mixed-Effects Models Predicting Second Derivatives of Positive Affect (Damped

Oscillator Model)

Parameters Model 1 Model 2 Model 3
Fixed effects
pad Cop - 49%%% (01)  -.49%* (01)  -.49*** (.00)
dpad Cio -.03* (.01) -.03* (.01) -.03* (.01)
Random effects
pad Too .01 .01 --
dpad Ty, .00 -- .00
Residual o2 2.49 2.49 2.65
Fit indices
AIC 20,700.48 20,696.48 20,849.63
BIC 20,740.12 20,722.91 20,876.06
Log-Likelihood -10,344.24 -10,344.24 -10,420.82

Note. Standard errors are in parentheses. pad is thended daily positive affect score;
dpad is the first-order derivative of positive affec,, andc,, are the fixed effects;,,
andr,, are the level-2 variance-covariance componemifsis the level-1 variance; AIC

= Akaike Information Criterion; BIC = Bayesian Imfoation Criterion. The covariance
componentz,,, was estimated but not displayed.
*** p<.001.* p<.05.
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Estimated model of positive affect Estimated model of negative affect
m=-10.49; {=-10.03) m=-0.51;{=-0.06)
Detrended positive affect Detrended negative affect
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Figure 5.3. Estimated oscillation patterns of positive andatieg affect.
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Figure 5.3b shows the estimated pattern of osictiatf negative affect. Similar

to positive affect, the frequency coefficientrgf of negative affect was significantly

different from zero across Models 4 to 6 (Table .5T4is suggests that negative affect
showed a pattern of oscillation and the trajectag a greater tendency to return towards
equilibrium when it was farther away from equiliom. The oscillation period was 8.80

days. The significant damping coefficient@f indicated that there was evidence of

damping in the trajectory of negative affect. Timsans that the fluctuations of negative
affect decreased over time. Comparing Models 4uthind, results from the Likelihood

Ratio Tests indicated that retaining the randoract$f of;,, and ¢, significantly

improved the model fit (Models 4 vs. 5, Devianc&241,df = 2,p < .01; Models 4 vs.
6, Deviance = 138.4%f = 2,p < .001). Thus, Model 4 was selected as the béisigfit
model among the damped oscillator models of negatifect.

Coupled oscillators models. To examine the potential coupling effect of the
regulation of positive affect and negative afféieg following mixed-effects model was

fitted, separately predicting the second-ordenadgines of positive and negative affect.

Level 1:

X =Xy T X Yy T4, e
Level 2:

TTix = Coo * Ug;

{ix =Cyo T Uy

1Ty =Cyo + Uy,

iy = Cy Uy
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Table 5.4

Mixed-Effects Models Predicting Second Derivatives of Negative Affect (Damped

Oscillator Model)

Parameters Model 4 Model 5 Model 6
Fixed effects
nad Cop 51 (01)  -51%*(.01)  -.51** (.00)
dnad Cio -.06*** (.01) -.06***(.01) -.06***(.01)
Random effects
nad Too .00 .00 -
dnad Ty, .01 -- .01
Residual o2 .83 .84 .87
Fit indices
AIC 14,679.34 14,687.75 14,813.83
BIC 14,718.98 14,714.18 14,840.26
Log-Likelihood -7,333.67 -7,339.88 -7,402.92

Note. Standard errors are in parentheses. nad is thrended daily negative affect score;
dnad is the first-order derivative of negative effe,, andc,, are the fixed effects;,,
andr,, are the level-2 variance-covariance componemifsis the level-1 variance; AIC

= Akaike Information Criterion; BIC = Bayesian Imfoation Criterion. The covariance
componentz,,, was estimated but not displayed.
*** p<.001.
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For the coupled oscillators model predicting theosel-order derivative of
positive affect, the model would not converge af@iterations. A simpler model was

fitted, removing the random effects, , andu,, . Table 5.5 shows results of the coupled

oscillators models predicting the second-ordenaditie of positive affect (Models 7, 8,

and 9). The fixed effects of the frequeney, § and damping coefficients(,) were

significantly different from zero. This suggestattpositive affect showed a cyclical
pattern over the 30-day assessment period. Positieet also showed intrinsic damping
over the 30-day assessment period. This meanth#amplitude of fluctuation of
positive affect decreased over time. However, ikedfeffects of the regulatory effects of

negative affect on positive affeey{ and ) were not statistically significant. The

Likelihood Ratio Test showed that Model 7 fit sigrantly better than Model 8,
Deviance = 152.29f = 5,p < .001. However, Model 7 did not fit significanthgtter
than Model 9, Deviance = .06 = 5,p > .05. Thus, the more parsimonious model,
Model 9, was selected as the best fitting modelragribe coupled oscillators models of
positive affect.

Table 5.6 shows results of the coupled oscillatooslels, predicting the second-
order derivative of negative affect (Models 10, 12, and 13). Similar to positive affect,

both the fixed effects of the frequenay,() and the damping coefficientg’() for

negative affect were significantly different frorara. This means that negative affect
showed a cyclical pattern over the assessmentgdna@addition, negative affect showed
intrinsic damping over the 30-day assessment pefibe fixed effects of the regulatory
effects of positive affect on negative affect weog significantly different from zero. The

Likelihood Ratio Test suggested that Model 10ighgicantly better than Model 11,
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Table 5.5

Mixed-Effects Model Predicting Second-Order Derivative of Positive Affect (Coupled

Oscillators Model)

Parameters Model 7 Model 8 Model 9
Fixed effects
pad Coo -.49%** (.01) -.49*** (,00) -.49%** (.01)
dpad Cio -.03* (.01) -.03* (.01) -.03* (.01)
nad Coo -.0Ins (.01) -.0hs (.01) -.0hs (.01)
dnad Cyo .01Ins (.02) .0hs (.02) .0hs (.02)
Random effects
pad Too .01 -- .01
dpad I, .00 .00 --
nad I,, -- -- --
dnad Tas -- -- --
Residual o? 2.49 2.65 2.49
Fit indices
AIC 20,709.03 20,851.32 20,699.03
BIC 20,781.7 20.890.96 20,738.67
Log-Likelihood -10,343.52 -10,419.66 -10,343.52

Note. Standard errors are in parentheses. pad and dpaespectively the detrended
daily positive affect score and the first-orderidative; nad and dnad are respectively the
detrended daily negative affect score and the dirder derivativeSE = standard error
anddf = degrees of freedom. AIC = Akaike Informationt€rion. BIC = Bayesian
Information Criterion. The covariance componemt, was estimated but not displayed.

*** p<.001. *p < .05.ns = not significant.
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Table 5.6
Mixed-Effects Model Predicting Second-Order Derivative of Negative Affect (Coupled Oscillators Model)

€8

Parameters Model 10 Model 11 Model 12 Model 13
Fixed effects
nad Coo -.51*** (,01) -.51** (,01) -.51** (,00) -.51%* (.01)
dnad Cio -.06*** (.01) -.06*** (01) -.06*** (.01) -.06*** (,01)
pad Cyo -.00ns (.00) -.00ns (.00) -.00ns (.00) -.00ns (.00)
dpad Cyo -.01ns (.01) -.0hs (.01) -.01ns (.01) -.01ns (.01)
Random effects
nad Too .00 .00 -- .00
dnad Ty, .01 .01 .01 --
pad T,, .00 -- -- --
dpad Tas .00 -- -- --
Residual o? .82 .83 .87 .84
Fit indices
AlIC 14,675.48 14,681.79 14,815.19 14,690.34
BIC 14,774.58 14,734.64 14,854.83 14,729.98
Log-Likelihood -7,322.74 -7,332.90 -7,401.59 3937

Note. Standard errors are in parentheses. pad and dpaespectively the detrended daily positive afsactre and the first-
order derivative; nad and dnad are respectivelyldteended daily negative affect score and thedirder derivativeSE =
standard error andf = degrees of freedom. AIC = Akaike Informationt€rion. BIC = Bayesian Information Criterion. The
covariance components,,, 7,,, T, 15, 13, T, Were estimated but not displayed.

*** p<.001.ns= not significant.



Deviance = 20.31df = 7,p < .01, Model 12, Deviance = 157. %= 9,p < .001, and
Model 13, Deviance = 32.86f = 9,p < .001. However, using BIC, Models 11 and 13 fit
better than Model 10. Models 11 and 13 were morgip@nious than Model 10 and thus
were more preferable than Model 10. Using the liilcgd Ratio Test, Model 11 fit
significantly better than Model 13, Deviance = B2 = 2,p < .01. Thus, Model 11

was selected as the best fitting model among thpled oscillators models of negative
affect. The Likelihood Ratio Test was used to coraphe best-fitting damped oscillator
model and the best-fitting coupled oscillators mpsieparately for positive and negative
affect. For positive affect, the coupled oscillatarodel (Model 9) did not fit

significantly better than the damped oscillator elqilodel 2), Deviance = 1.48f = 2,

p > .05. Similarly, for negative affect, the couplestillators model (Model 11) did not

fit significantly better than the damped oscillatoodel (Model 4), Deviance = 1.58,=
2,p > .05. Taken together, these results suggestethihaegulation of positive and
negative affect was not coupled.

Given the lack of support of a coupled oscillatmiedel, further analyses were
performed using the best-fitting damped oscillatmdels of positive and negative affect
(Model 2 and Model 4). Specifically, level-1 angdé2 covariates were added to the
damped oscillator models, separately predictingsde®mnd-order derivative of positive
and negative affect.

Damped oscillator models of positive affect with level-1 covariates. Table 5.7
shows results of the first set of damped oscillatodels of positive affect, adding the
original scores of daily stressors and daily phaissymptoms in the level-1 model.

Results showed that daily stressors had a staiigt&ignificant effect on the regulation
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Table 5.7

Mixed-Effects Model s Predicting Second-Order Derivative of Positive Affect (Adding Level-1 Covariates)

Parameters Model 14 Model 15 Model 16 Model 17
Fixed effects
pad Coo -.50*** (.01) -.50*** (.01) -.50*** (.01) -.50*** (.01)
dpad Cyo -.03* (.01) -.03* (.01) -.03* (.01) -.03* (.01)
Daily stressors Cyo -.02 (.01) -.02* (.01) -.0(s (.01) -.00ns (.01)
Physical symptoms Cy - - -.00* (.00) -.00* (.00)
Random effects
pad Too .01 .01 .01 .01
dpad I, -- -- -- --
Daily stressors T,, .00 -- .00 --
Physical symptoms Tas -- -- .00 --
Residual o2 2.49 2.49 2.48 2.48
Fit indices
AlC 20,697.78 20,693.78 20,700.14 20,690.14
BIC 20,744.02 20,726.81 20,772.81 20,729.78
Log-Likelihood -10341.89 -10,341.89 -10,339.07 0,3B9.07

Note. Standard errors are in parentheses. pad is thended daily positive affect score; dpad is thetforder derivative of
positive affectSE = standard error amdf = degrees of freedom. AIC = Akaike Informationt€rion. BIC = Bayesian

Information Criterion. The covariance componemts, 7, 7,; Were estimated but not displayed.

*** p<.001. *p < .05.ns = not significant.



of positive affect (Models 14 and 15). The negasigm of the effect of daily stressors on
the second-order derivatives of positive affect nsghat daily stressors were associated
with a faster return of positive affect towards iégtium when positive affect was above
equilibrium. In contrast, when positive affect weedow equilibrium, daily stressors were
associated with a slower return of positive affeetards equilibrium. Substantively,
daily stressors were associated with a faster tisaal decrease in positive affect for
positive affect to return towards equilibrium frabove. Daily stressors were also
associated with a slower than usual increase iip@sffect for positive affect to return
towards equilibrium from below.

However, when physical symptoms was entered irgorthdel, the effect of daily
stressors became non-significant (Models 16 andTh# negative sign of the effect of
physical symptoms means that physical symptoms a&seciated with a faster than
usual decrease in positive affect for positive @ffe return towards equilibrium from
above. In contrast, physical symptoms were asstiaith a slower than usual increase
in positive affect for positive affect to returnastards equilibrium from below. The
Likelihood Ratio Test showed that Model 17 fit leetthan Model 14, Deviance = 5.64,
df = 1,p< .05, and Model 15, Deviance = 5.6 = 1, p < .05. In addition, Model 16, the
more complicated model, did not fit significantlgtter than Model 17, Deviance = .00,
df = 2,p> .05. Compared to Model 2, where daily stressndsphysical symptoms were
not introduced into the model, Model 17 fit sigoéntly better, Deviance = 10.3%,= 2,

p < .01. Thus, Model 17 was selected as the bestgfithodel among these damped
oscillator models of positive affect. Level-2 coates were then added in Model 17 to

predict the regulation of positive affect.
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Damped oscillator models of positive affect with level-2 covariates. Level-2
covariates including age, gender, self-concepthroence, neuroticism, and individuals’
mean positive and negative affect across the 3Gadagssment, were added into Model
17. These variables were grand mean centered. Babkhows the taxonomy of the
models fitted. Looking at Models 18 through 23, measitive affect had a significant
cross-level interaction effect with daily stressdrise other level-2 covariates did not
predict the regulation of positive affect. Substaely, the positive sign of the cross-level
interaction effect of daily stressors and meantpasaffect on the second-order
derivatives of positive affect means that the ¢fed@aily stressors was weaker in
individuals who experienced higher positive affactoss days. The negative sign of the
main effect of daily stressors (although non-sigaift) suggested that daily stressors
were associated with a quicker return of positiffech towards equilibrium from above.
However, the significant cross-level interactiofeef suggested that the rate of return
towards equilibrium from above (i.e. rate of deseem positive affect) was slower in
individuals with generally higher positive affetrt.addition, daily stressors were
associated with a slower return of positive affeetards equilibrium from below.
However, the rate of return to equilibrium fromdel(i.e. rate of increase in positive
affect) was faster in individuals who tended toengnce higher positive affect across
days.

A more parsimonious model, Model 24, was fittedaireng only the cross-level
interaction between daily stressors and mean pesififect. Using the Likelihood Ratio
Test, Models 18 to 24 were compared against ModeMbdel 18 (Deviance = 10.68f

= 3,p < .05), Model 19 (Deviance = 10.6d8f,= 4, p < .05), Model 20 (Deviance = 11.38,
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Table 5.8

Mixed-Effects Models Predicting Second-Order Derivative of Positive Affect (Adding Level-2 Covariates)

Parameters Model 18 Model 19 Model 20 Model 21 Model 22 Model 23 Model 24

Fixed effects

pad Coo -50*** (.01) -.50***(.01) -.50**(.01) -.50***(.01) -.50***(.01) -.50***(.01) -.50***(.01)

dpad Cio -.03* (.01) -.03* (.01) -.03* (.01) -.03* (.01) 30 (.01) -.03*(.01) -.03*(.01)

Daily stressors Coo -00ns(.01) -.0(ns(.01) -0hs(.01) -.00ns(.01) -.0(hs(.01) -.00ns(.01) -.00ns(.01)

Physical symptoms Cyo -.00* (.00) -.00* (.00) -.00* (.00) -.00* (.00) 09 (.00) -.00* (.00) -.00*(.00)

Daily stressors x age Cyy .00ns (.00) .0lns (.00) .0s (.00) .0lns (.00) .0s (.00) .0s (.00) --

Daily stressors x gender C,, -- .00ns (.02) .0ts (.02) .0ns (.02) .0hs (.02) .0hs (.02) --

Daily stressors x sci Cs -- -- -0Mhs(.09) -.06ns(.09) -.0hs(.09) -.07ns(.09) --

Daily stressors x neu Cps -- -- -- -.0s(.00) -.0(hs(.00) -.00ns(.00) --

Daily stressors x mean PA Cys -- -- -- -- .00* (.00) .00* (.00) .00* (.00)

Daily stressors x mean NA Cog -- -- -- -- .0s (.00) .0s (.00) --

Daily stressors x age X sci C,, -- -- -- -- -- -.0ns (.01) --
Random effects

dpad Too - -- - -- -- - -

pad o .01 .01 .01 .01 .01 .01 .01

Residual o2 2.48 2.48 2.48 2.48 2.48 2.48 2.48
Fit indices

AIC 20,691.85 20,693.82 20,695.11 20,696.98 X ED 20,698.68 20,687.66

BIC 20,738.10 20,746.68 20,754,56 20,763.05 R9rr  20,784.57 20,733.9

Log-Likelihood -10,338.93 -10,338.91 -10,338.55 10,338.49 -10,336.35  -10,336.34 -10,336.83
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Note. Standard errors are in parentheses. pad is thended daily positive affect score; dpad is thetfarder derivative of positive affect; sci is self
concept incoherence; neu is neuroticism. Mean RAgsnean positive affect and mean NA is the megative affectSE = standard error ardf =
degrees of freedom. AIC = Akaike Information Criber. BIC = Bayesian Information Criterion.

*** p<.001. *p < .05.ns = not significant.



df = 5,p < .05), Model 22 (Deviance = 15.78,= 8, p < .05), and Model 24 (Deviance =
14.83,df = 3, p < .01) fit significantly better than Model 17. lortrast, Model 21
(Deviance = 11.504f = 6,p > .05) and Model 23 (Deviance = 15.80= 9,p > .05) did
not fit significantly better than Model 17. The teetfitting models (Models 18, 19, 20,
22, and 24) were compared against each other Adh@nd BIC because they were not
nested within each other. Both AIC and BIC indidateat Model 24 was the best-fitting
model among these models. Thus, Model 24 was selest the best-fitting model to
predict the regulation of positive affect. Evidest®ws that physical symptoms (level-1
covariate) and mean positive affect (level-2 cata)i predict the regulation of positive
affect.

Damped oscillator models of negative affect with level-1 covariates. Daily
stressors and daily physical symptoms were enfaréek level-1 damped oscillator
model, predicting the second-order derivative @ate affect. Table 5.9 shows results
of the models fitted. The variable daily stressees first added into the model. The
effect of daily stressors on the regulation of riegaaffect was not statistically
significant. The physical symptoms variable wastadded into the model and its effect
was not statistically significant either. The Likkelod Ratio Test showed that the model
fit of Models 25-28 did not differ from each oth&egviance statistics ranged from .00 to
.11,p > .05. Thus, the most parsimonious model, Model265 selected as the best-
fitting model among the damped oscillator modehvgvel-1 covariates, predicting the
second-order derivative of negative affect. CompmaModel 26 with Model 4, however,
the Likelihood Ratio Test showed that Model 26 wid fit significantly better than

Model 4, Deviance = 2.16lf = 2,p > .05. The results thus showed that daily stressors
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Table 5.9
Mixed-Effects Model s Predicting Second-Order Derivative of Negative Affect (Adding Level-1 Covariates)

Parameters Model 25 Model 26 Model 27 Model 28
Fixed effects
nad Coo -.52** (,01) -.51** (.01) -.51** (.01) -51** (.01)
dnad Cio -.06*** (.01) -.06*** (.01) -.06*** (.01) -.06*** (.01)
Daily stressors Coo -.0Ins (.01) .00ns (.01) -.0Ins (.01) -.0Ins(.01)
Physical symptoms Cyo -- - -.0ns (.00) -.0(s (.00)
Random effects
nad Too .00 .00 .00 .00
dnad I, .01 .01 .01 .01
Daily stressors I,, .00 -- .00 --
Physical symptoms Tas -- -- .00 --
Residual o2 .83 .83 .83 .83
Fit indices
AIC 14,685.29 14,679.29 14695.18 14,681.18
BIC 14,751.35 14725.53 14,794.28 14734.03
Log-Likelihood -7332.64 -7332.64 -7332.59 -73%2.5

Note. Standard errors are in parentheses. nad is dettatadly negative affect score; dnad is the firskeo derivative of
negative affectSE = standard error ardf = degrees of freedom. AIC = Akaike Informationt€rion. BIC = Bayesian

Information Criterion.
*** p<.001.ns = not significant.



and physical symptoms did not have any statisticatjnificant effect on the regulation
of negative affect. However, to test individualfeiiences in the impact of daily stressors
on the regulation of negative affect, daily stressmd physical symptoms were retained
in the model for further analyses. Thus, Level-2ac@tes were added to Model 28 to
predict the second-order derivative of negativedff

Damped oscillator models of negative affect with level-2 covariates. Table
5.10 shows the models fitted, with level-2 covasatdded to predict the regulation of
negative affect. No cross-level interaction wasidiaally significant. In addition, the
Likelihood Ratio Test indicated that these modelthe data equally well, Deviance
statistics ranged from .05 to 4.96> .05. Thus, Model 29, the most parsimonious model,
was selected as the best damped oscillator moaedgstive affect with level-2
covariates. Compared to Model 4, Model 29 did naifinificantly better, Deviance =
2.21,p> .05. Therefore, the results showed that no léwellevel-2 covariate
significantly predicted the regulation of negataféct.
Sengitivity Analysis

Results of the damped oscillator and coupled lasars models presented so far
were fitted using first- and second-order derivegicalculated for the time-delay
constant,r = 2. Because the choice of the specific value dfas substantial effects on
the estimation of damping and frequency coeffigantthe oscillator models (Boker &
Nesselroade, 2002; Butner, et al., 2005), a seitgitinalysis was performed to compare
results of mixed-effects models using= 2 with results of models usimg= 3 andr =
5. Values ofr = 3 andr =5 were selected for the sensitivity analysistfay reasons.

First, these two values are relatively small inridnege of values of (range =1 — 8)
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Table 5.10

Mixed-Effects Models Predicting Second-Order Derivative of Negative Affect (Adding Level-2 Covariates)

Parameters Model 29 Model 30 Model 31 Model 32 Model 33 Model 34
Fixed effects
nad Coo -51** (.01) -.51**(.01) -51** (.01)  -.51**(.01) -51** (.01)  -.51**(.01)
dnad Co -.06** (.01) -.06*** (.01) -.06™* (.01)  -.06*** (.01) -.06** (.01)  -.06*** (.01)
Daily stressors Coo -.0Ins (.01) -.0hs (.01) -.0hs (.01) -.0hs (.01) -.0hs (.01) -.0hs (.01)
Physical symptoms Cyo -.00ns (.00) -.0s (.00) -.0s (.00) -.0hs (.00) -.0hs (.00) -.0s (.00)
Daily stressors x age Cyy .00ns (.00) .0s (.00) .0s (.00) .0ns (.00) .0ns (.00) .0s (.00)
Daily stressors x gender C,, -- .01ns (.01) .0hs (.01) .0hs (.01) .0hs (.01) .0hs (.01)
Daily stressors x sci C,s -- -- .0ns (.05) .03s(.05) .021s (.05) .021s (.05)
Daily stressors x neu C,a -- -- -- -.0ns (.00) -.0hs (.00) -.0s (.00)
Daily stressors x mean PA Cs -- -- -- -- -.0hs (.00) -.0s (.00)
Daily stressors x mean NA Cog -- -- -- -- .0hs (.00) .0s (.00)
Daily stressors x age X sci C,; -- -- -- -- -- .0hs (.00)
Random effects
nad Too .00 .00 .00 .00 .00 .00
dnad I, .01 .01 .01 .01 .01 .01
Residual o2 .83 .83 .83 .83 .83 .83
Fit indices
AIC 14,683.13 14,684.60 14,686.42 14,687.77 08357 14,690.57
BIC 14,742.59 14,750.66 14,759.09 14,767.05 DB 14,789.67
Log-Likelihood -7,332.57 -7,332.30 -7,332.21 1389 -7,330.29 -7,330.29
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Note. Standard errors are in parentheses. nad is thended daily negative affect score; dnad is trst-@irder derivative of negative affect. sci is self
concept incoherence; neu is neuroticism. Mean RAegan positive affect and mean NA is mean negafffext. SE = standard error ardf = degrees of

freedom. AIC = Akaike Information Criterion. BICBayesian Information Criterion.
*** p<.001.ns = not significant.



examined for the goodness of fit in the mixed-a8enodels of the derivatives of
positive and negative affect. Smaller time-delagstants are preferred, allowing the
examination of shorter cycles (Boker & Laurenceéif)6). Second, as shown in Figure
5.2, similar to results using = 2, the mean explained varianc8 of the damped
oscillator models using = 3 andr =5 was relatively high.

Damped oscillator models of positive and negatitecawere fitted for the first-
and second-order derivatives calculated uging 2, 7 = 3, andr = 5. These derivatives
were calculated using the dataset of 239 partitgd@ositive and negative affect across
30 days. Results of the damped oscillator modetgyudifferent values of were
compared in two ways. First, | examined the fixad eandom effects of the damped
oscillator models fitted. Second, using a randompa of 20 individuals from the total
sample of 239 participants, | examined the estithleel-1 regression coefficients in the
damped oscillator models fitted using differentues ofr .

Fixed and random effects. Table 5.11 shows results of the damped oscillator
models of positive affect fitted using = 2, 7 = 3, andr = 5. For negative affect, results
of the models fitted are presented in Table 5.1i&.noted that the model fit indices
cannot be used to compare these models becaugediféanent values of resulted in
different numbers of observations in the datasetsst- and second-order derivatives.
Instead, the fixed and random effects of the model®e examined to see if they were
consistent and in the expected directions.

For positive affect, results of Models 35 throughsBiowed that the frequency

coefficients,s,,, were significantly different from zero and hadegative sign. This

means that positive affect showed a pattern oflagon in the 30-day assessment
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Table 5.11

Sensitivity Test of Estimation of Derivatives of Positive Affect

Parameters Model 35 Model 36 Model 37
(1 =2) (r =3) (r =5)
Fixed effects
pad Coo -.50*** (.01) -.23*** (.00) -.09*** (.00)
dpad Cpo -.03* (.01) -.03** (.01) -.02%+* (.01)

Random effects

pad Too .01 .00 .00

dpad I, .00 .00 .00

Residual o? 2.50 48 .06
Fit indices

AIC 21,274.86 10,844.04 403.01

BIC 21,314.66 10,983.27 441.02

Log-Likelihood -10,631.43 -5466.02 -195.51

Note. Standard errors are in parentheses. pad is thended daily positive affect score;
dpad is the first-order derivative of positive a&tfeSE = standard error ardf = degrees
of freedom. AIC = Akaike Information Criterion. BI€ Bayesian Information Criterion.
*** p<.001. *p<.01. *p < .05.ns = not significant.

96



Table 5.12

Sengitivity Test of Estimation of Derivatives of Negative Affect

Parameters Model 38 Model 39 Model 40
(1 =2) (1 =3) (r =5)
Fixed effects
nad Coo -51%** (.01) -.23*** (.00) -.09*** (.00)
dnad Co -.06%** (.01) -.03* (.01) -.03%** (.01)
Random effects
nad Too .00 .00 .00
dnad Ty, .01 .01 .01
Residual o2 .83 .16 .02
Fit indices
AIC 15,113.5 5,301.41 -4,191.47
BIC 15,153.21 5,340.65 -4,153.44
Log-Likelihood -7,550.75 -2,644.70 2,101.74

Note. Standard errors are in parentheses. nad is thrended daily negative affect score;
dnad is the first-order derivative of negative eff&E = standard error ardf = degrees
of freedom. AIC = Akaike Information Criterion. BI€ Bayesian Information Criterion.
*** p<.001. *p < .05.ns = not significant.
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period. Results also showed that the damping coefiis, {, , were statistically

significant and had a negative sign. This meansthigafluctuations of positive affect
decreased over the 30-day period. In additionrahdom effects across Models 35
through 37 were similar.

For negative affect, Table 5.12 presents resutis/siy that the frequency

coefficients,s,,, and damping coefficients, , were statistically significant across

ix?
Models 38 through 40. This means that negativectffectuated around an equilibrium
and showed decreasing fluctuation across the 3@Gsisgssment period. Furthermore,
these damped oscillator models of negative affeatved similar random effects. In
conclusion, these results showed that for bothtipesand negative affect, the damped
oscillator models fitted using different valuesmofshowed consistent results in terms of
the patterns of oscillations.

Estimated level-1 regression coefficients. In order to examine the extent of bias
in the damping and frequency coefficients usinfedént values of , | examined the
estimated level-1 regression coefficients of thepkad oscillator models of positive and
negative affect (J. Butner, personal communicati@mruary 1, 2010). Estimated level-1
regression coefficients are estimates of parameterach individual’s fitted model. That
is, instead of examining fixed effects — the averdgmping and frequency coefficients
of the entire sample — | examined the damping aegliency coefficients of individuals’
models. A subset of 20 individuals was randomlgsteld from the total sample of 239

individuals. In the time series of these 20 sekkateividuals, their estimated frequency

coefficients were converted into the period meffite estimated period of oscillation of
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individuals’ time series was checked against threogdeof oscillation in these individuals’
plots of detrended affect time series.

To illustrate, the plots of the detrended affettetiseries of three individuals, one
from each age group, of this subset are presentégjures 5.4 and 5.5. An examination
of the plots of the 20 selected individuals founattthe period of oscillation mostly
ranged from 5 to 10 days for both positive and hegaffect. Next, the frequency
coefficients of these 20 individuals’ models weoawerted into the period metric. Using
r =2, the estimated periods of oscillation in the8endividuals’ time series ranged
from 8 to 10 days for positive affect and 8 to Ayslfor negative affect. Using = 3,
the estimated periods of oscillations becamela ldhger, ranging from 13 to 15 days
for positive affect and 12 to 16 days for negatiffect. Forr = 5, the estimated periods
of oscillations became noticeably longer for bodisipve (20 to 24 days) and negative
affect (21 to 22 days). Thus, the estimated peraddscillations using = 2 were the
most consistent with the plots of individual tinexies. This also suggested that the
frequency coefficients calculated using= 2 were the least biased, compared to those
calculated using = 3 andr = 5. Therefore, results of the sensitivity anaysdicated
that for 7 = 2, results of the dynamical systems models tja@éeast biased estimates.
Figures 5.6 and 5.7 illustrate how the estimatedeatsousingr = 2 were able to capture
individuals’ time series of positive affect and agge affect respectively.

Summary

Dynamical systems modeling was used to test tpethesis that positive affect

and negative affect showed a pattern of self-regurial also tested the hypothesis that

positive and negative affect regulate each otmeaddition, daily stressors and individual
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Detrended Time Series (PA) of Participant ID 1101 Detrended Time Series (PA) of Participant ID 1329
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Figure 5.4. Plots of positive affect time series of three apants.
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Detrended Time Series (NA) of Participant ID 1101 Detrended Time Series (NA) of Participant ID 1329
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Figure 5.5. Plots of negative affect time series of three paréints.
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Participant ID 1155 Model fitted — Participant ID 1155

Detrended positive affect M=-0.62; {=—0.03)
[ Positive affect

(@) (b)

Figure 5.6. Capturing individuals’ times series of positivéeat. This 26-year-old
woman had a mean positive affect of 29.79 and megative affect of 15.00 across 30

days.
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Figure5.7. Capturing individuals’ times series of negativieef. This 62-year-old man
had a mean positive affect of 18.58 and a meantivegatfect of 19.89 across 30 days.
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difference variables were added into the moded¢sb intra- and inter-individual
differences in affect regulation. Results showed Hoth positive and negative affect
showed a pattern of self-regulation. However, intcast to the hypothesis, positive and
negative affect did not regulate each other. Intamd daily stressors and individual
difference variables did not predict the regulatbbmegative affect. For positive affect,
daily stressors did not predict the pattern of-segdfulation after the control variable
physical symptoms was included in the model. Thgatiee sign of the effect of physical
symptoms means that physical symptoms were assdamth a faster return of positive
affect towards equilibrium from above and a sloveturn of positive affect towards
equilibrium from below. Although the regulation affect from above and from below
equilibrium is represented the same mathematieallhe second-order derivative, it is
noted that the regulation of affect to decreaserandn to equilibrium from above —
positive affect reduction — may be qualitatively different from the regutettiof affect to
increase and return to equilibrium from beloywaositive affect enhancement. No
hypothesized individual difference variable preglcthe self-regulation of positive
affect. However, the control variable, the meantp@saffect, showed a cross-level
interaction effect with daily stressors on the tagan of positive affect. The positive
sign of the cross-level interaction effect mearad ttontrolling the level of daily stressors,
individuals with higher mean positive affect tendedave a slower rate of return of
positive affect towards equilibrium from above clontrast, controlling for daily
stressors, individuals with higher mean positie@falso tended to have a faster rate of

return of positive affect towards equilibrium frdmlow. That is, for individuals who
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generally showed higher positive affect, the eftdadaily stressors on the regulation of

positive affect was weaker.
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CHAPTER 6
DISCUSSION

The discussion consists of three parts. Thegiast provides a summary of the
main findings addressing each of the five resequestions in the study. Second,
findings are discussed in regard to four majoressa the field of emotion regulation in
adulthood. The first issue concerns the concepaiadin and measurement of emotion
regulation. Second, the current approaches emplioyee: study of the effect of daily
stressors on emotion regulation are discussedthitteissue concerns the association
between personality characteristics and emotionlagign. Finally, the development of
emotion regulation in adulthood is discussed. Tiel tpart discusses the limitations of
the study. The discussion will close with implicais of the findings and what further
research needs to be done to address questiomdirggamotion regulation in
adulthood.
Main Findings

This study applied dynamical systems modelingnendéxamination of the
systematic patterns of the regulation of daily pesiand negative affect. Addressing the
first research question, findings showed that pes#nd negative affect showed a pattern
of self-regulation but the two affect systems dud regulate each other. These findings
advance current understanding of emotion regulati@dults in two ways. First,
consistent with the study hypothesis, results i@id that positive and negative affect

showed a pattern of self-regulation such that thextlevel was regulated to avoid
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excessive departure from the equilibrium. Conttarthe study hypothesis, however, the
regulation of positive and negative affect wascwmitpled. Specifically, changes in
positive affect did not have any statistically sigant effect on the regulation of
negative affect, and vice versa.

Second, although this was not the primary objeativibe study, the findings
underscored the role of positive emotionality ino#ion regulation. In part addressing the
second research question, results showed thaffda ef daily stressors on the
regulation of positive affect was moderated byrttean positive affect across the 30-day
assessment period. For individuals who experiehaglter positive affect in general, the
effect of daily stressors on the regulation of pesiaffect was weaker. Specifically,
when positive affect was above equilibrium, positaffect reduction associated with
daily stressors was slower in individuals with f@gpositive affect in general. In other
words, individuals with higher positive affect iermgeral were better able to regulate their
daily positive affect to stay above equilibriumrésponse to daily stressors. In addition,
individuals who experienced higher positive affiacjeneral showed faster positive
affect enhancement in response to daily stres$bed.is, they were better able to
regulate their positive affect to increase andrretawards equilibrium from below in
response to daily stressors.

Contrary to the study hypothesis, the effect olydstressors on the regulation of
negative affect was not statistically significaht. address research questions three to
five, neuroticism, self-concept incoherence, anel@d not predict the regulation of

positive and negative affect as hypothesized.
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Conceptualization and M easurement of Emotion Regulation

Results of this study suggest that the applicatioslynamical systems modeling
is promising in research on emotion regulation @a% Nesselroade, 2002). Although
emotion regulation is by definition concerned wiitle process of emotional changes,
emotion regulation has been largely conceptuakretimeasured in terms of the level of
emotional experiences. Most studies by far usedilexgl modeling to model daily
levels of emotions and did not take into accouattémporal sequence of emotions. In
contrast, the application of dynamical systems riogén repeated measurements of
daily emotions allows for the understanding of dorotegulation in terms of changes in
emotional experiences from one observation to éxt.n

The findings revealed that positive and negatifecashowed a systematic
pattern of self-regulation, such that positive ardative affect oscillated around
individuals’ own equilibrium and excessive depagttrom the equilibrium was avoided.
This is consistent with findings that individuai§fered in their average levels of positive
and negative affect over time, as indicated bystifestantive amount of between-person
variance in the repeated measures of daily afféar(ford, et al., 2006; Nezlek &
Kuppens, 2008). This finding is also consistenhwiite conceptualization of emotion
regulation as a self-regulatory process (Carved420As such, individuals change their
emotions in accord to certain standards. One stdraf@motion regulation is
individuals’ preferred equilibrium such that ematis regulated to lie within certain
thresholds around the equilibrium.

Findings showed that positive and negative abotwed a cyclical pattern of

oscillation, with a period of about eight days.h&ltigh the estimated period of oscillation
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using Local Linear Approximation may be biased (8o& Nesselroade, 2002), this
finding is consistent with pervious findings of tbyclicity of emotional experiences
(Ram, et al., 2005) where daily emotions showedttem of weekly cycles. Studies of
emotion regulation, however, mostly have not inellithe examination of the cyclicity

of emotional experiences (e.g. Ong, et al., 200&;i1ski, Almeida, Smyth, & Stawski,
2009). The cyclical pattern of emotional experienioas implications on studies of intra-
individual variability of emotional experiences.eggically, the within-person variability
in emotions may come from two sources: (a) cycfesnmotional experiences and (b) the
effect of time-varying variables such as daily sé@s and physical pain. To speak of the
effect of time-varying variables on daily emotioeaberiences (e.g. stress reactivity), the
variability associated with the cyclicity of ematia experiences needs to be teased out
from the total within-person variability of emoti@rexperiences. The application of
dynamical systems modeling enables the separatithrese two sources of within-person
variability of emotional experiences. Thus, dynashgystems modeling enables the
examination of emotional cycles and the effeciroktvarying variables on daily
emotions.

The finding of the significant damping effect ohetion regulation, however, was
unexpected. Although a previous study found a Saant damping effect in the
emotional well-being of recently bereaved widowss{Bnti, et al., 2004), participants in
the present study were not selected based on aagtrexperience of major life events.
Individuals in this study were not expected to exgyece more initial within-person
variability in positive and negative affect in tB@-day assessment period. Possible

reasons of this initial spike of positive and negaaffect include reactance as a result of
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study patrticipation and the development of a habiteisponse style over the period of
study (Bolger, et al., 2003). Reactance referattigpants’ heightened awareness of
their emotional experiences at the beginning adgparticipation. In contrast, a habitual
response style refers to participants’ tendendyetmome less careful in their daily reports
of emotional experiences. Although study partigggamay have an unintended effect on
participants’ self-report of emotional experiendésg, application of dynamical systems
modeling enables the separation of the dampingtdiifem the other effects of interest,
such as daily stressors.

Separ ate systems of emotion regulation. Results of the coupled oscillators
model suggested that the regulation of positivecfind negative affect are two separate
systems. The regulation of one affect was not asmtwith the regulation of the other
affect. This is consistent with the conceptualmatf the two affect systems as
independent systems (Watson, et al., 1988). Fisdild) not support the proposition of
the Broaden-and-Build Theory (Fredrickson, 1998} hositive affect has an effect on
the regulation of negative affect. One reasonta inconsistent finding is that previous
studies did not take into account the affect cyolabe examination of the effect of
positive affect on negative affect. However, firghrof this study are in partial support
for the Broaden-and-Build Theory that positive eiormlity has a protective effect on
emotion regulation. Specifically, mean positiveeaffshowed a buffering effect on the
regulation of positive affect against the effectlafly stressors. Individuals who
experienced higher positive affect in general shtbavslower rate of positive affect
reduction from above equilibrium in response tdydstressors. They also showed a

faster rate of positive affect enhancement fronowedquilibrium in response to daily
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stressors. However, the protective effect of pasimotionality seemed to be limited to
the regulation of positive affect only. Positivearnality did not appear to have any
buffering effect to the regulation of negative atfagainst the effect of daily stressors.
Daily Stressorsand Emotion Regulation

Results suggested that daily stressors did not Aayeffect on the regulation of
negative affect. These results are inconsisteitit prigvious research showing that daily
stressors had an impact on daily negative affeetért, et al., 2007; Sliwinski, et al.,
2009). Three reasons may account for this incasist First, previous studies did not
separate the effect of affect cycles from the tafghin-person variability in daily affect.
The examination of the effect of daily stressorsorotion regulation needs to separate
the effect of daily stressors from effects of ottiere-varying variables, such as affect
cycles, in the total within-person variability iffect. The importance of considering the
cyclicity of emotional experiences in naturaligtadies of emotional experiences was
discussed in the previous section. Second, prewtubes examined the level of
negative affect, not the regulation of negativeetfeither, the tendency for negative
affect to return towards equilibrium. Although dagtressors may increase negative
affect, daily stressors may or may not change iddals’ tendency to regulate their
negative affect to return towards equilibrium. Thithere might not be a substantial
amount of within-person variability in negativeedt to be explained. Consistent with
previous studies (Carstensen, et al., 2000; Oral,,62006), individuals tended to report
more positive affect than negative affect. Negadéffect also showed less within-person

variability than positive affect. Therefore, thengght not be much within-person
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variability in negative affect to explain, aftekiag into account the effects of cyclicity
and damping.

Findings provided partial support to the Dynamideg&t Model (Zautra, 2003),
such that emotion regulation is dependent on tiéesd. Daily stressors were associated
with a quicker return of positive affect towardsigigprium from above. In contrast, daily
stressors were associated with a slower returositige affect from below equilibrium.
However, when the control variable physical symamas entered into the model, the
effect of daily stressors on the regulation of pesiaffect became non-significant. This
indicated that compared to daily stressors, phi/sygaptoms accounted for more
variance in the regulation of positive affect.

Two possible reasons may explain this result. Ringt assessment of physical
symptoms in this study did not distinguish betw#enchronic or acute nature of
physical symptoms. In contrast, previous studiesquaarly examined the physical pain
level of women with chronic health problems sucla@britis (Zautra, Johnson, et al.,
2005). It is possible that the chronic nature ofgital symptoms, e.g. the years of
experience of backache, makes physical symptoms imgoortant in emotion regulation.
Conversely, it is also possible that the acuteneadfiphysical symptoms, e.g. getting a
flu, makes the effect of physical symptoms morerdriac and thus have a stronger effect
than daily stressors as measured by minor inteanpbf daily routines. Furthermore,
previous studies suggested that different typgshgsical symptoms (e.g. pain,
respiratory symptoms, and gastrointestinal disjresse differentially associated with

negative affect (Charles & Almeida, 2006). It isremtly unclear how the chronic versus
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acute nature and the different types of physicalpms may have differential effects
on emotion regulation.

The second possible reason concerns the mechahsness reactivity. Stress
reactivity in everyday life has been measured o Wways: (a) psychological reactivity
(e.g. changes in positive and negative affect)(@hghysiological reactivity (e.g.
changes in physical symptoms and blood pressureg¢sponse to daily stressors (Hay &
Diehl, 2010; Uchino, Berg, Smith, Pearce, & Skinr#06; Uchino, Holt-Lunstad,
Bloor, & Campo, 2005). Previous studies also sépbraxamined the effects of daily
stressors and physical pain on everyday emotidngifSki, et al., 2009; Zautra,
Johnson, et al., 2005). In studies examining tke@ation between daily stressors and
everyday affect, physical symptoms are either cptuzized as a kind of stressor that
taxes individuals’ cognitive and psychological nes®s (Zautra, et al., 2000), or as an
outcome variable in response to daily stressory &Biehl, 2010; Uchino, et al., 2006).
The present study, however, examined the effeday stressors while controlling for
physical symptoms.

Although both psychological reactivity and physmikal reactivity have been
used to measure stress reactivity, past reseacsteshthat psychological reactivity and
physiological reactivity do not couple in respotselaily stressors (Uchino, et al., 2006).
That is, individuals who report higher psychologiieactivity may or may not report
higher physiological reactivity in response to gailressors. To illustrate, mixed results
have been found regarding age differences in psggloal reactivity in terms of
negative affect. Some studies found that comparg@ung adults, older adults showed

greater stress reactivity associated with the seage of daily stressors (Mroczek &
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Almeida, 2004, Sliwinski, et al., 2009). In contramome studies found that older adults
reported less increase in negative affect in respom daily stressors than young adults
(Uchino, et al., 2006). General statements of @ferences in stress reactivity are
further complicated by the finding that daily stess had a greater effect on
cardiovascular reactivity in older adults than yg@adlults, although older adults reported
less increase in negative affect (Uchino, et &8l0&2 Uchino, et al., 2005). Findings from
these studies showed that in response to stressacsivity in different domains may be
in different directions. In addition, reactivity different domains may differ in different
age groups.

Results of this study suggested two possible manfedtress reactivity (Figure
6.1). First, physical symptoms may be a mediatéhéassociation between daily
stressors and positive affect (Figure 6.1a). Secolmgksical symptoms may be a
confounding variable that causes changes in bathipe affect and daily stressors
(Figure 6.2b). These two models are statisticallyiealent and the selection of a better
model needs to be based on theoretical reasoniofpsér examination of the
conceptualization and measurement of daily stressaggests that the confounding
variable model (Figure 6.1b) is theoretically urlik Physical symptoms may be
conceptualized as a kind of daily stressors (Zastifkeck, et al., 2005) and are expected
to be associated with daily stressors. Evidenceshbat daily stressors may lead to
physical symptoms (Uchino, et al., 2006). Howepérsical symptoms are not expected
to cause daily stressors, a contextual variable.ditection of the effect of physical
symptoms on daily stressors in the confoundingabéei model cannot be supported by

theoretical reasoning. Therefore, the mediationehofistress reactivity is more
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Figure 6.1. Models of stress reactivity.
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theoretically likely. Future research is neededeoipher the complicated link between
affect, physical symptoms, and stressors.
Neur oticism, Self-Concept I ncoherence, and Emotion Regulation

Contrary to hypotheses, neuroticism and self-conicepherence were not
associated with the regulation of positive and tiggaffect. These findings are
inconsistent with findings that neuroticism and-seincept incoherence were associated
with stress reactivity (Bolger & Schilling, 1991ald & Diehl, 2010). One reason is that
there is not much individual difference in the effef daily stressors on emotion
regulation. Both the fixed effect and random efigodlaily stressors were small. There
may not be enough power to detect any effect atiddal differences on stress
reactivity.
Adult Development of Emotion Regulation

The Socioemotional Selectivity Theory and Dynaitegration Theory postulate
that developmental changes in emotion regulati@uiom adulthood. Contrary to my
hypothesis, findings of this study did not suppbése theories and age was not
associated with the regulation of positive and tiggaffect. This finding is inconsistent
with findings from several self-report, experimdnéand intensive longitudinal studies.
Self-report studies found that older adults regutheir emotions better than young adults
(Gross, et al., 1997; Kessler & Staudinger, 20B2perimental studies also found that
older adults were better able to inhibit their eloreg in terms of their subjective
emotional intensity and the frequency of the usembtion words (Magai, et al., 2006).
For intensive longitudinal studies, previous firgBnndicated age difference in stress

reactivity (Uchino, et al., 2005).
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There are three possible reasons for this incamsigtin findings. First, as | have
already noted, this study adopted a different meastiemotion regulation, focusing on
the tendency for affect to return towards equilibri However, for the previous self-
report and experimental studies, results were basaedeasurements of emotion
regulation in terms of between-group differencesrabtional experiences and not
within-person processes of emotional changes imraligtic settings. For the intensive
longitudinal studies, results were based on thellelvdaily affect or cardiovascular
activities (e.g. blood pressure). Although oldenlesslmay believe that they regulate their
emotions well and have higher general positivecatitean other age groups, they may be
no better than adults of other ages in regulatweg daily emotions to return towards
equilibrium in response to stressors.

Second, mixed results have been reported withrdegahe age differences in the
effect of stressors on daily emotions. Some studi@sd an increase in stress reactivity
with age (Mroczek & Almeida, 2004) and others founadage differences (Rocke, Li, &
Smith, 2009). Thus, it may well be that the directof age differences in stress reactivity
may depend on the measured domains, e.g. aff@ttysiological changes (Uchino, et
al., 2005). Age differences in stress reactivigy farther complicated by findings from a
recent study suggesting that stress reactivity migpen the type of stressors (Hay &
Diehl, 2010). In the present study, however, thialkde of interest was stress intensity
and not the number of stressors. It is possiblediness intensity may in part take into
account the differential effect of the differenp&g of stressors. Considering the
complicated mechanism of stress reactivity, it remanclear whether adults of different

ages regulate their emotions better or worse ipaese to stressors.

117



Third, age differences in within-person variabildfdaily affect may play a role
in the age differences in emotion regulation. k& pinesent study, results showed that
older adults had less within-person variabilityrty@ung and middle-aged adults in
positive and negative affect. This is consistenhrevious findings that compared to
young adults, older adults experienced less wigld@rson variability in everyday
emotions (Rdcke, et al., 2009). For individuals vilawe lower within-person variability
of daily affect (i.e., their affect tends to stdgser to their equilibrium), they may not
have a high need to regulate their affect to eopiim because they can tolerate the
experienced deviations, compared to individualfWwigher within-person variability of
daily affect. Thus, the magnitude of the withingaer variability may moderate the effect
of daily stressors on emotion regulation. Futuszaech may examine age differences in
emotion regulation controlling for within-personriability in daily emotions.
Limitations

This study shows that dynamical systems modetingseful in the study of the
regulation of everyday emotions. However, thereaan@mber of limitations. First, the
daily diary design requires substantially more teoenmitment on the participants,
compared to conventional research designs. Givan¢bmmitment and motivation, the
study sample may not be representative to commuestigling individuals of all ages. It
is not known whether this sample had more or lessbility in their daily emotions
compared to population samples.

Second, the sample consisted of a relatively h@megus group of healthy
individuals of predominantly the European-Americeaugin. Findings of this study may

have limited generalizability to individuals whoveaphysical or mental health
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conditions. In addition, findings may not be regdjeneralizable to other cultural
subgroups in the United States and in other cudtureparticular, previous findings
showed that some cultural subgroups (e.g. radmieiminorities, and gay, lesbian, and
bisexual individuals) reported stress exposurdedlto their disadvantaged social
statuses (Banks, Kohn-Wood, & Spencer, 2006; M&ehmwartz, & Frost, 2008).
Findings of the present study might have undered@ththe effect of stressors related to
social statuses.

Third, due to the limitation of assessment thatuands or even hundreds of
measurement occasions are rarely obtained in nsgshplogical studies, dynamical
systems modeling of daily affect requires analg$ithe estimated first- and second-order
derivatives, instead of the observed affect sc(Beker & Nesselroade, 2002). Findings
thus depend on the accuracy of the estimated disega The present study used Local
Linear Approximation to estimate the derivatived aensitivity analyses were performed
to test the possible bias in the estimated coefitsi. Recent development in the
application of dynamical systems modeling suggestatiGeneral Local Linear
Approximation may overcome some weaknesses in Laoahr Approximation. For
instance, results using General Local Linear Appnaition showed reduced standard
error and increased individual differences in pasi(Boker, Deboeck, Edler, & Keel,
2010). Future studies may use different estimatnethods to obtain first- and second-
order derivatives of the affect time series an@ieine the possible bias in the estimates
of coefficients.

Fourth, related to the limited number of measur@mecasions, the one-day

measurement interval of stressors and affect adoptthis study might have
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underestimated the effect of stressors on emotemmpared to other studies using the
ecological momentary assessment of multiple assagsmdaily. For instance, the effect
of stressors might be reduced when individuals mtedaheir affect and stressors by the
end of the day. Individuals might report less #tresensity than they would, if they were
to report their affect and stressors earlier dutiregday. Individuals might also differ in
how quickly the effect of stressors was reducedis] findings of this study might have
underestimated the effect of stressors on emoégulation.
Implications and Future Resear ch

A major contribution of this study is that emotigulation in everyday life was
studied in terms of a self-regulatory process avtdhre level of daily affect. The
conceptualization of emotion regulation as a salfutatory process is in line with the
definition of emotion regulation as the moderatdremotional experiences. Results
showed that dynamical systems modeling can beexpfi empirical data successfully.
This study also advances the use of dynamical sgsteodeling by adding level-1
covariates in the multilevel models. This is impottbecause both within-person and
between-person differences are expected to hagetgfdn emotion regulation. The
application of dynamical systems modeling in stadiEeveryday emotional experiences
may open up new ways of answering old questiongatticular, emotion regulation can
be operationalized as the tendency of affect crmagd not the level of affect states. The
coupling of regulatory systems, e.g. emotion argh@dmn, can also be examined. In
addition, dynamical systems modeling may enablebetentification of intra- and inter-
individual differences, and age differences in aormotegulation by teasing out method

effects, such as reactance, from other effectstefests.
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This study offers insights for future research. iriezeasing availability of
electronic data collection of everyday experienoesins that researchers are now better
equipped to study the ebb and flow of emotionaleeigmces over time (Khan,
Markopoulos, & Eggen, 2009). Statistical softwasks® make intensive measurement
methods (Walls & Schafer, 2006) increasingly avddaFuture research should examine
everyday emotions in shorter time intervals, i.ghin-day assessment, provided that
electronic data collection effectively minimizeg thurden on participants. The
availability of everyday emotions in shorter tinmeirvals enables better understanding of
how emotions unfold over time, e.g. within a daytufe research should also explore the
possibility of other ways in which everyday emosianay be regulated. Currently, the
hedonistic approach is influential in the fieldewhotion regulation in adulthood. Instead
of regulating emotions to return towards equilibritthe goal of emotion regulation may
seek to regulate positive affect to stay aboveliguim and regulate negative affect to
stay below equilibrium (Carstensen, et al., 206Qjure research using dynamical
systems modeling may assist in the understanditigeainderlying principles of emotion

regulation.
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