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Final Report 

To determine through utilization of wind tunnel 
experiments, the mechanisms of heattransfer dur­
ing cold dense gas dispersion and the effect that 
heat transfer has on subsequent cloud dilution. 

A Liquefied Natural Gas (LNG) spill will result 
in a cold LNG vapor plume exhibiting negative 
buoyancy. The presence of atmospheric shear 
flows causes entrainment of warm, humid air 
thereby resulting in latent and sensible heat 
transfer across plume boundaries. There is a need 
to determine how heat transfer affects cold cloud 
dilution as compared to entrained air mixing of an 
isothermal cloud. 

A large data base detailing heavy gas plume 
temperatures and concentrations was obtained. 
Releases included isothermal, cold N2 , cold co2 
and cold CH

4 
clouds. Wind tunnel results were 

compared to fteld test results and with a numerical 
model simulation. Heat transfer and humidity 
effects on model concentration distributions are 
significant for methane plumes when buoyancy length 
ratio, lb/L or surface Richardson number, Ri* are 
large (i.e. low wind speed and high boiloff rate 
conditions). Isothermal and heavier molecular 
weight cold simulants always produced a more conser­
vative concentration distribution than the buoyant 
methane plumes. At field scales heat transfer and 
humidity still play a role in the dispersion of 
methane or propane spill cases examined, but plume 
dilution and lift off are not as exaggerated as for 
the model cases. 
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Technical 
Approach 

Project 
Implications 

Wind tunnel tests were performed at model scale to 
determine heat transfer effects on an LNG plume. 
A LNG plume is heavier than air at boiloff con­
ditions and is expected to remain negatively bouyant 
for most conditions until it is adequately 
dispersed. The negatively buoyant plume can be 
simulated in the wind tunnel by an isothermal heavy 
gas or cooled lighter gases such that the specific 
gravity of the source gas is equal to that of LNG 
vapor at boiloff. The measured results were scaled 
to account for differences in moles of cold methane 
gas versus the source moles of alternative model 
source gas. Heavy gases were introduced into the 
wind tunnel via a constant area source mounted 
flush with the wind tunnel floor. Mean gas con­
centrations and mean temperatures were evaluated at 
various locations both downwind and upwind of 
the source. Concentration samples were analyzed 
using a gas chromatograph. Temperatures were 
evaluated throughout the plume with a thermocouple 
multiplexer system. From the concentration and tem­
perature profiles for each run, the plume structure 
was determined. 

This task in the wind-tunnel test program has shown 
that in most cases of interest, LNG vapor cloud 

dispersion can be well chracterized by isothermal 
heavy gas dispersion throughout its flammable cloud 
existence. No further research is planned on 
ambient heat transfer effects during LNG vapor cloud 
dispersion. The reslts of this research will be 
used in the development of guidelines for fluid 
modeling of LNG dispersion and will help define the 
capabilities and limitations of wind-tunnel modeling 
of heavy gas dispersion. 

GRI Project Manager 
Steve J. Wiersma 
Environment and Safety Research 
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1.0 INTRODUCTION 

Storage and transport of flammable hydrocarbon fuels with subam­

bient boiling points have potential hazards associated with inadvertant 

releases into the atmosphere. Fuels in this category include liquefied 

natural gas (LNG), ethane, propane, and butane (LPG). At ambient tem­

perature, these liquids rapidly boil and form cold gas clouds that will 

usually remain negatively buoyant at least until the cloud is diluted to 

its lower flammability limit (LFL). 

Previous analysis of laboratory experiments modeling dense gas 

plumes have not extensively discussed thermal effects on plume mixing 

behavior, so a series of experiments was performed to study the effect 

of heat transfer on cold dense cloud dispersion. The experiments were 

sponsored by the Gas Research Institute (GRI) and were performed in the 

Environmental Wind Tunnel facility of the Fluid Dynamics and Diffusion 

Laboratory at Colorado State University. 

This report is structured as follows: Section 1 contains a brief 

discussion of dense gas kinematics along with a survey of the status of 

stratified dispersion results. Section 2 is a theoretical discussion of 

cold plume dispersion modeling at the wind tunnel scale. Section 3 

describes modeling, data acquisition and analysis techniques. Section 4 

outlines the test program undertaken. Section 5 is a discussion of the 

test results and Section 6 presents conclusions obtained from analysis 

of the test results. 

1.1 Dense Gas Kinematics 

Low boiling point liquefied gases demonstrate extreme volatility 

upon exposure to the ambient atmosphere. Primary concern has been given 

to clouds in which density effects are important, i.e. clouds which 
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to clouds in which density effects are important, i.e. clouds which 

exhibit a high initial layer Richardson number (Ri ). 
0 

The Richardson 

number relates the stabilizing effect of the cloud density to the 

kinetic energy of the ambient turbulence and is defined as Ri 
0 

where g' = 181 pg - Pa 
(the buoyancy of the plume), v is the initial 

plume volume, and u* is the square root of the kinematic surface shear 

due to the atmospheric boundary layer (more commonly referred to as the 

atmospheric friction velocity). Puttock, Blackmore and Colenbrander 

(1981) use Ri > 10 as the criterion for density effects to be impor­o 

tant. For continuous spills, v1 ' 3 = Jt where Q is the source volume 
UD 

flow rate, U is the ambient mean velocity and D is the crosswind extent 

of the plume at the source. 

Dense gas clouds are classified as either instantaneous or continu-

ous releases. Puttock et al. (1982) suggest that for finite volume 

releases when 
tR u2 
-~ < 10 the cloud can be considered as instantaneously 
" g:v_ 

formed where tR is the time taken for the release to occur. If this 

parameter is greater then 10, the cloud is classified as a continuous or 

finite time release. Note the anamoly, however, that any release in 

calm conditions is considered instantaneous even when boiloff rates and 

initial cloud potential energies are low. 

Continuous source-like hazards may arise in situations such as 

pipeline ruptures without valve closedowns, or releases of very large 

quantities of cryogenic liquid gas onto land or water in the presence of 

low to moderate wind speeds. Puttock et al. (1982) describe a number of 

field tests which modeled continuous spills. 
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Extensive laboratory tests of instantaneous releases have been 

reported by .Meroney and Lohmeyer (1982, 1983a, 1983b). Their lab 

results are compared against numerical box model data and available 

instantaneous field experiments. Neff and Meroney (1982) reported on an 

extensive set of isothermal wind tunnel experiments in which continuous 

heavy gas releases were studied. Meroney et al. (1977) and Neff et al. 

(1976) performed scaled continuous cold gas releases in the presence of 

dikes and tanks which tended to produce active wakes thereby reducing 

the influence of surface heating and humidity. The experiments reported 

herein were designed to evaluate thermal effects on continuous dense 

cloud dispersion. 

Initially, continuous cold plumes exhibit density effects as evi­

denced by rapid horizontal spreading caused by the excess hydrostatic 

head of the cloud. The result is a low wide plume, the effect being 

more pronounced at low wind speeds. In instances of moderate wind 

speed, the plume will even extend upwind, although the gas will eventu­

ally lose its initial momentum and be rolled back over or around the 

source. A consequence of the velocity reversal of gas upwind from the 

source is the generation of a horseshoe shaped vortex which bounds the 

parabolic gas cloud. 

The gravity spreading initially evident in the cloud converts 

potential energy into kinetic energy part of which is in turn transmit­

ted to the surrounding ambient fluid where it is dissipated by tur-

bulence. The energy transfer occurs at the head of the spreading cloud 

and in its wake. The cloud will reach a point where the gravitational 

spreading velocity is small compared to the mean ambient wind velocity. 

Presumably, significant amounts of air will be entrained due to mixing 
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and the cloud will be advected downwind at ambient air speeds. Hence 

the cloud takes on a parabolic shape with plume depth being symmetric 

about the center line. 

Surface heating of the plume and entrainment of water vapor with 

the air reduces the plume's negative buoyancy. The result is to 

decrease the instantaneous Richardson number thereby enhancing both 

dispersion by atmospheric turbulence and the subsequent downwind advec-

tion of the plume. As the buoyancy becomes positive and less stably 

stratified the plume may actually lift off of the ground surface. Mero-

ney (1980) found that lift off will not occur immediately upon attaining 

positive buoyancy unless a lift off parameter, L 
p 

.L.1! . ff. . tl 
2 

, ts su tcten y 
u. 

large. For large spills of LNG under moderate conditions it is not 

likely that lift off will occur before the lower flammability limit, 

LFL, is attained. 

It should be noted that for small field spills or laboratory scale 

spills, surface heating effects will be exaggerated. When a large Ray-

leigh number condition exists (i.e. large temperature differences or 

large depth spill), it is hypothesized that heat transfer will go as 

~ hs U, where L is the characteristic length scale of the plume, U is 

the characteristic velocity scale, and hs' the convective heat transfer 

coefficient, is not a strong function of the length scale. The thermal 

capacity of a gas cloud will vary as p C L3 . The ratio of surface heat 
p 

transport to thermal capacitance, then, will go as 
h 

_s_ l. 
pc u· 

p 
Since wind 

speed is normally scaled 
Jl_ 

by a Froude number g'L' smaller model scale 

plumes will see a temperature increase {or density decrease) which 
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does not scale to the field equivalent. Cold model plumes will entrain 

air faster and lift off before the comparable field situation. 

1.2 Status of Cold Cloud Dispersion Research 

Classically fluid mixing or entrainment has been characterized by 

an entrainment velocity at the edge of a mixed layer or as a flux of 

mass down a species gradient due to a local diffusivity. Entrainment 

velocities are usually made proportional to some average velocity scale 

such as friction velocity. u.~ or plume rise velocity~ w. They are 

subsequently modified by functions dependent on some local stability 

parameter to account for supression or acceleration of mixing due to 

gravity effects. 

Local diffusivity methods solve for vertical distributions of velo­

city~ mass~ or temperature. These local diffusivities are often related 

to other flow characteristics such as local turbulence and length 

scales~ which can also be modified by empirical expressions relating to 

cloud stratification. 

Mixing is both a local and a globally governed phenomenon. In 

recent atmospheric problems a weighted mix of locally determined dif­

fusivity together with a gross parameter diffusivity has been used suc­

cessfully (McNider and Pielke 1981). 

Since both models are required to compliment box and depth 

integrated approaches as well as for the solution of modified sets of 

primitive equations of motion a review of the alternative mixing expres­

sions is given in Section 1.2.1. The rather limited laboratory data by 

means of which coefficients in the models are specified are considered 

in Section 1.2.2. 
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1.2.1 Alternative Mixing Expression: 

Mixing theories may be classified as either entrainment models for 

mixing velocity or local diffusivity models. The former are used with 

box models or depth averaged slab models, while the latter are necessary 

for closure of the primitive equations of turbulent motion. 

Entrainment Models: 

Entrainment models presume that ambient air is mixed across a cloud 

surface at a rate characterized by an entrainment velocity, w (i.e. e 

volume entrained/unit area/time). Extensive studies of free jets and 

plumes suggest that w is proportional to an along-jet velocity or a 
e 

plume rise velocity (Csanady, 1973). Studies of the growth of turbulent 

boundary layers suggest w 
e 

is proportional to the turbulent vertical 

velocity correlation, "--;;;i . But in neutral boundary layers ~ w'i is 

related to ~ u'w: or friction velocity, u* (Reynolds, 1968). 

For an isothermal heavy gas cloud it is reasonable to expect 

entrainment rate to be initially proportional to spread velocity, u , 
g 

and asymptotically constrained by the magnitude of friction velocity, 

u*, (Jensen, 1981; Jensen and .Mikkelsen, 1982; Meroney and Lohmeyer 

1982, 1983). Between these two limits the mixing velocity will depend 

on a weighted sum of the two velocity scales modified by any tendency of 

buoyancy effects to suppress turbulence; i.e. 

w 
e c u + a 4v.f(Ri) • z g 

(1-1) 

where u usually approaches zero as time or distance increases, and, 
g 

f(Ri), a function of a Richardson number, Ri, adjusts for stabilizing 

influence of the vertical density gradient. f(Ri) may take many forms 
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ranging from 1/Ri to 1/(C
1 

+ c
2 

Ri)d, where c
1

, c
2 

are of order one and 

d ranges from 1/2 to 1. The coefficients are specified from laboratory 

experiments on stratified mixing layers (see Section 1.2.2) or from a 

regression against heavy gas cloud field and laboratory experiments. v* 

is a weighted sum of vertical velocities due to mechanical shear, u*, 

and vertical velocities due to thermal effects, w •. 

Eidsv ik ( 1980) proposed an empirical expression for w 
e which 

approaches the approximately correct value for diffusion of a passive 

scalar as the density difference vanishes. 

type of entrainment expression, where 

and 

w 
e 

Ri* 

a. 
1 

2 
v* 

u* 

w = 
* 

2 
u 

ref 

~ 
2 

v* 

constants 

(a2w*)2 + (a3u*) 
2 

(C /2)1/2 
f 

u 
ref 

[ (T'w')
0 

~] 1/3 

2 -- 2 (~ )2 (- u ) + 
3 g a 

, and 

He used a Zeman-Tennekes 

(1-2) 
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Note as Ri* -* 0 and (T'w')
0 

-7 0 then 

Eidsvik assumed that since initially there is an imposed gravity flow 

sensible heat transfer from the surface, T'w' , may be approximated by 

forced convection heat transfer, i.e. 
cf 

(T'w') =-- u (T 
o 2 ref T) 

or St This choice may be adequate for some spill scenarios; how-

ever, it is likely that for large field spills or small cold laboratory 

releases the heat flux is dominated by free or mixed convection. Con-

stants were initially specified from stratified shear layer data of Kato 

and Phillips (1969), and the growth of a neutral turbulent boundary 

layer (Tennekes and Lumley, 1972), but final values were adjusted to the 

average behavior of some of the Porton instantaneous spill data (Pick-

nett, 1978). Recent arguments by Jensen, 1981, and Jensen and Mikkel-

son, 1982, also support the format for w 
e 

proposed by Eidsvik. 

Fay and Ranck (1983) proposed an empirical entrainment model, which 

they felt has the correct asymptotic variation and is simple. Since 

they were primarily interested in long time or asymptotic behavior, they 

proposed 

where 

w e (1-3) 
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in which C1 and c2 are constants of order unity. Note for Ri* >> 1 that 

c2u. 
weo:. Ri•, but if Ri• --7 0 that ue a. c1u.. They specified the constants 

c1 and c2 through a regression over a large set of field and laboratory 

releases of heavy gases. Unfortunately, it is likely that most of the 

data examined did not represent instantaneous or near-instantaneous 

release conditions required by the basic box model they used. It also 

seems likely that the initial source conditions were more important then 

expected. 

Ermak et al. (1982) modified an earlier depth integrated model pro-

posed by Zeman (1982). In this case the entrainment is specified in 

terms of vertical and horizontal entrainment velocities. The vertical 

entrainment is taken to be a density weighted combination of an ambient 

air entrainment rate and a stably stratified dense layer entrainment 

rate based on Kato and Phillip's (1969) experiments and is: 

where 

w 
e 

u • g 

1/2 
n ku.(ps - p) 2.5 u • 

~ + --~~ 
¢(Ri )(p - p ) Ri * 

a s a g 

~ rc: u \'2 X 

u Local cloud velocity 
X 

~(Ria) ={(1

1 

- 16Ria)-
114 

+ SRi 
a 

Ri * g 
2 

g'H/ug* 

Ri i 0, 
a 

Ri 
a 

Ambient Richardson number, and 

(1-4) 



10 

Surface friction coefficient . 

Ermak et al. (1982) note that the second term is much less than the 

first except when p - ps or H - 0. The horizontal entrainment rate they 

proposed is v = (1.8) 2 (H/B)w • The expression empirically adjusts for 
e e 

the assumption that when the cloud is very flat horizontal entrainment 

will do little to dilute the cloud. The Ermak et al. (1982) model 

assumes only the ambient stratification influences entrainment, not the 

stratification of the cloud itself. This model also does not consider 

any entrainment enhancement due to surface heat transfer effects. 

In the earlier version suggested by Zeman (1982) it was proposed 

based on superposition of mechanical and buoyancy-generated vertical 

scales and energy arguments, that 

where 

w 
e 

K 
e 

= 
[ Ke - ::] u• . lL __ 

(1 + 2Ri ) 
0 

0.56 <:__- 2R~~ 
1 + SH/L mo 

3 
a w• 

t>t? 
+ (1 + 2Ri ) 

0 

( ) ( 1 
_ !IL ) +1/3 0.56 1 - 2Ri

0 

= Dimensionless eddy diffusivity, 

6U = u - u 
a x 

(1-5) 

if !I > 0' L-

l"f !I < 0 
L ' 

Relative velocity between ambient air and cloud, 



Ri 
0 

11 

Outer layer (bulk) Richardson number, 

L Monin-Obukhov stability length for ambient air, and mo 

Convective velocity scale. 

For an isothermal gravity current in a neutrally stratified shear layer 

when & U - u and Ri -+ 0 
a o 

which agrees with flat plate boundary layer experience. 

when &U = -ux and Ri
0 

> 0 then 

w 
e 

(1-6) 

Alternatively 

(1-7) 

A critical Richardson number, Ri , occurs when Ri oc oc 0.5 (i.e. we - 0 

for Ri > Ri ). In the absence of a mean flow (u = u = 0) the model 
o oc a g 

reduces to a single convective entrainment formula 

(1-8) 
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Zeman assumed that the surface heat flux to a cold gas cloud is governed 

by a mixed forced and free convection modes represented by 

where 

h 
s 

Ra 

pC T'w' 
_._p ___ = 
(T - T) 

w 

pC T 
p 

gH(T - T) 
w 

- 3 g(T - T)H /(T v a) 
w 

Rayleigh number, and 

(-?-)2 
ref 

Surface friction coefficient. 

(1-9) 

Figure 1-1a displays the variation of we/u* versus Ri* predicted by the 

various models when isothermal heavy gas clouds disperse in a neutrally 

stratified environment and the gravity head is small (i.e. u -+ 0). 
g 

Figure 1-1b displays the variation of we/w• versus Ri• predicted by the 

relevent entrainment models when there is no mean motion (i.e. 

u = u ~ 0) and mixing results from surface generated convective a g 

motions. Other than the agreement that w /u• should decrease monatoni­
e 

cally with an increase in Ri•, there is neither concensus concerning 

asymptotic behavior of the curve as Ri• -7 0, nor is there agreement 

concerning the functional dependence on Ri •. 
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Diffusivity Models: 

Diffusivity models postulate that the flux of some scalar ~ is 

related to gradients of mean values of the scaler ~, i.e. 

w'~, -K d~ 
~ dx. · 

1 
(1-10) 

Most models which utilize a diffusivity approach assume that the tran-

sport of the scalar of interest is similar to transport of momentum 

flux, u'w'; thus, one can utilize the large literature available con-

cerning momentum transport rates. Expressions used for heavy gas 

dispersion include algebraic equations for K~ = f(z, u*, Ri*, z
0

, etc.) 

or are calculated from additional transport equations for turbulent 

kinetic energy, q, or length scale, where one assumes 

1/2 
K~ = aq i. 

Algebraic equations for diffusivity have been used by Colenbrander 

(1980) in his vertically integrated slab model. The transport equation 

approach has been used by England et al. (1978). 

Colenbrander (1980) constructed a depth averaged model for dense 

gas dispersion based on a similarity solution of two dimensional diffu-

sion equations for plume vertical and lateral standard deviations. He 

presumed the vertical diffusivity varied as 

K 
z 

and 

the lateral diffusivity varied as 

(1-11) 
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K K u w1 
y 0 

k von Karman constant 

Stratification function determined from the empirical 

data of Kantha et al. (1977) and McQuaid (1976) 

W characteristic plume width of concentration profile, and 

constants determined from the crosswind behavior of the 

dispersion coefficient G during ground level y 

gas dispersion experiments (Turner, 1969) 

passive 

Although this model does not account for source spread at the origin, 

Colenbrander provides an ad hoc method based on maximum permissible 

vertical vapor flux to specify an initial source length and width. The 

model has been adapted to include adiabatic entrairmtent of moist ambient 

air. but it does not correct for surface heat transfer. 

Chan (1983) also used an algebraic diffusivity model in a finite 

element model developed for simulation of heavy gas dispersion. The 

vertical diffusion coefficient was given as 

k [( ) 2 (w* 0 )2]1/2 u.z + .{_ 
K ---·--·-·-·---------- --- -·-·· 

cj> (Ri*) (1-12) 

where k is the von Karman's coefficient. u* and w* are the familiar 

friction and convective velocities respectively. f is a cloud height 
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function weighted by the total cloud height, and ~(Ri*) is a stability 

factor. Ri* is a Richardson number weighted between the ambient stra-

tification conditions and the state of the heavy cloud itself, i.e. 

2 + 2 u. w. 
(1-13) 

and Ri = z/L , L being the Monin-Obukhov length scale, * correspond-a mo mo 

ing to the stability class of the ambient atmosphere. Note the similar-

ity in defining parameters in the entrainment and diffusivity expres-

sions despite the wide variability in the functions themselves. 

Mixing Due to Thermally Driven Motions: 

As a cold dense gas advects over a warmer underlying surface there 

is an opportunity for unstable buoyancy effects to cause a large 

increase in cloud temperature, cloud turbulence, and subsequent entrain-

ment over the top of the cloud. The extensive evidence for fluid 

motions and mixing caused by convection from heated surface has been 

reviewed by Turner (1973). At the large Rayleigh numbers (Ra > 105) 

frequently associated with geophysical scales he suggests 

Nu = C Ra 113 

where Nu Nusselt number 

Ra Rayleigh number 

h H 
_s_ 

/... 

g AT H
3 

T a v ' 

* L is a length scale uniquely defined from the parameters of mo 
buayoncyi g/T, friction velocity, u*, and heat flux, w'T' 

u*T 
= 

kgw'T' 

(1-14) 
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and C = 0.069 when AT is the temperature difference between the surface 

and the environment or C = 0.193 when AT is one half the temperature 

difference. (A value of 0.21 is sometimes used in atmospheric calcula-

tions.) A is the thermal conductivity. 

When convective motions produced by surface heating cause an 

unstable region to penetrate into an adjacent stable layer the term 

"penetrative" convection is used. Deardorff, Willis and Lilly (1969) 

set up a nearly linear stable temperature gradient in a tank of water, 

increased the temperature of the bottom to a new fixed value so that 

convection began, and measured vertical profiles of the horizontally 

averaged temperature with time. A convective turbulence velocity, w., 

can be defined which characterizes the turbulent motions, 

(1-15) 

and E 

where now Ri• L1! 
2 

. Analytical manipulations by Tennekes and Driedonks 
w. 

(1980) with the assumption that the initial temperature gradients are 

linear and that mixed region temperature regions are uniform suggest 

(1-16) 

The experimental results of Deardorff et al. (1969) indicated that the 

constant of proportionally falls between 0.3 to 1.5. (See Figure 1-2.) 
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Mixi~~e to Simultaneous Mechanical and Thermal~iven Motion~ 

Gravity driven cold vapor clouds mix due to turbulence generated 

both by mechanical shear stresses and thermal convection. The cloud 

initially spreads like a wall jet beneath an overlaying boundary layer; 

thus the cloud sees disturbing forces from both above and below. Since 

no laboratory measurements have previously combined these modes of mix­

ing for stratified layers it is common to assume superposition of 

effects in semi-emperical solution techniques (i.e. Eidsvik, 1980; Zeman 

1982; Ermak et al. 1982). 

1.2.2 Laboratory Data on_Turbulent Entrainment Across a Stable Densttr 

Jnterfac~ 

Although there are many experi~ents which involve the mixing of a 

dense fluid with a surrounding medium, relatively few have been designed 

to specifically illuminate the mixing rates as a function of specified 

buoyancy and mixing scales. The exceptions are a set of liquid experi­

ments involving the mixing of fresh and salt water performed by Lofquist 

(1960), Kato and Phillips (1969), Kantha, Phillips, and Azad (1977), and 

Deardorff, Willis, and Lilly (1969). The data from these experiments 

are frequently referenced to specify constants in entrainment models 

like those discussed in Section 1.2.1. 

Mix~ue to Mechanicall~iven Motions: 

Lofquist (1960) made observations on a density current system in 

which salt water flowed turbulently under a pool of fresh water. The 

density and rate of flow of the salt water were varied, resulting in 

varying degrees of agitation of the interface. During the Lofquist 
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experiments density was specified by conducting measurements on drawn 

samples, and velocities were measured with a cylindrical drag balance or 

timed dye and pellet particles. Interface slope and variation with time 

of the depth of fresh and salt water were followed with dye tracers. 

Surface stresses were not measured directly, but they were calculated 

from the velocity profiles and a solution of the equations of motion. 

Entrainment was found to be a function of Reynolds number and a den-

simetric Froude number (reciprocal Richardson number). At sufficiently 

large flow rates (large Reynolds number) the interface surface was agi-

tated and subsequent mixing variations appeared to depend only upon the 

densimetric Froude number, Fr 2 u /(g(Ap/p )H. 
s 

Lofquist found that w /u 
e 

f(Fr). If one assumes 

at sufficiently high Reynolds numbers, then one concludes that 

we/u* = a 4 /Ri* and a4 ~ 2.4 are not inconsistent with the data scatter. 

Germeles and Drake (1975) extrapolated the Lofquist data to field scale 

LNG spill conditions and concluded w /u ~ 0.1. 
e 

Since the data set 

comprises a rather limited range of either Ri* or Ap/ps it is likely any 

expressions for w contain large errors. 
e 

Kato and Phillips (1969) and Kantha et al. (1977) performed meas-

urements on the penetration of a turbulent layer into a stratified fluid 

using an annular race-track-shaped flume, where the flow was driven by 

dragging a plastic screen over the top of the liquid layer at a constant 

rate. Kato and Phillips studied the mixing of a linearly stratified 

fluid with time, whereas Kantha et al. began with a stable two-layer 

stratified fluid. Measurements included surface shear, velocity, inter-

face variation with time, and density variations. 
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Kato and Phillips concluded that mechanical mixing results in 

entrainment velocities which vary with Richardson number as, 

(1-17) 

Kantha et al. studied a wider range of Ri* and avoided radiation of 

internal gravity waves by use of a homogenous lower layer. They found 

the entrainment rate had no simple power-law dependance on Ri* over the 

whole range studied (see Figure 1.2). The slope of measurements is like 

Ri.-1 over the range 90 < Ri* < 400. In addition the later measurements 

produced entrainment rates about twice as large as the Kato and PhilliPs 

data. The reduced entrainment rate in the Kato and philliPS experiments 

was attributed to energy lost to internal waves. 

Mixing Due to Thermally Driven Motions 

Deardorff et al. (1969) performed laboratory experiments of non-

steady penetraive convection in water to simulate the lifting of an 

atmospheric inversion above heated ground. A cylindrical tank with an 

inside diameter of 54.8 em and a height of 35.5 em was filled with dis-

tilled water. Its side walls were insulated. A metal traY containing a 

circulating water both maintained the upper surface of the distilled 

water at a constant temperature. The lower boundary of the container 

was an aluminum disk in thermal contact with copper heating coils 

beneath. 

Initially a continuous, approximately linear, temperature increase 

with height was maintained by setting the upper and lower surface tem-

peratures constant over a period of 6 hours. Thermal convection were 

initiated by replacing the lower boundary cooling water with warm water. 
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During the unsteady re-establishment of new temperature profiles resis-

tance thermoeters and thermocouples were traversed vertically through 

the water. Vertical profiles of horizontally averaged temperatures and 

heat flux were determined. This data permitted the calculation of layer 

entrainment velocities which are plotted on Figure 1-2. Note that the 

Richardson number range is limited to values near Ri* = 100 and that the 

entrainment ratio, E, varies by a factor of five. 

E 

0.01 

~ Kata and Phillips (1969) 

~ Kantha, Phillips, a Azad (1977) 

~ Deardorff, Willis, a Lilly (1969) 

-+-

E • 2.5/Ri• 

E • 2.4/Ri • 

E • 0.5/Ri• 

E • 0.3/Ri • 

E .. a 4 (a 3 or a2) 

a4 +Ri a, • 
a 4 • 2.0 

a 8 •0.3 

Figure 1-2. Laboratory Data on Turbulent Entrainment Across Stably 
Stratified Fluid Layers 
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2.0 PHYSICAL MODELING OF COLD DENSE CLOUD MOTION 

To obtain a model for a heavy gas plume dispersion problem one must 

combine pertinent physical variables and parameters into a logical 

expression. This task is achieved for analytic or numerical models by 

formulating the conservation equations for mass, momentum, and energy. 

These equations together with site and source conditions and constitui­

tive relations describe the actual physical interrelationship between 

the various independent (space and time) and dependent (velocity, tem­

perature, pressure. density, concentration, etc.) variables. 

These generalized conservation statements are too complex to be 

solved by present analytical or numerical techniques. It is also impos­

sible to create a physical model at a reduced geometric scale for which 

exact similarity exists for all the dependent variables over all the 

scales of motion present in the atmospnere. Thus. one must resort to 

various degrees of approximation to obtain a solution. At present 

purely analytical or numerical solutions of plume dispersion are una­

vailable because of the classical problem of turbulent closure. Alter­

native techniques rely heavily upon empirical input from observed or 

physically modeled data. The empirical-analytical-numerical solutions 

have been combined into several different predictive approaches 

(reviewed in Section 1.2.1). The estimates of dispersion by these 

approaches are often crude; hence. they should only be used when the 

approach and site terrain are uniform and without obstacles. Boundary­

layer wind tunnels are capable of accurately modeling plume processes in 

the atmosphere under certain restrictions. These restrictions are dis­

cussed in the next few sections. 
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2.1 Simulation of the Atmospheric Surface Layer 

The atmospheric boundary layer is that portion of the atmosphere 

extending from ground level to a height of approximately 1000 meters 

within which the major exchanges of mass, momentum, and heat occur. 

This region of the atmosphere is described mathematically by statements 

of conservation of mass, momentum, and energy (Cermak, 1975). The 

mathematical requirements for rigid laboratory-atmospheric-flow similar-

ity may be obtained by fractional analysis of these governing equations 

(Kline, 1965). This methodology is accomplished by scaling the per-

tinent dependent and independent variables and then casting the equa-

tions into dimensionless form by dividing by one of the coefficients 

(the inertial terms in this case). Performing these operations on such 

dimensional equations yields dimensionless parameters commonly known as: 

Reynolds number Re 

Bulk Richardson Ri 
number 

Rossby number Ro 

Prandtl number Pr 

Eckert number Ec 

(UL/V) 
r 

[Lg(AT/T)/U2 ] 

(U/LO) 
r 

[v/(i../pC )] 
p r 

r 

Inert i~LF9!:£~ 
Viscous Force 

Grav i!_a tj,g~~l_EQrc~ 
Inertial Force 

Inertial Force 
Coriolis Force 

Viscous Diffusivity 
Thermal Diffusivity 

For exact similarity between different flows which are described by 

the same set of equations, each of these dimensionless parameters must 

be equal for both flow systems. In addition to this requirement, there 
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must be similarity between the surface-boundary conditions and the 

approach flow wind field. 

Surface-boundary condition similarity requires equivalence of the 

following features: 

a. Surface-roughness distributions, 

b. Topographic relief, and 

c. Surface-temperature distribution. 

If all the foregoing requirements are met simultaneously, all 

atmospheric scales of motion ranging from micro to mesoscale could be 

simulated within the same flow field. However, all of the requirements 

cannot be satisfied simultaneously by existing laboratory facilities; 

thus, a partial or approximate simulation must be used. This limitation 

requires that atmospheric simulation for heavy gas dispersion must be 

designed to simulate most accurately those scales of motion which are of 

greatest significance for transport and dispersion of dense gas clouds. 

2.1.1 Partial Simulation of the Atmospheric Boundary Layer 

For the case of the interactions between a heavy plume released at 

ground level and the atmospheric boundary layer several of the aforemen­

tioned parameters are unnecessarily restrictive and may be relaxed 

without causing a significant effect on the resultant concentration 

field. The Rossby number magnitude controls the extent to which the 

mean wind direction changes with height. The effect of coriolis-force­

driven lateral wind shear on plume dispersion is only significant when 

the plume height is of the same order of magnitude as the boundary layer 

height. Ground level dense plume heights are usually two orders of mag­

nitude smaller than the atmospheric boundary layer height. The Eckert 
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number (in air Ec = 0.4 Ma2 (T /AT), where Ma is the Mach number) is 
r r 

the ratio of energy dissipation to the convection of energy. In both 

the atmosphere and the laboratory flow the wind velocities and tempera-

ture differences are such that the Eckert number is very small; hence, 

it is neglected. Prandtl number equality guarantees equivalent rates of 

momentum and heat transport. Since air is the working fluid in both the 

atmosphere and the laboratory Prandtl number equality is always main-

tained. 

The approach flow Richardson number (Ri) and Reynolds number (Re) 

determine the kinematic and dynamic structure of turbulent flow within a 

boundary layer. This influence is apparent in the variations that occur 

in the spectral distribution of turbulent kinetic energies with changing 

Ri (Figure 2-1) and changing Re (Figure 2-2). 

Richardson numbers characteristic of non-neutrally stable condi-

tions can be obtained in wind tunnel facilities that control air and 

floor temperatures. Figure 2-1 displays the influence of stratification 

on the turbulent structure in the atmospheric boundary layer. Unstable 

conditions cause the energy of large scale fluctuations to increase and 

stable conditions cause the energy of large scale fluctuations to 

decrease. 

Re equality implies u = (L /L )u . m p m p Re equality at a signifi-

cantly reduced length scale would cause the models flow velocity to be 

above sonic; hence, its equality must be distorted. Figure 2-2 shows 

that a reduced Re changes only the higher frequency portion of an 

Eulerian type description of the spectral energy distribution. 
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Unfortunately there is no precise definition as to which portion of an 

Eulerian Spectrum is dominant in dispersing ground level dense plumes. 

Most investigators use a minimum Reynolds number requirement based 

on roughwalled pipe measurements, i.e. Re = u*z
0

/v > 2.5, where u •• the 

friction velocity, and z , the roughness length, are derived from a 
0 

log-linear fit to a measured mean velocity profile. The value 2.5 is an 

empirically determined constant. At Re below 2.5 it is observed that 

the mean velocity profiles in turbulent pipe flow lose similarity in 

shape and deviate from the universal curve of a rough wall turbulent 

boundary layer. For Re above 2.5 it is observed that the surface drag 

coefficient (and thus the normalized mean velocity profile) is invariant 

with respect to increasing Re. For Re between 0.11 and 2.5 the velocity 

profiles are characteristic of smooth wall turbulent boundary layers, 

and for values below 0.11 the growth of a laminar sublayer on the wall 

is observed to increase with decreasing Re. 

Extrapolation of results from pipe flow measurements to flat plate 

boundary layers may cause a shift in the magnitude of the minimum Re 

requirement, but it is generally felt that this shift is small. Precise 

similarity in the universal form of mean wind shear may be necessary for 

invariance with respect to the surface drag coefficient, but this does 

not necessitate that precise similarity must exist for the invariance of 

dispersion. It is the distribution of turbulent velocities which has 

the greatest effect on dispersion. It is the mean wind shear, however, 

which generates the turbulent velocities. It is possible that the 

specification of a miniumum Re of 2.5 is overly conservative. The 
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criteria, Re > 2.5, for example, is not applicable for flow over com­

plex terrain or building clusters. 

To define the lower limit of Re for which turbulent dispersion is 

invariant in a particular model setting, the investigator should perform 

several passive plume releases at decreasing wind speeds (decreasing 

Re). The source strength corrected concentration fields (see Section 

2.3) of the Re invariant plumes will all display a similar structure. 

The minimum acceptable Re is the lower limit of this class of similar 

plumes. At Re below this value the proper portion of the spectral 

energy distribution is not simulated. 

Halitsky (1969) reported such tests performed for dispersion in the 

vicinity of a cube placed in a near uniform flow field. He found that 

for Re invariance of the concentrati~n distributions over the cube 

surface and downwind the Re magnitude (based on H, the height of the 

cube and the velocity at H) must exceed 11,000. 

The presence of a heavy gas plume could significantly change the Re 

range over which dispersion invariance exists. Velocities within a 

heavy plume released at ground level have been observed to be signifi­

cantly less than those in the approach flow. The laminarization of the 

velocity field within the dense plume under these situations is highly 

possible; hence, the effect of Re magnitude on plume similarity can 

only be evaluated by direct comparison to field results. 

2.2 Simulation of Heavy Cloud Motion 

In addition to modeling the turbulent structure of the atmosphere 

in the vicinity of a test site it is necessary to properly scale the 

plume source conditions. One approach would be to follow the 
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methodology used in Section 2.1, i.e., writing the conservation state-

ments for the combined flow system followed by fractional analysis to 

find the governing parameters. An alternative approach, the one which 

will be used here, is that of similitude. The method of similitude 

obtains scaling parameters by reasoning that the mass ratios, force 

ratios, energy ratios, and property ratios should be equal for both 

model and prototype. When one considers the dynamics of gaseous plume 

behavior the following nondimensional parameters of importance are iden-

• tified 

• 

Mass Flux Ratio (M) 
mass flow of plume 

@ effective mass flow of air 
source 

p w2A 
inertia of plume • ~ a 

Momentum Flux Ratio (F) = effective inertia of air _2 

Pau;Aa [ 

Q2 ] _P_s_ 

u2L4 @ 

Densimetric Fronde 
No. relative to the 
inertia of air (Fr) 

Densimetric Froude No. 
relative to inertia 

Pa a source 

effective inertia~ Pau!Aa [~--] 
= buoyancy of plume = 1<P - p )V = (P - p ) 

I a I 1 - 5--a L 
Pa 

@ 

@ 

source 

of the plume (Fr
1

) 

source 

Pau!Aa Flux Froude No. (Fr) = momentum flux of air 
buoyancy momentum flux of plume • QI(P - p )(L/U ) 

8 a a 

Volume Flux Ratio (V) volume flow of plume • ~ = 
effective volume flow of air U A 

a a 
@ 

source 

The scaling of plume Reynolds number is also a significant 
parameter. Its effects are invariant over a large range. This 
makes it possible to accurately model its influence by maintaining 
model tests above a minimum plume Reynolds number requirement. 
For the spread of a dense plume in a calm environment Simpson and 
Britter (1979) demonstrate that to obtain invariance for the en­
trainment rate and gravity head shape the Reynolds number, Re = 
UH/v must exceed 500, where U is the head velocity and H is the 
height of the intrusion just behind the gravity head. 
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It is necessary to maintain equality of the plumes specific grav-

p/p , over the plumes entire lifetime to obtain simultaneous simu­a 

lation of all of these parameters. Unfortunately a requirement for 

equality of the plume gas specific gravity leads to several complica-

tions in practice. These are: 

1) Equality of the source gas specific gravity between a model and 
its atmosphfy~c equivalent leads to a wind speed scaling of 
um = (Lm/L ) u . For a significant range of atmospheric wind 
speeds th~s refationship leads to wind tunnel speeds at which 
there is a possible loss of the Reynolds number invariance in 
the approach flow. 

2) A thermal plume in the atmosphere is 
the laboratory by an isothermal 
appropriate molecular weight. Under 
practice will lead to a variation of 
sity as the plume mixes with air. 

frequently simulated in 
plume formed from a gas of 
certain situations this 

the equality of plume den-

3) When a thermal plume in the atmosphere is modeled by a thermal 
laboratory plume non-adiabatic heat transfer mechanisms are not 
modeled properly. Thus a variation of the equality of plume 
density occurs as the plume moves downwind. 

It is important to examine each modeling situation and decide if an 

approximation to complete plume behavior may be employed without a sig-

nificant loss in the similarity of the modeled plume structure. Section 

2.2.1 discusses several different approximation methodologies which help 

formulate a physical model, and it addresses the errors incurred by such 

approximations. 

2.2.1 Scaling of Isothermal Heavy Clouds 

The range of applicability of a physical models predictive capabil-

ities for full scale behavior depends upon the parameter combinations 

(wind speed, flow rate, density, etc.) which yield similar plume 

behavior. Given a set of parameter combinations, measurements on a sin-
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gle plume will yield the behavior of all plumes in this category. Sec­

tion 2.2.1.1 describes research of the similarity between plumes of dif-

ferent initial source specific gravities. Section 2.2.1.2 discusses 

the similarity between plumes of equal Flux Froude Numbers but different 

volume flux ratios. Section 2.2.1.3 discusses the similarity between 

plumes exposed to wind fields of slightly different characteristic 

length scales. 

2.2.1.1 The Relaxation of Source Density Equality 

The relaxation of source density equality during the modeling of 

plume dispersion has been proposed to avoid low wind speeds that are 

operationally difficult to maintain in most wind-tunnel facilities. Low 

wind speeds also introduce questions concerning the Reynolds number 

invariance of the approach flow. All enhanced scaling schemes which use 

the relaxation of source density equality increase the velocities used 

in the model. The relaxation of source density equality prohibits 

simultaneous equality of the remaining plume parameters. One must now 

choose which of these parameters are dominant for the plume being stu­

died. 

During the ground level release of a dense plume in which the 

release momentum is small it has been consistently argued that the dom­

inate parameters are the Densimetric Fronde No. with respect to the air 

(Fr) and the Volume Flux ratio (V). Since plume momentum is negligible 

and equality of the Flux Froude No. (Fr) is guaranteed with Fr and V 

equality the only neglected parameter of significance is the Mass Flux 

Ratio (M). Hall (1979) found good agreement between two tests in which 

the source gas specific gravities were 2.37 and 4.74. Recent tests con-
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ducted by TNO (1980). however. found significant differences between 

plumes which had source specific gravities of 1.38 and 4.18. Tests con-

ducted at Colorado State University (CSU) by Neff and Meroney (1982) 

demonstrate that the relaxation of source specific gravity will lead to 

significant errors when the source specific gravity is below a value of 

2.0. All of the CSU tests were for continuous releases in which there 

were no topographic or building wake effects. 

2.2.1.2 Relaxation of Volume Flux Equality 

In this technique it is assumed the the Flux Froude Number (Fr) is 

the only dominant parameter. but the Volume Flux Ratio must not be 

* grossly distorted. Figures 2-3 and 2-4 demonstrate the potential for 

using this technique to enhance model scale wind speeds for the specific 

case of liquefied natural gas (LNG) spills. 

Figure 2-3 converts the variables ~ssociated with a field reference 

plume (up. Qp• SGP) to those used in a physical model as constrained by 

the equality of the Densimetric Froude No •• Fr and the Volume Flux 

Ratio. V (and thus equality of Fr). The intersection of the dark line 

with the dashed line representative of wind-tunnel to field length scale 

ratio yields the unique point for rigid similarity. If distortion in 

source density is allowed the simulation variables may be any point 

along a dashed line characteristic of the chosen length scale. 

Figure 2-4 describes an alternative enhanced situation where only 

equality of the Flux Froude No. (Fr) is specified. Instead of a unique 

• Whenever the Volume Flux Ratio is distorted between model and 
field plumes. then the model concentraton field must be scaled 
to that which would be seen in the field (Section 2.3). 



Q ( m3/s LNG VAPOR) 
10-~ I0- 4 I0- 3 10-Z 10-1 10° 10 1 102 103 

a 
,_a 

C:>,, 
~~I 10.0 LS. =LENGTH SCALE RATIO 
-w 
LL..W 

0.. 
_JCJ) 

S.G. ~SPECIFIC GRAVITY 
- - - - -7x - - - -

j a 1 ,aa 
a:~ "a C:>, 

~ ~ l~ aO ,'I, -.? Y- ---
_J ~ aaa , ~ Y~- - - - - - --/ 
w CJ) I' E 1.0 .. "' VC:>· -----/ / za ~ C:> __ --- / /_ 

_J / 
<(a 
Uz a:­
>-~ 

// 
/ FIELD REF. POINT 

u = 7 m/s 

a: 380m 1/s 

p,lp0 = 1.55 

~ ~CJ) l ::J --- -;7_y_---- /? /_/ 

~ OIL---------~----------~----------------------------------------~----------~----------~----------~ 
10 100 1000 

TYPICAL MODEL FLOW 

RATE RANGE IN cm 3 Is 

t 10 100 1000 

TYPICAL FIELD SPILL RATE 

RANGE IN m3 /min OF LNG 

Figure 2-3. Field to Model Conversion Diagram for Densimetric Froude Number and Volume 
Flux Ratio Equality 

10-11 10-4 10- 3 

a 
~ ~ IO.Or L.S. =LENGTH SCALE RATIO 
-w 
LL.. W S.G. =SPECIFIC GRAVITY 

a.. 
_JCJ) 
<( 
ua -z Q.._ 

>- ~ ..... 
~ Ill 
_J ...... 
WCJ) EI.O 
za ~ 
zw ::J 
=>w 
~a.. 
_JCJ) 

10-2 

Q ( m3/s LNG VAPOR) 

10-1 

,--------s.G. = 4.18 

--S.G. = 1.55 

10° 

'---S.G. = 1.38 S.G.=4.18_.-, 

S.G.= 1.55-
S. G.= 1.38~.- 1 

10 1 102 

FIELD REF. POINT 

u = 7 m/s 

a= 380m 5/s 
p1 1p0 = 1.55 

<(a 
uz a:­
>-~' ~ QIL-________ _j_ ________ __j ______________________________________ _j_ ________ ~----------J_--------~~ 

10 100 1000 

TYPICAL MODEL FLOW 

RATE RANGE IN cm 3 Is 

I 10 100 1000 
~--------------~------------~ 

TYPICAL FIELD SPILL RATE 

RANGE IN m3 /min OF LNG 

Figure 2-4. Field to Model Conversion Diagram for Flux Froude Number Equality 

w 
w 



34 

similarity point at a given length scale there is now a locus of points 

expressed by Q is proportional to u3 • If a distortion of plume source 

density is permissible then there is a broad band over which similar 

wind tunnel conditions may be chosen. 

Neff and Meroney (1982) describe the results from a dense plume 

test series during which only a Fr criteria was used. It was found that 

the plumes were similar within experimental error for volume ratio dis-

tortions up to 1.5. All of the plumes studied were negatively-buoyant, 

ground-level releases with no topographic or building wake effects. 

2.2.1.3 Velocity Field Length Scale Distortion 

The choice of a length scale which is characteristic of a model 

boundary layer is a subject of some debate. Several different length 

scaling criteria have been cited. Some of these proposed scaling 

lengths are the roughness length, z
0

, the boundary layer thickness, 6, 

the longitudinal integral scale of turbulence, A, and the peak wave 

number of spectra of turbulent velocity fluctuations, k • 
p 

the energy 

Each of these scaling lengths has large variations associated with its 

calculation. For example, the parameter z 
0 

can vary over a factor of 

two in describing the same velocity profile. This wide latitude in 

geometric scale partially explains why model length scale ratios for 

similar atmospheric situations often vary by a factor of ten in the 

literature. Some variation in model length scale ratio is permissible 

because many plume dispersion problems will be dominated by only a small 

portion of the scales of motion presented in a turbulent flow. 

In light of the above arguments one way to enhance a model's wind 

speed would be to model the flow at a larger length scale. This type of 
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model enhancement is particularly viable if the plume being modeled only 

occupies a small portion of the boundary layer. Figure 2-5 displays the 

distortion in the mean shear flow for a length scale exaggeration of 

two. The deviation is quite small when on considers errors of this mag-

nitude could be made in the estimation of the velocity profile in either 

boundary layer. 

Neff and Meroney (1982) utilize this technique to compare different 

plumes released into the same velocity field. The results indicate that 

the technique works quite well for the case of near-field dispersion of 

ground based heavy plumes in the absence of topographic or wake effects. 

This same technique can be used to extend the measured results from a 

single plume released into the atmosphere to predict the behavior of 

many other atmospheric plumes over a limited scale distortion range. 

2.2.2 Scaling of Cold Heavy Clouds 

All of the scaling considerations mentioned in Section 2.2.1 for 

isothermal heavy clouds are equally applicable to the scaling of cold 

heavy clouds. But in the case of thermal plumes additional considera-

tions must be made to insure that the model plumes specific gravity his-

tory is similar to that of its full scale counterpart. These additional 

considerations are: 

1. Thermal expansion or contraction of the plume 
ences in the molar.speci,ic heat capacity of 
gas and air (i.e. C =I C ). 

Pa Pg 

due to differ­
the plume source 

2. Release of latent heat during the entrainment of humid air, and 

3. Heat transfer by conduction, convection or radiation across 
plume boundaries. 
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The effect of molar specific heat capacity differences between the 

air and the plume is portrayed by considering the adiabatic mixing of 

two volumes of gas, one being the source gas, ¥ , 
s 

the other being 

ambient air, ¥ . Consideration of the conservation of mass and energy a 

* for this system yields (Skinner and Ludwig, 1978) : 

Ps 
-¥ + ¥ 
p s a ______ ~!__ _____________ _ 

( 

T ) (<c*> ) (<c*> T ___A¥+¥ ~¥ +¥ ~___A¥+ 
Ts s a c*> s a c*> Ts s 

p a p a 

'~a) -1 

If the temperature of the air, T , equals the temperature of the 
a 

* 

(2-1) 

source 

gas, T , or if the molar specific heat capacity, C , is equal for both 
s p 

source gas and air when the equation reduces to: 

Ps 
-¥ +'I 
Pa s a 

¥ + ¥ 
(2-2) 

s a 

Thus for two prototype cases: 1) an isothermal plume and 2) a thermal 

plume which is mostly composed of air; it does not matter how one models 

the density ratio, thermally or isothermally as long as the initial den-

sity ratio value is equal for both model and prototype. For the case of 

a thermal plume whose molar specific heat capacity is different from 

air, such as an LNG vapor plume, the modeling of the density history 

variation within the plume can only be approximate. Figure 2-6 displays 

the variation in the density history behavior for the isothermal 

* The pertinent assumption in this derivation is that the gases 
are ideal and properties are constant. 
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simulation of a LNG vapor plume. Figure 2-7 displays the variation in 

the plume cross sectional area as the plume mixes with air for this same 

situation. Consideration of these two figures suggests that, although 

an isothermal simulation of an adiabatic LNG vapor cloud as it entrains 

dry air is not exact, it is a good approximation to actual behavior. 

The release of latent heat through the entrainment of humid air can 

have a very significant effect on the density history of a thermal 

plume. Figure 2-8 displays the variation of plume density versus mole 

fraction of cold methane vapors when adiabatically mixed with atmo-

spheres of different humidities. During an isothermal physical simula-

tion of humid air/cold gas mixing large deviations in plume similarity 

would occur. 

Heat transfer across the boundaries of an LNG vapor plume will be 

primarily governed by the modes of free, forced, or mixed convection. 

To assist in an improved understanding of the modeling of heat convec-

tion into an LNG vapor plume consider a simple energy balance between 

the cloud (g) and the ground (w): 

p c 
p 
~ 

dt 

Using the ideal gas law and non-dimensionalizing the equation by the 

reference scales p , L, AS and T = L/U yields, 
a 

d(S.G.} 

* dt 
(

-hs AS ~~ (MW) J A* * 
p C U S.G.-; AT . 

a p v-

This equation shows that in order to have the same specific gravity his-

[
hs AS R/ OIW) ] 

tory between model and prototype plumes the quantity 
Pa Cp U 

must be equal. Since R/(MV), p and C are equal for model and prototype 
p 
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As 
m (~)(um) (h U AS 

s) P P 
m 
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(2-3) 

For the forced convection of turbulent flow over a flat plate a 

common empirical correlation is that the Stanton Number, St = Cfl2. 

From this relationship it is seen (with the assumptions that 

Pr 
m = Pr , and A =A) that (h) l(h) = (Cf ICf )(UPIUm). Due to the p m p s p s m 

P m 

Reynolds No. independence of full rough turbulent flow Cf 
m 

Cf . Incor­
P 

poration of this expression for (h ) l(h ) into Equation (2-3) above s p s m 

shows that forced convection will be properly modeled when AS = AS 
m p· 

For free convection from a horizontal plate a common empirical 

correlation is that the Nusselt number, Nu Gr1 I 3 where Gr = J)ATL3 IV 2 

is the Grashof number. From this relationship it is seen (with the 

assumptions that p = 1IT from ideal gas law, \) = \) and Am = A ) that ( ~ f'3 CT)m r/3 m p p 

~D= Incorporation of this expression for (h ) AS (T) 
s m m p 

(hs)pl(hs)m into Equation (2-3) above along with the Froude no. 

modeling requirements of U IU m p 

AS = [ (T) I (T) ] 1 I 4 ( L I L ) 3 I 8 AS 
m m p m p p 

modeling of forced convection) of AS 
m 

clouds temperature is given by (T) 
m 

(L IL )112 
m p 

yields, 

When the requirements for proper 

= AS is stipulated then the model p 
1.5 

(LPILm) (T) , 
p 

an unrealistic 

requirement for the length scale ratios of practical interest. Con-

sideration of the case where one models forced convection properly, i.e. 

AS = AS and one forces (T) = (T) this equation demonstrates that m p' m p 

the heat transfer by free convection will be too large in the model 

plume. 
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2.3 Concentration Scaling Theory 

Most plume studies measure the concentration magnitudes at dis-

tances far downwind from the source. In the limit as concentrations 

approached zero, the conventional concentration scaling laws for steady 

state plumes were developed. The form of this expression is: 

K(x) 

where Ta and Ts are the temperatures of the ambient air and the 

source gas respectively. Q in this expression is the total source gas 

flow rate evaluated at source conditions. When modeling the plume at a 

reduced scale the function K(x) is determined by experimental measure-

ments usually in an isothermal setting where T 
a 

Provided that 

the proper similarity requirements were satisfied then the function 

K(x) will be equal for field and model plumes. The effects caused by 

volume flux ratio distortion and source gas temperature differences 

between model and prototype are accounted for by the expression. This 

technique is completely satisfactory in the limit as concentration 

approaches zero. In the case of modeling plume concentration in the 

near field, such as is the case with flammable plumes, this relationship 

is not satisfactory. The problems lie in the asymptotic behavior as the 

concentration, X approaches one. K(O) 
T 

U L2 /(-~)Q indicates that K 
H T 

s 

is not a function of the downwind position, x, alone. It is a func-

tion of both x 
2 Ta 

and UHL /(T-)Q. To alleviate these problems the follow-
s 

ing generalized concentration scaling methodology was formulated. 
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Figure 2-9 will aid in understanding the derivation of this gen-

eralized concentration scaling methodology. Continuity of total molar 

flow rate of source gas at the source (section A-A) and at some downwind 

cross-sectional area (section B-B) requires that 

• s • II 
n = n 

s B-B s 
dB. 

II 

where n is the total molar flow rate of source gas and n is the molar s s 

flux of source gas through some differential area dB. Definition of 

concentration X requires that 

X 
II 

n 
s 

II 
n 

s 
II 

+ n 
a 

• II 

Rewriting this expression as n 
s 

expression for n yields 
s 

n 
s 

( X • II 
J ( 1_X)n dB. 

B-B a 

X .II 

<1_xJna and substituting it into the 

The mean value theorem of integral calculus allows one to rewrite the 

equation as 

n 
s 

= X (C, nl __ 
1- x<e,n> S 

• II 
n dB , 

B-B a 

where x(e,n> is the value of X at some point, <e,n> on the surface B-B. 

The total molar flow rate of air across the entire plume boundary up to 

section B-B (surface a) and the molar flow rate of air through section 

B-B are equal; hence, 

n 
s 

X(c,nJ_ c ~" 
1- X( e , n ) J a da • 

a 
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Figure 2-9 Notation Definition Diagram for Concentration 
Scaling Theory Derivation 
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Pw 
Let n 

s 
PQ and n" 

a 
__ e where u 

e 
is the entrainment velocity of air 

RT 
s 

RT 
a 

X 
across the boundary a. Dividing the entire equation by 

1
_x• where X is 

evaluated at the point of interest on the surface B-B, say X and rear­
t 

ranging the equation cancelling constant quantities such as P and R 

yields 

= 
X /(1-X ) 

---=~-:..,____ __ l. __ 
Q x<~.n )/(1-x<~.n> 

The expression on the right side of this equation is a function of the 

X profile at the surface B-B; thus, it is a function of downwind posi-

tion position, x, only. Provided that two plumes satisfy the proper 

similarity requirements 

2 (or a a L ), and the concentration profiles will have the same form. 

Utilizing these factors, the final form of a concentration scaling law 

that relates the concentration distributions in plumes that are physi-

cally similar is 

(;:)(l:x)(~
2

) K( x) • 

Some observations on the utility of this expression are summarized 

below. 

• As concentration, X approaches zero this expression becomes the 
first part of this section. 

• Note that the quantity ~L2/Q is the inverse of the Volume Flux 
Ratio; thus this expression corrects the entire concentration 
field for distortions in the similarity of this parameter as 
specified in some of the enhanced simulation techniques 
described in Section 2.2.1. 
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• The quantity T IT corrects for the fact that concentrations 
measured at s~acially similar points will be different for a 
thermal plume than for an isothermal plume. 

• The function K(x) can be viewed quite simply in the following 
format 

K(x) 
n In 
~ . . 
n' In' a s 

Thus it is the ratio of the quantity n In evaluated for the a s 
entire plume to that same quantity evaluated at a single point 
within the plume. 

• Given the equality of K(x) = K(x) then a convenient formula 
for the conversion from ammodeledpconcentration to a prototype 
concentration is given by 

X 
p 

X 
__________ J!l_- -------· 

T T 
X m + ( 1-X ) [ (T a) V] I [ (T a) V] 

m s m s p 

, where V 

For reciprocal conversion from prototype to model 
exchange them's and p's. 

simple 

• If the indeterminant behavior of this formulation of K(x)K( 's 
X ~1 is bothersome note that by the transformation K'(x) K(x~+1 
this problem is allevated. 

X 
K' (x) -------·--·-

T 
X+ (1-X)[(Ta)Q/~L2 ] 

s 

This new function K'(x) has the convenient property that as 
X ~0, K' (x)~O and as X ~1, K' (x)~1. 

It is reemphasized that K(x) is only a universal function for 

plumes that are similar in both entrainment physics and normalized con-

centration variation in downwind plume cross-sections. All passive 

plumes in the absence of wake effects and significant initial momentum 

meet these conditions; hence, K(x) should be a universal function for 
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passive plume dispersion. Measurements on plumes of this type have 

universally confirmed such correlations. As the source and near field 

factors such as initial momentum, building wakes, and buoyancy effects 

become more dominant than the background flow in determining the 

entrainment physics and plume profiles, the universal character of K(x) 

is lost. For the specific case of downwind dispersion from negatively 

buoyant sources it is easily envisioned that, unless the buoyancy and 

inertial effects are properly matched, the resultant plume profiles will 

be drastically different. 
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3.0 DATA ACQUISITION AND ANALYSIS 

Laboratory measurement techniques are discussed in this section, 

along with conversion methods which provide a basis for interpretation 

of model data in terms of field equivalent quantities. Some of the 

methods used are conventional and need little elaboration. 

3.1 Wind-tunnel Facilities 

The Environmental Wind Tunnel (EWT) shown in Figure 3-1 was used 

for all tests performed. This wind tunnel, specially designed to study 

atmospheric flow phenomena, incorporates special features such as an 

adjustable ceiling, rotating turntables, transparent boundary walls, and 

a long test section to permit reproduction of micrometeorological 

behavior at larger scales. Mean wind speeds of 0.10 to 12 m/s can be 

obtained in the EWT. A boundary layer depth of 1 m thickness at 6 m 

downstream of the test entrance can be obtained with the use of vortex 

generators and a trip at the test section entrance and surface roughness 

on the floor. The flexible test section roof on the EWT is adjustable 

in height to permit the longitudinal pressure gradient to be set to 

zero. The vortex generators and trip at the tunnel entrance were fol-

lowed by 9.2 m. of smooth floor. 

3.2 Model 

A constant area continuous release model was constructed as shown 

in Figure 3-2a and was mounted flush with the floor of the EWT, where 

the boundary layer was fully developed. Two kinds of isothermal gases 

and three cooled gases were used in the series of experiments described 

herein. A heat exchanger, shown in Figure 3-2b, was used to carefully 

establish the proper thermal conditions of the source gas. 
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The heat exchanger used nitrogen as the cold fluid both in gaseous 

and in liquid form. The source plenum contained a cavity in which a 

pool of liquid nitrogen was maintained, so that when the cooled source 

gas was released into the source plenum, little if any heating would 

result until the gas became exposed to the ambient atmosphere. The 

source gas was cooled in a gas to gas counter flow heat exchanger, the 

cold gas being very carefully monitored. In order to specify the source 

gas temperature to within ± 3 K, the heat transfer across the counter 

flow section, and consequently, the cold fluid inlet temperature had to 

be readily adjustable. This was accomplished by establishing a two stage 

cooling process for the coolant nitrogen. Bottled nitrogen was ini-

tially precooled by passing it through a copper coil submerged in liquid 

nitrogen. The cooled nitrogen was then further cooled in a parallel 

flow heat exchanger with the temperature decrease being controlled by 

the flow rate of the colder liquid nitrogen on the shell side. The tem­

perature drop from the tube outlet of the parallel flow exchanger to the 

shell inlet of the counter flow exchanger was minimized to about 2-3 K 

by reducing the connecting pipe length to -4 em. Heat loss was further 

reduced by wrapping the counter flow and parallel flow exchangers 

together and covering the assembly with -3 em of fiberglass insulation. 

The cooled source gas was conveyed through copper tubing from the 

counter flow exchanger to the source plenum. Since the tubing was at or 

perhaps slightly cooler than desired outlet temperatures as it passed 

through the source nitrogen pool, the tubing was insulated to prevent 

undesirable condensation (see Figure 3-2a). 
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All the gases released contained a known percentage of a hydrocar­

bon tracer to allow concentrations to be determined using a gas chroma­

tograph. 

3.3 Flow Visualization Techniques 

Smoke was used to define isothermal plume behavior. The smoke was 

produced by passing the LNG vapor simulant through an oil smoke genera­

tor (fog/smoke machine manufactured by Roscolab, Ltd.). 

The cold gas runs could not be observed using the smoke generator 

or TiC1 4 because the smoke particles tended to freeze in the plenum 

rendering them useless. Plume boundaries could be observed, though, as 

a result of background humidity condensation within the plume. Plume 

appearance was recorded onto video cassettes. 

3.4 Wind Profile and Turbulence Measurements 

The velocity profile, reference wind speed conditions, and tur­

bulence were measured with a Thermo-Systems Inc. (TSI) 1050 anemometer 

and a TSI model 1212 hot-film probe. Since the voltage response of 

these anemometers is nonlinear with respect to velocity, a multipoint 

calibration of system response versus velocity was utilized for data 

reduction. A velocity standard described in Neff and Meroney (1982) was 

used to calibrate the hot film anemometer. 

During calibration of the single film anemometer, the anemometer 

voltage response values over the velocity range of interest were fit to 

an expression similar to that of King's law (Sandborn, 1972) but with a 

variable exponent. The accuracy of this technique is approximately± 2 

percent of the actual longitudinal velocity. 
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The velocity sensors were mounted on a vertical traverse and posi­

tioned over the measurement location on the model. The anemometer 

responses were fed to a Preston analog-to-digital converter and then 

directly to a HP-1000 minicomputer for immediate interpretation. The 

BP-1000 computer also controlled probe position. 

3.5 Concentration Measurements 

The experimental measurement of concentration was performed using 

gas-chromatograph and sampling systems (Figure 3-3) designed by Fluid 

Dynamics and Diffusion Laboratory staff. A grid map showing locations 

where concentration measurements were made is shown in Figure 3-4. 

3.5.1 Gas Chromatograph 

The (Hewlett-Packard Model 5710A) gas chromatograph with Flame Ion­

ization Detector (FID) operates on the principle that the electrical 

conductivity of a gas is directly proportional to the concentration of 

charge particles within the gas. The ions in this case are formed by 

effluent gas being mixed in the FID with hydrogen and then burned in 

air. The ions and electrons formed enter an electrode gap and decrease 

the gap resistance. The resulting voltage drop is amplified by an elec­

trometer and fed to the HP 3390A integrator. When no effluent gas is 

flowing. a carrier gas (nitrogen) flows through the FID. Due to certain 

impurities in the carrier. some ions and electrons are formed creating a 

background voltage or zero shift. When the effluent gas enters the FID. 

the voltage increase above this zero shift is proportional to the degree 

of ionization or correspondingly the amount of tracer gas present. 

Since the chromatograph used in this study features a temperature con­

trol on the flame and electrometer. there is very low drift of the zero 
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(a) 

~) 

Figure 3-3 Photographs of (a) the Gas Sampling System, and (b) the 
HP Integrator and Gas Chromatograph 
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shift. In case of any zero drift, the 3390A, which integrates the 

effluent peak, also subtracts out the zero drift. 

The lower limit of measurement is imposed by the instrument sensi­

tivity and the background concentration of tracer within the air in the 

wind tunnel. Background concentrations were measured and subtracted 

from all data quoted herein. 

3.5.2 Concentration Sampling System 

The CSU tracer gas sampling system consists of a series of fifty 30 

cc syringes mounted between two circular aluminum plates. A variable­

speed motor raises a third plate, which in turn raises all SO syringe 

plungers simultaneously. A set of check valves and tubing are connected 

such that airflow from each tunnel sampling point passes over the top of 

each designated syringe. When the syringe plunger is raised, a sample 

from the tunnel is drawn into the syringe container. The sampling pro­

cedure consists of flushing (taking and expending a sample) the syringe 

three times after which the test sample is retained. The draw rate is 

variable and generally set to be approximately 6 cc/min. 

The sampler was periodically calibrated to insure proper function 

of each of the check valve and tubing assemblies. The sampler intake 

was connected to short sections of Tygon tubing which led to a sampling 

manifold. The manifold, in turn, was connected to a gas cylinder having 

a known concentration of tracer gas. The gas was turned on and a valve 

on the manifold opened to release the pressure produced in the manifold. 

The manifold was allowed to flush for about 1 min. Normal sampling pro­

cedures were carried out to insure exactly the same procedure as when 

taking a sample from the tunnel. Each sample was then analyzed for 

tracer gas concentration. Any sample having an error of greater than 2 
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percent indicated a failure in the check valve assembly and the check 

valve was replaced or the bad syringe was not used for sampling from the 

tunnel. 

3.5.3 Test Procedure 

The test procedure consisted of: 1) setting the proper tunnel wind 

speed# 2) releasing a metered mixture of source gas from the release 

area source~ 3) withdrawing samples of air from the tunnel at the loca­

tions designated# and 4) analyzing the samples with a Flame Ionization 

Gas Chromatograph (FIGC). The samples were drawn into each syringe over 

a 300 s (approximate) time period and subsequently analyzed by injection 

into the FIGC. 

The procedure used for analyzing air samples from the tunnel is as 

follows: 1) a 2 cc sample volume which was drawn from the wind tunnel 

and collected in a syringe is introduced into the Flame Ionization 

Detector (FID), 2) the output from the electrometer (in microvolts) is 

sent to the Hewlett-Packard 3390 or 3390A Integrator, 3) the output sig­

nal is analyzed by the integrator to obtain the proportional amount of 

hydrocarbons present in the sample, 4) the record is integrated, and the 

ethane concentration is determined by multiplying the integrated signal 

(~v-s) by calibration factor (ppm/~v-s)# 5) a summary of the integrator 

analysis (gas retention time and integrated area (~v-s)) is printed out 

on the terminal at the wind tunnel, along with pertinent run parameters, 

and 8) the computer program converts the raw data into mean concentra­

tion. The calibration factor was obtained by introducing a known quan-

tity, xs' of tracer into the FIGC and recording the integrated value, 

I, in ~v-s. 
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Calibrations were obtained at the beginning and end of each meas­

urement period. 

3.6 Temperature Measurements 

During the cold gas runs (22-45) thermocouples were fixed at vari­

ous locations throughout the plume flow field. A thermocouple multi­

plexer (model Digitrend 22 manufactured by Doric) was used to obtain 

temperatures from the thermocouples at 60 second intervals during each 

run. 

In addition a fast response (.001 in. diameter) thermocouple was 

placed at a fixed location for each run. This thermocouple was continu­

ously monitored and its output was connected to a strip chart recorder. 

All thermocouples used were copper/constantan manufactured by Omega 

Engineering. Inc. Figure 3-5 is a grid map detailing thermocouple loca­

tions. 
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4.0 TEST PROGRAM AND DATA 

The cold dense plume measurement program was designed to provide a 

basis for the analysis of heat transfer effects on plume dispersion, the 

evaluation of plume scaling laws, and to assist in the development of 

and verification of numerical models. All tests were performed in the 

wind tunnel described in Section 3.1. The plumes were released through 

the source and heat exchanger system described in Section 3.2 with zero 

initial longitudinal momentum and minimal source generated dilution. 

Experiments were performed in two sequences. Runs 1 through 12 

were performed together to determine the reaction of plume behavior to a 

range of initial conditions. Sample tubes for vertical and surface con­

centration samples were arranged above the floor and may have produced 

wakes which caused additional dilution. No experimental replication 

occurred during Runs 1 - 12 and although thermal control was adequate 

some temperature drift occurred during individual experiments. 

The second test series emphasized situations where thermal effects 

were most pronounced. Surface sampling tubes were mounted flush with 

the surface and connected to the sampler via a hollow chamber beneath 

the wind-tunnel floor. Several improvements were incorporated into the 

heat exchanger to provide for better source gas temperature control dur­

ing operation. 

The floor in the vicinity of the plumes was always flat and smooth 

with no obstacles to cause wake effects. To obtain a series of vertical 

profiles, experiments were replicated up to five times and only data at 

or upwind of any concentration rake should be considered accurate. The 

replications also provided redundant data that defined concentration 
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variability, i.e. the data scatter for individual locations. The 

scatter was found to be very small, usually less than 10%. 

Source gas mixtures were prepared to provide gases which were all 

initially heavy; but they were either isothermal, or cold with 

c* /C • • • 1.0, or cold with C /C > 1.0. Thus one could evaluate 
Po Pa Po Pa 

whether dilution resulted from adiabatic entrainment, heat transfer 

effects, or unbalanced thermal contraction. Table 4-1 summarizes mix-

ture and thermal conditions desired during the experiments. Since wind 

tunnel velocity and heat exchanger temperatures sometimes drifted from 

the ideal set points, the actual conditions examined are noted in Table 

4-2. 

It is hypothesized that gravity effects should be a function of a 

bouyancy length scale (or Richardson number) that characterizes the 

plume. Two buoyancy conditions were selected for examination, ib 1 

and i 
b 5. Under the first condition (Runs 4-6 and 10-12) background 

turbulence was expected to dominate entrainment very quickly, but under 

the latter condition (Runs 1-3 and 7-9) gravity spreading and suppres-

sion of vertical mixing was expected to persist. Two combinations of 

initial molecular weight and initial temperature were arranged for each 

bouyancy length scale. If equality of Richardson number alone is ade-

quate for proper plume scaling, then in the absence of heat transfer 

effects Runs 1-3 and 7-9 or Runs 4-6 and 10-12 should give identical 

concentration isopleths in space. If thermal expansion effects are 

minimal then Runs 1-3, 4-6, 7-9, or 10-12 should each produce coincident 

dimensionless K isopleths. 
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Table 4-1 

Heat Transfer Tests Series 

Design Conditions 

Run Source SG .e.b • Source Flow Wind 
Gas (em) C /C • T (oX:) Rate Velocity 

Mixture Po Pa 0 
Q (ccs) ~ (cm/s) 

1. 13-17 94.1'1 C02 1.46 5.0 1 42.3 amb 130 22.7 

5 .9 .. 014 

2. 22-26 99.5'- N2 1.46 5.0 1 28 195 130 22.7 

O.S'- CB4 

3. 35-41 100'11 CH
4 1.46 5.0 1.22 16 111 130 22.7 

4 94.1'- C02 1.46 1.0 1 42.3 amb 130 38.8 

5 .91Ja CH
4 

5 99.S'- N2 
1.46 1.0 1 28 195 130 38.8 

0.51Ja CB
4 

6. 42 1001111 CH
4 

1.46 1.0 1.22 16 111 130 38.8 

7. 18-21 6ft C02 2.35 5.0 1 68 amb 223 38.8 

311Ja CC1
2

F
2 

1 .. C2H6 

8. 23-26 99.5'- N2 
2.35 5.0 1 28 121 223 38.8 

O.S'- CB4 

9. 31-34 99.5'- C02 2.35 5.0 1.30 44 195 223 38.8 

O.SIJa cn
4 

10 6ft C02 2.35 1.0 1 68 amb 223 66.6 

311Ja CC1
2

F
2 

1 .. c2H6 

11 99.S'- N2 2.35 1.0 1 28 121 223 66.6 

O.S'- CB4 

12 99.5'- C02 2.35 1.0 1.30 44 19S 223 66.6 

0.5 .. CH4 

43-44 100'l CB4 1.46 9.0 1.22 16 111 19S 20.0 

~ @ 2 em height 

u. 
0.075 

~ 
z = 0.0001 m 

0 

~ Specific Humidity ~ 3S'-



TABLE 4-2 

TEST CONDITIONS 1BERMAL EFFECTS EXPERIMENTS 

Run SG .e.b • • M1f T Q 
~ u. T LA T u (Ri •) 

0 
Re Gr c /C 0 a 

No. (em) Po pa (I:) (ccs) (cm/s) (cm/s) (I:) (ca) (sec) (cm/s) 

1 1.46 5.0 1 42.3 294 130 22.7 1. 70 294.0 0.2 0.021 9.5 31.4 18.7 0 
2 1.46 5.0 1 28.0 195 130 22.7 1. 70 294.0 0.2 0.021 9.5 31.4 18.7 118 
3 1.28 3.1 1.22 16.0 128 130 22.7 1.70 294.0 0.2 0.027 7.4 19.1 9.9 198 
4 1.46 1.0 1 42.3 294 130 38.8 2.90 294.0 0.2 0.021 9.5 10.8 12.7 0 
5 1.46 1.0 1 28.0 195 130 38.8 2.90 294.0 0.2 0.021 9.5 10.8 12.7 118 
6 1.33 0.7 1.22 16.0 123 130 38.8 2.90 294.0 0.2 0.025 8.0 7.7 10.8 241 
7 2.35 5.1 1 68.0 293 223 38.8 2.90 294.0 0.2 0.012 16.6 31.6 21.8 0 
8 2.41 5.3 1 28.0 118 223 38.8 2.90 294.0 0.2 0.012 16.6 33.1 22.2 210 
9 2.20 4.5 1.30 44.0 203 223 38.8 2.90 294.0 0.2 0.013 15.4 28.1 20.5 109 

10 2.35 1.0 1 68.0 294 223 66.6 5.00 294.0 0.2 0.012 16.6 10.6 21.8 0 
11 2.41 1.1 1 28.0 118 223 66.6 5.00 294.0 0.2 0.012 16.6 11.1 22.2 210 
12 2.18 0.9 1.30 44.0 205 223 66.6 5.00 294.0 0.2 0.013 15.4 9.3 20.3 109 
13 1.46 5.0 1 42.3 296 130 22.7 1. 70 296.0 0.2 0.021 9.5 31.4 12.7 0 ()'\ 

.p.. 
14 1.46 4.0 1 42.3 298 130 24.4 1.85 298.0 0.2 0.021 9.5 31.4 18.7 0 
15 1.46 4.0 1 42.3 298 130 24.4 1.85 298.0 0.2 0.021 9.5 31.4 18.7 0 
16 1.46 4.0 1 42.3 298 130 24.4 1.85 298.0 0.2 0.021 9.5 31.4 18.7 0 
17 1.46 4.0 1 42.5 298 130 24.4 1.85 298.0 0.2 0.021 9.5 31.4 18.7 0 
18 2.36 4.0 1 68.0 298 223 42.3 3.20 298.0 0.2 0.012 16.6 26.2 21.8 0 
19 2.36 4.0 1 68.0 298 223 42.3 3.20 298.0 0.2 0.012 16.6 26.2 21.8 0 
20 2.36 4.0 1 68.0 298 223 42.3 3.20 298.0 0.2 0.012 16.6 26.2 21.8 0 
21 2.36 4.0 1 68.0 298 223 42.3 3.20 298.0 0.2 0.012 16.6 26.2 21.8 0 
22 1.46 4.0 1 28.0 195 130 24.7 1.85 294.0 0.2 0.021 9.5 31.4 18.7 118 
23 1.46 4.0 1 28.0 195 130 24.7 1.85 294.0 0.2 0.021 9.5 31.4 18.7 118 
24 1.46 4.0 1 28.0 195 130 24.7 1.85 294.0 0.2 0.021 9.5 31.4 18.7 118 
25 1.46 4.0 1 28.0 195 130 24.7 1.85 295.4 0.2 0.021 9.5 31.4 18.7 118 
26 1.46 4.0 1 28.0 195 130 24.7 1.85 295.7 0.2 0.021 9.5 31.4 18.7 118 
27 2.37 4.0 1 28.0 121 223 42.3 3.20 295.4 0.2 0.012 16.6 26.4 21.9 207 
28 2.37 4.0 1 28.0 121 223 42.3 3.20 295.4 0.2 0.012 16.6 26.4 21.9 207 
29 2.37 4.0 1 28.0 121 223 42.3 3.20 295.4 0.2 0.012 16.6 26.4 21.9 207 
30 2.37 4.0 1 28.0 121 223 42.3 3.20 294.0 0.2 0.012 16.6 26.4 21.9 207 
31 2.30 3.9 1.30 44.0 195 223 42.3 3.20 294.0 0.2 0.012 16.6 25.0 21.3 118 
32 2.30 3.9 1.30 44.0 195 223 42.3 3.20 294.0 0.2 0.012 16.6 25.0 21.3 118 
33 2.30 3.9 1.30 44.0 195 223 42.3 3.20 294.0 0.2 0.012 16.6 25.0 21.3 118 

~ @ 2 em height 

u. 
-- = 0.075, z = 0.0001 m, ¢ Specific Humidity a 35~ (Td t & 284°1:) 
~ 0 p 



Run 

No. 

34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 

SG £ • • b c IC 
(em) Po pa 

2.30 3.9 1.30 
1.34 2.9 
1.34 2.9 
1.34 2.9 
1.34 2.9 
1.34 2.9 
1.34 2.9 
1.34 2.9 
1.34 0.8 
1.34 9.2 
1.34 9.2 

L = H 
0 

T = (H /g,) 1/2 
0 0 

U = (H g')1/2 
0 0 

(Ri•) = g'H /u
2
• 

0 0 0 

Re = (g'H3
>
112tv 

0 0 

Gr = g n3 9/v 2 
0 

9 = 1 - T IT o a 

1.22 
1.22 
1.22 
1.22 
1.22 
1.22 
1.22 
1.22 
1.22 
1.22 

L
0 

= 18.2((b/r
0

•
8

) 

MW T Q 
0 

(X) (ees) 

44.0 195 223 
16.0 121 130 
16.0 121 130 
16.0 121 130 
16.0 121 130 
16.0 121 130 
16.0 121 130 
16.0 121 130 
16.0 121 130 
16.0 121 195 
16.0 121 195 

TABLE 4-2 

Continued 

UR u. T 
a 

(em/ a) (em/a) (X) 

42.3 3.20 294 
24.7 1.85 292 
24.7 1.85 292 
24.7 1.85 292 
24.7 1.85 292 
24.7 1.85 292 
24.7 1.85 292 
24.7 1.85 292 
38.3 2.87 293 
19.3 1.45 293 
19.3 1.45 293 

LA T 

(em) (sec) 

0.2 0.012 
0.2 0.024 
0.2 0.024 
0.2 0.024 
0.2 0.024 
0.2 0.024 
0.2 0.024 
0.2 0.024 
0.2 0.024 
0.2 0.024 
0.2 0.024 

f = Ql/2g~/~ 5/2 

3 
lb = ~~ Q/~ 

u (Ri •)
0 

(em/a) 

16.6 25.0 
8.3 19.6 
8.3 19.6 
8.3 19.6 
8.3 19.6 
8.3 19.6 
8.3 19.6 
8.3 19.6 
8.3 8.1 
8.3 31.9 
8.3 31.9 

H = Q/L /[u./k in(H /z) + a
1

<s'H >
1121 

0 0 0 0 0 0 

Re 

21.3 
10.9 
10.9 
10.9 
10.9 
10.9 
10.9 
10.9 
10.9 
10.9 
10.9 

(Note L
0 

and H
0 

are solved for iteratively) 

Gr 

118 
209 
209 
209 
209 
209 
209 
209 
206 
206 
206 

A Since H is not very well detined we w111 use H = 
0.002 m0 for all cases here. 

0 

-5 2 
v = l.S X 10 Ill ,. 

0\ 
VI 
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The zero position of the coordinate system is located over the 

center of the sources apparatus 12.63 m from the wind tunnel entrance 

vortex generators. The positive x coordinate will be downwind, and 

the positive z coordinate is upward. The right hand coordinate rule 

applies. 

Section 4.1 reviews the approach-wind flow conditions for all 

tests, Section 4.2 discusses the visual appearance of the plumes, Sec-

tion 4.3 reports the results of the concentration measurements, and Sec-

tion 4.4 reports temperature measurements. In all, 44 separate tests 

were performed for 14 different initial conditions. 

4.1 Velocity and Turbulence Results 

Wind tunnel entrance and floor geometries were identical to condi-

tions examined by Neff and Meroney (1982). Their conclusions concerning 

similarity of the tunnel boundary layer to the atmospheric boundary 

remain relevant. The boundary layer thickness in all cases extended 

above 40 em. The wind tunnel ceiling was set to produce a zero pressure 

gradient along the tunnel centerline. 

4.1.1 Mean Velocity Profiles 

Velocity and turbulence profiles have been measured upwind and 

downwind of the source location in the wind tunnel. Representative 

measurements over the source location are provided in Figure 4-1. The 

mean wind speed profile is commonly described by a logarithmic relation­

ship u(z)/u• = 2.5 ln(z/z
0
), where u• is the friction velocity at the 

wall and z is the roughness length. A logarithmic relationship fits 
0 

all profiles well between heights of 1 to 40 em. Over a wide range of 





velocities (u f = re 

Cf (-?--) 2 
was 

2 ref 

0.0001 m. 
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0.20 to 1.0 m/sec) the surface friction coefficient 

effectively 0.075 and the surface roughness, z
0

, was 

A value of the power law index, p, can also be defined if the 

assumption is made that u(z)/u f = (z/z f)P. Values of p range from re re 

.22 to .18 for wind speeds ranging from 19 to 67 em/sec. Power law pro-

files were not found to fit measurements when z/& < 0.1. Most of the 

cloud dispersion occurs below 1 to 3 em; hence a power law profile rela-

tionship is not representative of the advective wind field. 

Logarithmic-law formulas will be somewhat better, but they may over 

estimate wind speeds at 0.5 em by as much as 50%. Formulas which 

include laminar sublayer corrections may be more suitable to describe 

model profiles. 

4.1.2 Turbulence Intensity Profiles 

The turbulent intensity of a turbulent velocity is defined as the 

r.m.s. of the velocity fluctuations divided by the local mean velocity. 

Figure 4-2 shows a typical variation of the turbulent intensity of the 

longitudinal velocity component. Magnitudes fall off at upper levels 

faster then equivalent atmospheric profiles. Nonetheless at z = 1 to 5 

em, turbulent intensity levels are comparable to empirical expressions 

proposed for field measurements for scale ratios between 1:1000 to 

1:2000. 

Turbulence spectra and integral scales of the model boundary layer 

were not measured during this test series. Nonetheless, as noted ear-

lier, the boundary conditions are equivalent to those examined exten-

sively by Neff and Meroney (1982). Their data supports the conclusion 
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that the wind tunnel boundary has an effective scale ratio near 1:1000. 

Integral scales estimated from the spectral measurements of Neff and 

Meroney suggested equivalent field values ranging from 100 to 150 m at a 

height of 10 meters for scale ratios near 1:1000. 

Although the apparent scale ratio for the wind tunnel to atmosphere 

boundary layer comparisons at low velocities is near 1:1000, this need 

not constrain model scales for smaller scale ratio heavy plume experi-

ments. Apparently the dense gas plume is not sensitive to a mismatch 

between cloud size and the boundary layer integral scales. Earlier 

measurements under similar tunnel conditions performed by Neff and Mero­

ney (1981) revealed that 1:85 scale simulations of the 40m3 LNG spill 

tests at China Lake, California, reproduced field results quite well. 

4.2 Visual Appearance of the Clouds 

For the lb - 5 cases the plume gases moved upwind against the wind 

field several centimeters until they were turned back and around the 

main body of the plume. These gases produced a horseshoe vortex which 

bent downwind around the source. For the lb - 1.0 situation upwind 

motion was minimal, but lateral spreading still occurred. 

As the plumes moved downwind, their lateral extent increased so 

that a roughly parabolic shape took form with the open end pointing 

downwind. A small secondary flow crosswind tended to slightly deflect 

the plumes subjected to lower wind speeds in the positive y direction. 

Isothermal, cold nitrogen, and cold carbon dioxide plumes always 

remained negatively bouyant; thus the maximum visual extent of the plume 

rarely exceeded z = 3 em at x = 3m. The stable stratification in the 

plumes suppressed vertical mixing, so vertical mixing followed the char­

acter of a Pasquill-Gifford G category plume rather than the C 
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conditions associated with the neutral background flow. 

The cold methane plumes became positively buoyant after contact 

with the warm wooden wind tunnel floor had increased plume temperatures. 

Thus for the l - 5 b case the plume height grew rapidly within 20 em of 

the source. Growth rates appeared to approach Pasquill-Gifford category 

A rates (unstable atmosphere), and the cloud was 20 em deep by x =3m. 

In addition the buoyant plume lofted above the floor. The vertical rise 

of the cloud resulted in a narrow plume width and a very dilute wispy 

plume at x = 2.5 m. For the lb - 1 methane plume the higher wind 

speed suppressed lofting; nonetheless, vertical plume growth exceeded 

the heavier isothermal and cold nitrogen counterpart plumes. 

4.3 Concentration Test Results 

Heat transfer effects may be observed in the relative mixing rates 

of the various plumes, the resultant variation in centerline concentra-

tion decay with distance, ground level plume isopleths, and vertical 

concentration profiles. Concentration data is tabulated in terms of 

model values, equivalent methane values, and K (dimensionless concentra-

tion) values in the tables contained in Appendix D. 

Figures 4-3 through 4-9 show surface centerline cloud dilution, 

plotted versus downwind distance, x, in terms of the methane equivalent 

values of all data. The methane equivalent values must be used to avoid 

making conclusions based on the different source molar flux rates asso-

ciated with different initial temperature conditions. 

On Figures 4-3, 4-5, 4-7, and 4-8 where lb 5, the isothermal 

Runs 1, 14-17, and 18-21 are essentially coincident. This suggests that 

for cases where source vertical momentum is small, bouyancy scale equal-

ity or Richardson number equality is sufficient for source specific 
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gravities near 1.5 to assure similarity. Figures 4-4 and 4-6 where 

- 1 also produce similar isothermal plume results. 

Cold plumes at lb - 1, or 5 do not indicate similar curves. 

l 
b 

They 

generally arrange themselves in order of initial temperature, where a 

lower source temperature results in faster dilution rates. An interest-

ing exception is cold carbon dioxide where the relatively smaller ini-

tial temperature drop below ambient temperatures and the large specific 

heat • • C /C 
Po Pa 

capacity ratio results in centerline concentrations 

slightly above any isothermal counterpart. The high specific heat capa-

city of carbon dioxide means that during adiabatic mixing the local 

specific gravity remains larger than that of an isothermal counterpart 

plume of equivalent dilution. This higher density slightly inhibits 

vertical mixing (See Figure 4-5, 4-6, and 4-8). 

Surface isopleths are plotted in Figures 4-10 to 4-17 for Runs 14 

to 44. Plume assymmetry is associated with the small crossflow veloci-

ties mentioned earlier. On each curve the visual extent of the cloud 

associated with smoke or water droplets is indicated by a dashed line. 

Visual definition seems to fall off near molar concentrations of one 

percent. 

Upwind plume motion is evident for lb - 4 and 9, but the plume 

release mapped for lb - 1 (Figure 4-16) displayed little upwind motion. 

Methane plumes (Figures 4-12, 4-16, and 4-17) are comparatively quite 

narrow. 4 and 9 conditions (Figures 4-12 and 4-17) reflect the 

effects of a buoyant plume rapidly lofting into the air. 

Limited lateral measurements are available for Runs 1 through 12 

and wakes from sampling tubes artificially reduced plume concentrations. 

Nonetheless the observations made about plume lateral characteristics in 



Runs 14-17 ----- --------

Scale: I em= 20 em ---------------------
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Figure 4-14. Surface Concentration Isopleths, Runs 27-30, Cold Nitrogen, 
lb = 4.0, Q = 223 ccs, u• = 3.20 cm/s 

00 
+:--



Runs 31-34 

--
._ _____ __ ----------

Scale: I em = 20 em 

Figure 4-15. Surface Concentration Isopleths, Runs 31-34, Cold Carbon Dioxide, 
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the paragraphs above seem to be consistent with data from the first 

twelve runs. At the lower bouyancy scale# lb - 1# all plumes appeared 

to grow laterally at similar rates# indeed for Runs 10# 11# and 12 the 

isopleths were essentially coincident. 

The plumes continue to grow laterally even after ~ is nearly 

zero. The growth rate for x l 2 m approaches values associated with 

mixing due to background ambient turbulence. It is likely that beyond 

the initial gravity spread region near the source# lateral growth is 

dependent on how rapidly surface heat transfer destroys the potential 

energy available to drive cloud fronts outward. Of course there is some 

trade off in the rate of buoyancy destruction between temperature 

difference and surface area since Q = h A(T - T). 
s w 

4.3.1 Elevated Behavior 

Vertical concentration profiles are available at X 0.3, 0.6, 

1.2, and 2.4 m downwind of the plume centerline for Runs 14 through 44 

as Figures 4-18 through 4-23. In no case do we see the flat well mixed 

regions within the plumes proposed by several authors to result from 

thermal convection. Instead the vertical profiles decay in either a 

gaussian or exponential manner. The profiles reported for LNG spills at 

China Lake showed similar decay (Ermak et al., 1982). 

Plume height evaluated from the vertical concentration profiles is 

plotted versus downwind distance in Figure 4-24. It is apparent that 

the isothermal# cold nitrogen, and cold carbon dioxide plumes all grow 

vertically at rates near Pasquill-Gifford category F or G conditions. 

The cold methane plume's vertical growth is initially retarded by its 

negative stratification, but after it becomes bouyant its height 
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increases as a passive plume in a Pasquill-Gifford A category atmo-

sphere. 

4.3.2 Methane Plumes at Various Wind Conditions 

Methane plumes were released under a range of shear flow conditions 

(i.e. i - 1 to 8) b . Figure 4-9 displays the alongwind surface dilution 

of these plumes; unfortunately, these are not directly comparable condi-

tions since the set includes a range of source strength rates; hence any 

conclusions drawn from this figure may be inappropriate. An alternative 

presentation is provided in Figure 4-25, where a dimensionless concen-

tration, K 

2 
To _x__ uRLR T< 1 _X )-

0
-, suggested by Neff and Meroney (1982), is 

a 

plotted versus downwind distance, x. This plot automatically normalizes 

for source variations in volume flow rate or temperature. A band of 

data associated with isothermal experiments falls above the methane 

data. Model methane plumes would produce these values if heat transfer 

effects were completely absent. The cold methane plumes dilute faster 

as buoyancy length scale, ib, increases or wind shear decreases. 

During experimental Runs 1 through 12 sampling tubes were suspended 

above the model channels. The turbulent wakes of these tubes added 

artificial turbulence which reduced concentrations from Runs 1 and 7 

below their counterpart experiments 14-17 and 18-21. A specific gravity 

effect becomes apparent when Runs 14-17 and 4 are compared to Runs 18-21 

and 10 respectively. In each case the higher specific gravity gas seems 

to produce lower concentrations when released at constant values of the 

buoyancy length scale. 
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4.4 Temperature Test Result~ 

During the cold gas runs, Runs 22-24, thermocouples monitored the 

gas temperatures at selected surface and elevated locations. Calibra-

tion differences between the various thermocouples plus the statistical 

variability of the cold plume and themal drift in the ground temperature 

made separation of gas temperatures from ambient temperatures difficult 

where T - T < 1 C. Thus one cannot expect accurate temperature meas­a 

urements when concentrations fall below 1% even for nearly adiabatic 

plume mixing. This will only be limiting over the distances modeled for 

the methane runs. 

Temperatures measured are summarized in tables found in Appendix E. 

Vertical temperature profiles are displayed in Figures 4-26 through 4-

29. Thermal plume depths are similar to those of concentration. The 

vertical profiles will be used in Section 5.2 to define local stratifi-

cation conditions during entrainment rate calculations. 

It is also of interest to compare local plume temperatures to local 

concentrations. Figures 4-30 through 4-33 compare local temperatures 

and local concentrations for cold nitrogen, cold carbon dioxide and cold 

methane runs. Since a depth averaged numerical box model has been util-

ized to evaluate plume behavior in Sections 5.1 and 5.2 the depth aver-

aged values of experimental concentrations and temperatures from the 

vertical traverses are also included on Figures 4-30 through 4-33. Re-

evaporation of condensed water vapor results in the sudden change in 

slope or kinks observed on the respective figures. Predicted lines for 

dry adiabatic, and humid adiabatic mixing are noted. These curves are 

independent of any entrainment model and assume only adiabatic mixing of 

constant property ideal gases. (See Appendix B.) 
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Figure 4-29. Vertical Temperature Profiles, Runs 32-34, Cold Carbon Dioxide, 
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lb = 4.0, Q = 130 ccs, u• = 1.85 cm/s 
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Figure 4-31. Concentration Against Temperature Measurements for 
Vertical Profile Stations, Runs 35-41, Cold Methane, 
lb = 2.9, Q = 130 ccs, u* = 1.85 cm/s 
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Figure 4-33. Concentration Against Temperature Measurements for 
Vertical Profile Stations, Runs 31-34, Cold Carbon Dioxide, 
lb = 3.9, Q = 223 ccs, u• = 3.20 cm/s 
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5.0 DISCUSSION OF COLD GAS DISPERSION RESULTS 

The number of analytic and numerical models seems to exceed the 

sets of data to evaluate them. Most of these models do contain a common 

physical foundation, but differ on the entrai~tent mechanisms or con­

stants chosen. A generalized box model will be used in Section 5.1 to 

specify preferred entrainment mechanisms based on comparison with the 

new data. Conservation of gas species across downwind cloud sections 

permits estimation of entrainment rates across the cloud top to be dis­

cussed in Section 5.2. 

5.1 Comparison of Cold Gas Data with Numerical Box Model 

The box model described in Appendix A uses the assumption that 

local Froude numbers are evaluated at the cloud head to solve for cloud 

spread rate and an ad hoc entrainment hypothesis to solve for cloud 

dilution. Advection of the cloud by the wind field is considered by 

solving a momentum equation, whereas heat transfer effects are con­

sidered in an enthalpy transport equation. The model considers initial 

inertial effects by retaining the cloud density in advection terms. 

Model constants are tuned to fit the present data and that of Neff and 

Meroney (1982); however, examination of the following Table 5-1 suggests 

these values are consistent with other investigators. 

5.1.1 Comparison Between Box Model and New Cold Cloud Results 

Calculations with the box model were performed over the source 

area, wind speed, and roughness conditions examined experimentally. The 

equivalent ranges of dimensionless parameters are (See Table 5-2): 

SG = 1.4 and 2.35, Ri* 

4.2 X 10-2. 

18.8 and 38.0, and z
0

* = 2.9 x lo-2 and 



TABLE S-1 

CONSTANTS USED IN HEAT TRANSFER MODELS 

MODEL a1 a2 a3 a4 as a6 a7 p1 p2 c c to e1 ~2 ~ r z 
2 

INSTANTANEOUS 

Eidsvik (1980) 1.3 0.5-1.5 1.3 3.5 0.5 0.3 - - (1) aSUF - - 0.045 - 2xl0-3 

0.7 UF(O) 

Cox and Carpenter 1.0 - - 2 ? - 0.36 - - (1) 0.6 - -(0.07) .1-.03 - .01-.001 
(1980) 

a(::) ~::) McAdams 

DENS 3A.HUM 1.0 0.54 1 2.5 - 0.3 3.5 0.9 0.1 0.1 0.1 0.07 0.045 0.32 

DENS 4A.MOM 1.0 0.54 1 2.5 - 0.3 3.5 0.9 - 0.1 0.1 0.07 0.045 0.32 2x10-3 

1--' 
CONI'INUOUS 0 

00 

Eidsvik (1980) 1.3 0.5-1.5 1.3 3.5 0.5 0.3 - - (1) a5UF - - 0.045 - 2x10-3 
--
UF(O) 

Cox and Carpenter 1 - - 2 - 0.36 - - (1) 0.6 - (0.07) 1-0.03 - .01-.001 
(1980) 

Zeman (1982) 0.25 1 12.5 0.64 0.21 0.08 
-3 - - - - - - - - 6 .4x10 

Ermak et al. 1 0.50 1 1.6 0.4 0.21 0.038 -3 - - - - - - - 1.4x10 
(1983) 

DENS 5A.CON 1 0.50 1 2.5 - 0.3 2.5 - 1 0.1 0.1 0.07 0.045 0.32 

DENS 6AC.MOM 1 0.50 1 2 - 0.3 3 - - 0.01 0.01 0.07 0.045 0.32 2xl0-3 

k = 0.4 • NOTE: {f t
1 

= • a1 = 1 implied by p
1 

= 0.9 
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Cloud dilution, X, is plotted versus downwind distance, x, in Fig-

ures 5-l through 5-7. These curves may be compared with experimental 

data discussed in Section 4.3. All figures are presented in terms of 

equivalent methane spill to emphasize heat transfer aspects. 

When the gas parcels remain negatively buoyant throughout their 

dispersion history the box model faithfully predicts concentration decay 

and plume growth. For situations where parcel densities fall below 

ambient densities the model cannot predict the tendency for the cloud to 

lift off and narrow. If heat transfer effects were negligible one would 

expect isothermal and cold nitrogen runs to be coincident and methane or 

carbon dioxide runs would deviate only due to specific heat capacity 

effects. If only latent heat release occurred in the absence of surface 

heat transfer or source specific gravity effects similar comparative 

curve characteristics would appear. Instead one notes the strong heat 

transfer effects for ~ - 5 in Figures 5-l, 5-3, 5-5, and 5-6, whereas 

heat transfer effects are less apparent for lb - 1 in Figures 5-2 and 

5-4. 

As noted earlier in Section 4.3 the large specific heat capcity 

ratio for C02 results in centerline concentrations above the cold nitro­

gen counterpart experiment. As seen in Figures 5-3, 5-4, and 5-6 the 

cold C02 plume inhibit mixing more than the quickly warmed nitrogen 

plume. 

Cold cloud temperatures approach ambient values very rapidly due to 

adiabatic mixing with the surrounding air as well as surface heat 

transfer. Indeed to a first approximation an adiabatic analysis 

• predicts T ~ X. During adiabatic entrainment perturbations from the 

linear relation are caused by humidity and specific heat capacity 
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(see Data, Figure 4-3) 
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Figure 5-2. Box Model Predictions of Concentration versus 
Distance, Runs 4, 5, and 6, ib ~ 1 
(see Data, Figure 4-4) 
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Figure 5-4. Box Model Predictions of Concentration versus 
Distance, Runs 10, 11, and 12, lb ~ 1 
(See Data, Figure 4-6) 
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Figure 5-5. Box Model Predictions of Concentration versus 
Distance, Runs 14-17, 22-26, and 35-41, fb ~ 4 
(See Data, Figure 4-7) 
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Figure S-6. Box Model Predictions of Concentration versus 
Distance. Runs 18-21. 27-30. and 31-34, lb ~ 4 
(See Data, Figure 4-8) 
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Figure S-9. Dimensionless Temperature versus Concentration, Adiabatic 
Entrainment of Humid Air into a Cold Carbon Dioxide Plume, 
No Surface Heat Transfer 
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effects (see Appendix B). Figures 5-8 and S-9 indicate that early plume 

heating caused by latent heat release is subsequently lost as water re-

evaporates once the temperature raises above the dewpoint, Td • 
pt Since 

the molar specific heat capacity for both propane and methane are larger 

than that of air the dimensionless temperature T* asymtotically 

approaches lower real temperatures than would result from mixing a cold 

air plume with ambient air. 

One advantage of a numerical model is that various assumptions and 

submodels can be switched on and off to test their influence. Figures 

5-10 and 5-11 reflect the effects of different surface heat transfer 

assumptions on a cold methane plume released under conditions equivalent 

to Run 3 (ib- 5). Under model conditions the perturbation effects of 

heat transfer and humidity are significant. Thermal effects result in 

S~o lower concentrations and a 40% narrower plume at a distance of one 

meter. Latent heat release only slightly perturbs the adiabatic dry 

plume results• thus surface heat transfer effects are dominant. 

Figures 5-12 and 5-13 demonstrate the effects of different surface 

heat transfer assumptions on a cold carbon dioxide plume released under 

conditions equivalent to Run 9 (fb - 5). In this case heat transfer 

caused deviations are essentially insignificant. Of course the thermal 

driving parameter, e 1 - T IT , has reduced from 0.62 to 0.34 for the o a 

carbon dioxide plume case. 

The box model reproduces the importance characteristics of thermal 

effect experiments discussed in Section 4.3. Of course the empirical 

constants (See Table S-1) were selected to give the best overall agree-

ment with model results. It is now appropriate to compare this model 

with independent field-scale cold-gas behavior. 
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5.1.2 Comparison Between Box .Model and .Maplin Sands Results 

In 1980 a series of spills of up to 20 m3 of LNG and refrigerated 

liquid propane onto the sea were performed by Shell Research Ltd. at 

Maplin Sands in the south of England. Both instantaneous and continuous 

releases of cryogenic liquids were made. Gas concentrations and tem­

peratures were monitored from an extensive array of floating pontoons up 

to 650 m downwind. (See Puttock, Colenbrander, and Blackmore, 1982a, 

1982b, and 1982c). As yet only a limited amount of data from these 

experiments have been published~ however, this data provides an oppor­

tunity to critique the thermal assumptions and validity of the box 

model. Data from Puttock, et al. (1982a, 1982b) are compared below for 

the conditions summarized in Table 5-2. 

Maximum concentrations versus downwind distance for LNG spills 29 

and 15 are shown in Figures 5-14a and 5-15. Box model width predictions 

envelope the pontoon measurements. Figure 5-14b compares the predicted 

plume width to the plan view of the visible plume seen during the spill. 

Surface heat transfer is not involved in the HEGADAS numerical model 

simulation curves. Figure 5-16 compares concentration and temperature 

measurements during LNG spill 56. The predicted box model curve includ­

ing heat transfer effects is shown together with the curve resulting 

from adiabatic entrainment of dry air. 

Similarly maximum concentrations versus downwind distance for pro­

pane spills 46 and 54 are shown in Figures 5-17a and 5-19a. Figures S-

17b and 5-19b compare the predicted plume widths to the plan views of 

the visible plume seen during the spills. Again the box model width 

predictions envelope the pontoon measurements. 
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--- Box Model (Appendix A} 
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Box Model (Appendix A) 

cp =83°/o, Heat Transfer 

HEDAGAS D, Colenbrander ( 1980) 

Maplin Sands LNG 

', Run 15 
' ',, QL=2.9 m3 /min 

200 

' .... ,, u = 3 _6 m/s o 0.9- I.Om 

......... }{ ......... _ b. 1.3- 1.5m 
~ - .... __ 0 2.2-2.4m -- .... _ 

300 400 500 

----- ............. __ 

600 

0 
~ 

0 

x, Distance from Source, m 

Figure 5-15. Maximum Surface Concentrations versus Downwind Distance 
for LNG Spill, Run 15 at Maplin Sands 
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Figure 5-16. Concentration versus Temperature at 130 m from the 
Source. Maplin Sands LNG Spill. Run 56 
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--- Box Model (Appendix A) 
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Table 5-2 

MAPLIN SAND CONTINUOUS SPILLS 

Run QL tR UR q 10m SG QG H A T T Tdpt 
LA Ri• Re Gr u. z 

0 0 0 a 0 

No. (m3/min) (s) (m/s) ., (m3/s) (m) (m/s) (m) (K) (K) (K) (m) 

Continuous LNG S~ills 

15 2.9 285 3.5 88 1.45 88 0.12 0.122 5.9x10 -5 111 283 282 32.6 31.6 5380 4.3xl07 

29 4.1 225 7.4 52 1.46 21.6 0.16 0.252 2. 8x10 -5 111 295 289.4 27.7 11.6 9201 l.lxl08 

56 -2.5 80 5.1 83 1.40 7.6 0.12 0.173 -5 111 281 280 20.9 15.2 5232 4.2xl07 ...... 
4.0x10 w 

...... 
Continuous Pro~ane S~ills 

46 2.8 360 8.1 70 1.91 11.2 0.11 0.275 3.0x10 -5 231 291 288 19.6 13.3 7550 1.3xl07 

54 2.3 180 3.8 70 1.91 2.9 0.13 0.129 5.5x10 -5 231 291 288 15.0 70.1 9360 2.0x107 

-
A H 

0 
and L

0 
determined from Neff and Meroney (1982) expressions as in Table 5.2 
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Figure 5-18 compares propane concentrations and temperature meas-

urements during propane spill 46. Again the heat transfer and humidity 

effects cause significant deviations from the adiabatic entrainment 

line. Examination of Figures 5-8 and 5-9 show what the extended curves 

would look like if such data were available. 

5.2 Mixing Rates Across Plume Boundaries 

To model the dispersion characteristics of thermal plumes, an 

understanding of the rate of air entrainment as influenced by local 

Richardson number must be established (see Sections 1.2.1 and 1.2.2). 

The concentration data generated during the test sequences resulted in 

lateral ground level concentrations across the entire plume and vertical 

concentrations at or near the plume centerline. From the data, a func-

tional for the local concentration at any point was generated of the 

form: 

where xo,l: is the ground level, centerline (hence maximum) concentra-

tion for a given downwind x location and a and a are plume standard 
y z 

deviations. Determined from fitting curves to the lateral ground and 

centerline vertical data, Table 5-3 gives the values of 

Xo,l: , ay andaz for the different run conditions for X = 30 and 60 

em, along with the maximum difference in temperature between cubical air 

and plume. An analytic expression in X for local entrainment rates can 

be formed by performing a molar balance across consecutive cross sec-

tions, or alternatively by performing mass balance across plume sec-

tions. 



Run 

14-17 

18-21 

22-26 

27-30 

31-34 

35-41 

Table 5-3. Dense Gas Plume Parameters Runs 14-41 

----------.-----------------------------------1------------------------
x = 30 em x = 60 em 

Q 
(ee/s) 

u* 
(em/ s) 

X 1 " I " I AT 
a 
(ml 

I a 
I < tl> 
I 

AT 
(K) 

130 1.85 

--- -0~ -J,-i- ---~~ __ _J_ -~~~---!--_<~~ ~ 
.326 .0080 .20 I -

i 
.1~~~130 ~r~~19 -~--=-

~ 

223 3.20 . 212 1 . oo68 . 21 I 
I I 

I 

.121 .0094 
i 

.142 1 .0135 

.26 
I 
I 

.25 I 3.0 I 130 1.85 .246 .23 .0092 9.0 

I 
223 3.20 .368 I .0068 I .31 I 19.0 I .207 1 .0110 j 

223 3.20 I .345 I .0072 I .271 8.5 I .204 J .0110 l 
-13~-----~ 1.85 ----~---~18~--l_-~13~--l_~~- --~~~~_j-~~65- --~300 - -----+---

. 31 9.0 

.28 4.5 

.25 7.0 

I-' 
VJ 
VJ 
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5.2.1 Molar Balance Analysis 

The average concentration over an arbitrary lateral plume cross 

section can be expressed as 

X 

n 
s 

n + n s a 

where n is the source molar flux and n is the moles per second of 
s a 

entrained air passing through the cross section. In general, 

n. 
1 

P. Q. 
_1 __ 1 

R T. 
1 

but since all processes occurred under isobanic conditions, the average 

concentration can be written 

where Q 
s 

X 

is 

Qs 

T s 

Qs 

T + 
s 

the 

Qa 

T 
a 

source flow rate, Q = u do and a e the integral 
0 

represents the air entrainment over the plume/air surface up to the 

cross section of interest. Hence 

T 
__j!_ 

T 
s 

To determine the average entrainment velocity between cross sections 

located at x, and x2 downwind of the source (see Figure 5-20) one uses 

Since 

s u dcr 
e 

then 0'2 

T 
u 

__j!_ 

e T 
s 

s 
crl 

Qs 

BAx 

u do e 

u dO' 
e 

(; 
2 

u ~xB, 
e 

; ) 
1 



135 

where B is an average plume width. Furthermore, assuming plug flow 

within the plume the average concentration can be written in terms of 

the centerline ground level concentration at a give cross section as 

X ~ 0.215 Xoh . 

(See Appendix C.) The final expression for the average entrainment 

velocity becomes 

Table 5-4 lists the values of u calculated for runs 14-34 between 
e 

cross sections located at x = 30 em and x = 60 em. 

Table 5-4. Entrainment Velocities Calculated from Molar Balances 

Run ii ii e e 

(cm/s) u. 

---------

14-17 0.54 0.29 
18-21 0.91 0.28 
22-26 0.66 0.36 
27-30 0.91 0.28 
31-34 0.55 0.17 

The parameter given in the third column is the ratio of the 

entrainment velocity to the atmospheric friction velocity, u.. Although 

d . "d by 1"s [u2* + 0.25(w.> 2 l 112 the the proper parameter to 1v1 e u v = 
e * 

contribution of the w* term causes v* to differ from u* by less than one 

percent. 
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5.2.2 Mass Balance Analysis 

An alternative approach to determine the average entrainment velo-

city considers a mass balance over lateral plume cross sections as shown 

in Figure 5-20. The mass flow rate through any cross section is given 

by 

m. 
1 

f p(z,y)u(z)dA. 

s. 
1 

The difference in consecutive mass flow rates yields the entrained mass 

f 1 ow rat e , i • e . 

m2 - m1 m = Pa u BAx 
e e 

The density can be written as 

pi 
PM R~ [ ( M X + M ( 1 - X ) ] RT. . o a 

1 1 

The final expression for the entrainment velocity becomes 

u 

H 
M T 

H 
M T _e_ 

(1 - X + Mo X) a 
u(z)dzdy - (1 - X + M o X) 

a 
u(z)dzdy • T(y,z) T(y,z) 

BAx s2 
a 

sl 
a 

The plume boundary for the above integrations was chosen as the 

edge where the plume was diluted to 1 percent of the centerline ground 

level concentration; thus, 

0 
y 

a [-2ln(O.Ol)l 112 
y 

3.035 
a 

y 

&z az (0) -2 tn [ exp [- t(~/:y>2J]r
2 
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The velocity within the plume was assumed to have the same profile as 

the approach wind and was given by 

where z is the roughness length (0.0001 m) and k, 
0 

the von Karman 

constant, is set to 0.4. The temperature was given the same form as the 

concentration distribution; i.e. 

T(y,z) 

The appropriate expressions were numerically integrated and average 

entrainment velocities were calculated. Table 5-5 gives the results of 

entrainment velocities between x = 30 em and x = 60 em for the runs 

specified. 

Table 5-5. Entrainment Velocities Calculated 1 :c•.r.: : .::. s s Balances 

Run 

14-17 
18-21 
23-26 
27-30 
31-34 

u 
e u e 

(em/ s) u• 

0.81. 
1.52 
1.46 
2.01 
1.74 

0.44 
0.48 
0.79 
0.63 
0.54 

5.2.3 Richardson Number Calculations 

A comparison between entrainment velocity and Richardson number is 

desired. For entrainment rates that characterize the plume section 

between 30 and 60 em, the local Richardson number at x = 30 em was used, 



139 

where 

g' 
P1 - Pa 
(---)g 

Pa 

H a at X = 30 em, and 
z 

2 0.25 w:1 112 
v. [u* + 

As previously noted, u* >> w*; therefore the Richardson numbers are 

based on u.. Table S-6 specified the final mixing parameters. 

Table S-6. Entrainment Velocities Summary Table 

Run 

14-17 
18-21 
23-26 
27-30 
31-34 

Molar 
u 
(e~ 

.54 

.91 

.66 

.91 

.ss 

Mass Flux Ri* 
u 

(em!&_ ____ 

.81 15.83 
1.52 7.19 
1.46 3.49 
2.01 1.98 
1.74 -6.42 

5.2.4 Errors in the Molar and Mass Balance Analyses 

Entrainment rates determined from the data are plotted versus local 

Richardson number in Figure S-21. The data gener~lly falls close to the 

expected values with the molar analysis results correlating better than 

the mass flux analysis. It should be noted, however that two main 

differences in the development of the two methodologies might explain 

the disparity. 
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The molar analysis used an average plume concentration over the 

cross section, where the average concentration was defined as 

5xdA 
X ---

~dA 

On the other hand, the mass flux analysis evaluated the average velocity 

weighted concentration: 

X 
~ XudA 

~udA 

Table 5-7 compares the average concentration values obtained for 

the runs, both by area averaging and velocity weighted area averaging. 

Table 5-7. Area and Velocity Weighted Area Mean Concentrations 
--·-r-·-·-r-·-------- --·-------·· 

- - - -
Run X X X X 

30 30 60 60 
Velocity Velocity 

Area Weighted Area Weighted 
Area Area 

----- -··---

14-·17 .065 .060 .034 .031 
18-21 .047 .041 .026 .023 
22-26 .054 .048 .030 .027 
27-30 .072 .060 .045 .041 
31-34 .069 .060 .044 .039 
35-41 .034 .035 .014 .013 

Since the values calculated are nearly equal to one another one 

concludes that concentration averaging is not very sensitive to velocity 

weighting. 

The mass flux approach integrates a velocity weighted function in 

order to obtain mass flow rates. Errors in the velocity profile would 

in this case become crucial. One way to check the validity of the velo-

city profile used is to compare the mass flow rate of source gas through 

any cross section with the flow rate at the source, by evaluating 
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~X udA Q 
s 

Table 5-8 illustrates the comparison: 

Table 5-8. Source Mass Balance Comparison 

14--17 
18-21 
22-26 
27-30 
31-34 

130 
223 
130 
223 
223 

317 
225 
176 
228 
391 

284 
223 
174 
351 
460 

---------------'----·------------

It would seem that the velocity profile used in the calculations 

was in all cases too high; hence the momentum lost to the plume at the 

source is significant, and the velocity profile must not be re-

established to background levels even after 60 em. Since the velocity 

errors were so great (as high as 100%), the molar analysis would seem to 

give more accurate results. 

Figure 5-21 is a plot of the entrainment rate normalized by the 

friction velocity versus local Richardson number using results obtained 

from the molar balance analysis. It can be seen that over the range of 

Richardson numbers investigated, the entrainment effects are relatively 

constant, in contrast to theoretical expectations of a drop in entrain-

ment rate with increasing Richardson number. Picknett (1981) and Meroney 

and Lohmeyer (1982) found that plume structure was influenced by the 

existence of gravity waves which tend to affect mixing. Perhaps in 

these cases gravity waves dominate mixing. Gravity waves (i.e. periodic 

undulations in cloud height) were found to exist where violent gravity 

spreading effects have subsided and caused increased dilution rates. 
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Meroney and Lohmeyer (1982) generated a numerical program which repro­

duced this phenomenon. 
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6.0 CONCLUSIONS 

The primary goal of this laboratory program was to obtain an exten­

sive set of reliable data on the behavior of cold dense gas clouds 

released into various simulated atmospheric boundary layers. Once the 

data were acquired they were examined for the relative importance of 

surface heat transfer and latent heat released during the condensation 

of water vapor. Finally the data were used to evaluate the behavior of 

a box model which included surface heat transfer and humidity conserva-

tion relations. Model predictions were compared to LNG and Propane 

spill data from the Maplin Sands test program. 

6.1 Cold Dense Gas Cloud Data Base 

Concentration, temperature, and visualization measurements were 

made for plumes emitted continuously from an area source at the bottom 

of a simulated atmospheric boundary layer. Isothermal dense gas mix­

tures, cold nitrogen, cold carbon dioxide, and cold methane were 

released at various combinations of source flow rate and reference wind 

speed such that the buoyancy length scale varied over an order of magni­

tude. The combination of experiments performed covered parameter ranges 

as follows: 

0.7 i lb i 9.2, 

7.7 i (Ri.)
0 

i 31.9, 

9.9 iRe i 22.2, 

0 i Gr i 209, 

1.28 i SG i 2.41, 

~ ~ 35%, 

u./~ = 0.075, 
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• zo ~ 0.05, 

c* tc* 1, 1.22, and 1.30, and 
Po Pa 

MW = 15, 28, 42.3, and 44. 

Puttock et al. (1981) suggest that for density effects to be important 

(Ri.)
0 

> 10. Thus the experimental range includes both passive and 

dense plume conditions by this criteria. The Reynolds number, 

seems too low to avoid viscous effects upon 

spread rate; but recall that the length scale, H , reflects the height 
0 

of a slumped plume. Nonetheless viscous effects of a laminar sublayer 

near the ground may be significant. Terms are defined in Table 4-2 and 

the list of references. 

In several experiments some ~easurements under identical conditions 

were replicated up to five times. The mean concentrations measured 

displayed very little scatter(< 10%). 

A total of 44 separate measurement runs were made over the condi-

tions noted above and in Table 4-2. The sampling tubes installed above 

the floor in Runs 1-12 may have introduced wake turbulence which artifi-

cially enhanced mixing and systematically reduced concentrations meas-

ured by up to 20%. Nonetheless run intercomparisons are still informa-

tive. Concentration data are tabulated in Appendix C in terms of mole 

fraction measured in the laboratory, equivalent methane concentrations, 

and dimensionless concentration coefficient, K 2 ) ~ ~LR (T 
1-X Qo T: . Tem-

perature data are tabulated in Appendix D. 
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6.2 Scaled Behavior of Cold Dense Clouds 

All data were interpreted in terms of their equivalent molar 

methane concentration to permit comparison of runs with the same volume 

source strength but different molar source flow rates. Methane data at 

different source flow rates were compared in terms of dimensionless con­

centration, K. The results of the discussions found in Sections 4.1 

through 4.4 are summarized as follows: 

• The simulated atmospheric boundary layer strongly resembled the 

behavior of a neutrally stratified flow over a 10 em surface roughness. 

Surface drag resulted in a shear coefficient u*/uR = 0.075. The velo-

city profiles near the ground displayed a logarithmic behavior and tur­

bulence intensities produced by mechanical shear near the surface 

reached values of u'/u ~ 0.25 maximum. 

• Dense gases released from the area source when lb l 3 (Ri* ~ 25 

or 30) exhibited strong gravity driven flow behavior. All gases moved 

upwind against the wind field until they were turned back and around the 

main body of the plume. These gases produced a horse-shoe shaped vor­

tex, which bent downwind about the source. For the lb 1 condition 

upwind motion was minimal. 

• Downwind the clouds spread in a flat mattress-like cross section 

whose edges produced a parabolic shape with open end downwind. 

• Isothermal, cold nitrogen, and cold carbon dioxide plumes always 

remained negatively buoyant. The stable stratification supressed verti­

cal mixing; thus the vertical growth rates followed the character of 

Pasquill-Gifford Category G plume behavior (stable atmosphere). 
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• The cold methane plumes become positively buoyant after suffi-

cient contact with the warm ground surface. Vertical growth rates 

appeared to approach Pasquill-Gifford Category A plume behavior 

(unstable atmosphere). The plumes appeared to lift above the floor 

although plume mixing was so intense an elevated concentration maximum 

did not occur. 

• Isothermal plumes when plotted in terms of dimensionless concen-

tration, K, gave similar concentration behavior for a range of bouyancy 

length scales, lb = 1 to 5, and a range of volume source rates; thus 

for situations where source vertical momentum is small either buoyancy 

scale, lb, or Richardson number, Ri*, is sufficient to scale plume 

behavior. 

• Cold nitrogen plumes at lb - 4 or 5 displayed the effects of heat 

transfer without the complication of specific heat capacity variation 

between source gas and ambient air. The carbon dioxide plumes, however, 

required proportionally larger heat transfer to reduce the local buoy-

ancy flux; hence the cold carbon dioxide plumes resisted mixing even 

longer than the isothermal plume mixtures. 

• The cold plumes at l - 1 to 5 did not display similar patterns 
b 

of concentration decay. The concentration profiles generally arrange 

themselves in order of initial temperature, where lower source tempera-

tures result in faster dilution rates. (Note exception of carbon diox-

ide Runs 9 and 31-34 where the large specific heat capacity ratio 

results in concentrations above their isothermal counterpart, Runs 7 and 

18-21. 
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• Vertical concentration profiles decay in a Gaussian like manner 

in the vertical for both isothermal and cold plumes. The cold plumes 

mixed vertically more rapidly since heat transfer destroyed the negative 

bouyancy. 

• The empirical formulas for source plume width recommended by Neff 

and Meroney (1982) predicted the plume widths measured for both iso­

thermal and cold plumes. 

6.3 Characteristics of_Data Comparison to Box Model 

The simple box model performed suprisingly well. Indeed within the 

expected variability of the phenomenon, it is hard to justify using a 

much more complex model to predict hazards of toxic or flammable gases, 

even when heat transfer and humidity effects may be significant. The 

results from the discussion in Section 5.1 are summarized here as fol­

lows: 

• The box model reproduced the general behavior of concentration, 

X , and plume width, L, versus downwind distance for the range of condi­

tions studied. The absolute values predicted were not always exact, but 

the relative behavior of isothermal and cold plumes was reproduced. 

• For situations where parcel densities fall below ambient densi­

ties the box model reviewed did not predict the tendency for the cloud 

to lift off and narrow. 

• The box model reproduced the essence of temperature and concen­

tration combinations measured. The model clearly indicated the influ­

ence of heat transfer and water vapor condensation and re-evaporation. 
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& The box model confirms that model experiments with isothermal 

dense gases will conservatively predict mean concentration distributions 

for cold dense gas spills. A cold gas model experiment will actually 

overpredict plume dilution due to exaggerated destruction of negative 

buoyancy caused by distortion of the thermal phenomenon at small model 

scales. 

& The box model suggests that thermal effects are less significant 

at field spill scales. Hence a model experiment with an isothermal 

simulant may actually reproduce field dispersion very closely. 

& Numerical calculations suggest the initial conditions imposed 

(i.e. H
0

, L
0

, u
0

) strongly influence the accuracy of subsequent numeri­

cal predictions of concentration field. Close attention should be given 

to initial conditions when comparing different box or slab models. 

& The box model (Apendix A) calibrated against the model experi­

ments (Runs 1-44) predicted the behavior of the independent field scale 

measurements of LNG and Propane behavior at Maplin sands. Predictions 

of centerline concentration decay and plume width were very good. Plume 

widths were almost coincident with visually observed cloud edges. Con­

centrations were close to field concentrations measured at 0.5 m above 

the sea surface. Temperatures and concentration correlations were 

predicted within experimental scatter. 

6.4 Mixing Rate Results ~Average local entrainment rates were calcu­

lated for a wide range of thermal plumes. Mixing was not systema­

ically affected by local Richardson numbers perhaps due to the 

dominance of gravity waves. 

& The wind velocity profile within the plume may differ signifi­

cantly from the ambient wind profile even where gravity spreading 
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effects have subsided. Hence, a molar balance analysis will give more 

accurate entrainment rate values that a mass balance analysis since it 

is insensitive to velocity profile measurements as assumptions concern­

ing the re-establishment of a background profile. 
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Numerical Box Model Program 
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APPENDIX A: Numerical Box Model Program: 

Consider a dense cloud which is continuously released through a 

vertical rectangular area of width, L
0

, and height, H
0

, that undergoes 

a slumping motion in which L increases with time. As the cloud moves 

downwind the cloud section mixes with ambient air, but maintains uniform 

properties internally at each downwind section. The lateral velocity is 

assumed to vary linearly from zero at the center to a maximum at the 

outer edge of the cloud. Such a dispersion scenario will proceed as 

sketched in Figure A-1 and A-2. Sketches of how the experimental cloud 

was perceived to disperse are shown to the right of each box model 

sketch. Although the simplistic model may reproduce lateral cloud 

dimensions and maximum concentrations measured, it cannot correctly 

reproduce the actual lateral variation of height and concentration in 

space. Indeed, if the box model is calibrated to reproduce maximum con-

centrations measured at various downwind centerline locations, then the 

laterally averaged bulk concentrations predicted will always be too 

high, and the entrainment rates used will actually be too low for the 

reality of local entrainment physics. Nonetheless, such a model has 

engineering value. 

Conventional wisdom assumes that lateral speed of the cloud front 

is proportional to the excess hydrostatic head within the cloud: 

dL dL = u (H)--dt x dx 

in which a1 is a constant of order unity and g' = g(p - pa)/p
0

, 

(A-1) 

(p is 
0 

sometimes chosen as local cloud density and sometimes chosen as ambient 

air density, pa). This expression is used in the models developed by 
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van Ulden (1974), Germeles and Drake (1975), Cox and Carpenter (1980), 

Fay (1980), and Fay and Ranck (1981). This expression works well for 

stationary one-dimensional spread; however, it cannot account for upwind 

motions of a cloud near the source. 

In terms of starred quantities which are dimensionless with length 

and velocity scales equal to L = H and U = (g' H >
112 the lateral 

0 0 0 

growth equation is 

• 

• *dL 
u * 

x dx 
(A-2) 

where u is the local longitudinal wind velocity evaluated at local 
X 

• cloud depth, H . This velocity is determined initially from Equation 

(A-1) and subsequently from a momentum equation. 

Eventually cloud buoyancy Ap may become zero or even negative, but 

the lateral dimensions of a cloud continue to grow due to background 

turbulence. This growth rate is normally proportional to u •• the boun-

dary layer friction velocity. Hence the right hand side of Equation 

(A 2) · •tt d t f 11 b 1 a
7

/R1·.112 , where - 1s never perm1 e o a e ow 

stant of the order one and Ri* g' H /u.
2

• 
0 0 

a con-

Dilution of the gas cloud is assumed to occur by entrainment across 

the upper surface at a speed 

edges at a speed v , (see Figure 
e 

increase at a rate: 

• • • • 

w 
e 

and by entrainment at the lateral 

A-3). The cloud volume will then 

• • uL dX-1 

• dx 

d(u H L /{1-T 9)) • • w L 
* • 

+ 2v H 
e 

___Q__9_ X 

{1-9) * dx 
e 

(A-3) 
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• where X = is mole fraction, 9 = 1 - T
0

/Ta, T is dimensionless tempera-

ture equal to (Ta- T)/(Ta- T
0
), and 

X (A-4) 

At early times, when Ri!12 >> 1 and gravitational spreading dom-

inates, the 

(g'H) 112 ; thus 

* v 
e 

• w 
e 

concensus 

where the constants cl 

is that and u should be proportional to 
z 

(A-5) 

(A-6) 

and c range from 0.0 to 1.0 depending upon the z 

modeler's bias. (See Lohmeyer, Meroney, and Plate (1980).) 

The behavior of the box model algorithms is critically dependent on 

entrainment constants selected. Since the entrainment rate velocities 

are strongly influenced by self generated mixing associated with heating 

as well as background mechanical turbulence a modified entrainment 

expression similar to that proposed by Eidsvik (1980) is used • 

where 

• w 
e 

• u 
g 

c z 
(A-7) 
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.A1L ( Xp + T*a - T*ll~) cl_-~; ) Ap f3 + a - 13a 
0 

* Pa .A1L Ri Ri*H p Ap 
0 

.JL X + (1 - ~l-=_f3l , and 
pa * (1- f3)(1- Ta) 

*2 
2 

* * ••• J 2/3 
v 

a3 
+ 2 [k ___(_l__±__~ J..L::_I_!tl_ 

hHT 
Ri* a2 

Re2 * (1 - a> s ' (1 + Xs ) 

* c 
* Po 

but s 
* 

- 1 
c 

Pa 

M 

f3 1 - .J. 
M 

0 

gf3(Ta - T )H3 

Gr 0 0 

v2 

Re (g' H3)1/2/v 
0 0 

* and h is a dimensionless surface heat transfer coefficient. Note that 
s 

* v is a weighted sum of turbulence velocity scales due to mechanical 

shear, u., and buoyancy, w.. Ri acts to inhibit or accelerate entrain-

ment depending on the buoyancy state of the cloud. 

The effects of surface heat transfer to the cloud or entrainment of 

moist air on the thermal state of the cloud may be determined from con-

servation of enthalpy. An appropriate conservation expression for the 

box model is 



where 

• • e = h 

= 

163 

dX-1 
-.-r(I)<P IT - w100, T - F(T) (1 -X )X] 
dx a 

• /(C (T -T ) 
Po a 0 

• • ~1 + xs ll'_ 
• (1 + s ) 

• and h is molar specific 
enthalpy referenced 'o ambient 
temperature, i.e. e = -1 , 

0 

(A-8) 

HS = Heavyside Operator l i.e. HS 

HS = 

1 if T < Td . t ewpo1n 

LHTS = • C (T - T ) 
Po a o 

0 if T > Td . - ewpo1nt 

Dimensionless latent heat of 
evaporation of water where lH 0 
[Energy/mass H

2
0], is latent h~at of 

water, 

w <1>, T = 3.76 X 10-6 exp[4886( 2~ 3 - ~)] 

F(T) 

mass fraction of water vapor present from Clausius 
Clapyeron Equation, and 

A momentum expression accounts for the longitudinal acceleration of 

the cloud section as it entrains ambient air. The expression below 

accounts for entrainment effects as well as surface drag. 



where 

• ~ 
• dx 

• N 
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.2 • 
* • d(X-1) pux L 

u ( H ) * - aS ( 1 - 9) * * 
x dx p u L 

a o o 

* u 
_A 

X 
, and 

aS = Surface drag coefficient. 

(A-9) 

When a cold plume is released over a ground surface then heat 

transfer will occur at a rate depending upon the mode of convection. 

One may expect surface heat transfer to occur as forced, free, or mixed 

mode convection depending upon cloud velocity and temperature. If heat 

transfer is governed by forced convection then as a close approximation 

the Stanton number, St, will be proportional to the surface friction 

cf. 
coefficient, 

2 
, thus 

or 

h 
s 

• h 
s 

__ j __ _ _ 1_ 
(A-lOa) • (1 - T e> R.l/2 1. 

Under free convection conditions the Nusselt number, Nu, is found 

to be a fraction of the Grashof number, Gr; i.e. 

Nu G 1/3 
~ r . 

0 

In terms of the dimensionless parameters defined earlier this suggests 



St 0.1 

,.Jcf/2 
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Forced 

Figure A-4. Alternative Surface Heat Transport Expressions 



or 

where 

• h 
s 

Gr 

Re 

Pr 

~ 
~o Re Pr 

• (1 + A. 1 
• (1 + s ) 

( , H ) l/2H 
g 0 0 ____ Q. 

A 
a 

a 

and 

* Ao 
A A - 1 • 

a 
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(A-lOb) 

Leovy (1969) correlated mixed-convection data from atmospheric data. He 

found that an empirical expression proportional to the square root of 

the temperature difference between the air and the boundary temperature 

correlated surface heat transfer coefficients over a wide range in Ray-

leigh and Reynolds numbers. The appropriate expression is then 

• h 
s 

where Re* 
a 

(1 + X *) 
s 

(A-lOe) 

Figure (A-4) shows the manner in which the three relations (lOa, 

lOb, and lOc) are related. The program is written in such a manner that 

• any one expression can be specified or the maximum value of h used. 
s 

Equations (A-2), (A-3), (A-8), and (A-9) were integrated by a 

fourth-order Runga-Kutta scheme. Entrainment rates were specified by 
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Equations (A-5), (A-6), and (A-7). Initial conditions were chosen as 

• • • x = 0 e = -1 0 , 0 , H = 1 X = 1. 0 , 0 Additional data required are Ta' T
0

, 

• Tdpt' u., z , C , M , and H
0

, and L
0

• Constants found to fit the data 
o Po o 

most satisfactorily were 

c.e. = 0.01 
c 0.01 

From Fay (1980) 
z 

a1 1.00 
a2 0.50 
a3 1.00 
a4 2.00 
a6 0.30 

Modified slightly from Eidsvik (1980) 

k 0.40 
as 0.002 
a7 3.00 

From neutrally buoyant wind shear data 

~0 0.07 l From Jakob (1949) - Free Convection 

~1 0.045 l From <as>1/2 - Free Convection 

~2 0.32 } From Leov.r (1969) - Mixed Convection 

When L and H cannot be determined experiementally then emperical 
0 0 

expressions can be used to specify their values. Neff et.al. (1982) 

correlated initial plume width data for continuous source release of 

dense gas in turbulent shear flows. They suggest an empirical expres-

sion for plume width at source center, i.e. 

where 

L 
0 

tb 

f 

Q 

= 

= 

3 
g'oQ/~ 

0 

Q1/2 , I 5/2 
g 0 ~ 

0 

Source strength, 

(A-11) 
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~ Source plume velocity evaluated at initial plume height 
0 

H 
0 

H , and 
0 

Note that L
0 

and H
0 

must be evaluated iteratively since relations are 

non-homogeneous. 
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APPENDIX B 

Temperature Varation During Adiabatic 
Mixing of Moist or Dry Gases 
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Appendix B: Temperature Variation During Adiabatic Mixing of Moist or 
Dry Gases 

Assumption of adiabatic mixing of ideal constant-property gases 

permits the construction of a formula for mole fraction, X, in terms of 

a function of temperature. Conservation of total enthalpy, E, requires 

* E = n C (T - T ) 
P a (B-1) 

but when there is moisture in the air and no surface heat transfer it is 

also true that 

E 
(B-2) 

The second term adjusts for the fraction of moisture condensed into 

water droplets. 

In terms of starred or dimensionless variables the expressions 

become 

* E 

* E 

! 
X 

* l.__2:_!_L 

* 1 + s 
* T 

- 1 + ( HS) ( 1 - X ) 
X 

or solving for mole fraction, 

X 
* * T + p 

* * * * 1 + P + s (1 - T + P ) 

(w¢ 
,T 

a 

(B-3) 

(B-4) 

(B-5) 
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where 

Variation of T. Ta• T
0

• Tdpt• and gas properties results in curves on 

Figures 4-30 to 4-32 and 5-8 to 5-9. 
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APPENDIX C 

Analytic Mixing Rate Expressions 
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APPENDIX C- Plume Average Concentration Calculations 

It would be convenient to establish a relationship between average 

plume concentration and maximum cross section concentration. Letting 

X 
S X(y, z) dA 

SdA 

and using a suitable expression for X(y,z), yields 

X 

X {3.035 

o, Jc J ____ :_o 

r-035 
0 

Xo . Jc {if { 2o.14 2 
7 •233 J exp( - ¢ )erf 

X = 0.215 X T-o,., 

Similarly, AT = 0.215(T -T L) a o,., 
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APPENDIX D 

Data Tables: Concentration 
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RUN HUMBER 1 

OPERATOR --RHt>R£1-- ORV 35, VEAR 1982 
LEHCTH SCALE 1.0 
REFERENCE WIND HEIGHT CCM> 2.0 
TRACER COt~CENTRAT ION ( ~) 2.4892 
WINO SPE££1 ( CM IS i 2~.70 
FLOW RATE ( ccs) 130.0 
AIR TE11P. ( c > 21.0 
SOlfP.C:E GAS TE"P. ( c;. 21 . (, 
ATI1. PRESSURE <IN. HC > 2~.00 

TUBE NO. X y z 110DEL FIELD 0 I 11EHS I OHLESS 
CONCEHTRATI ON COHCEHTRATIOH C OHC EN T RA Tl OH 

( CM > <CHi ( c") o:) nn 
4 30.00 50.00 0.00 .31 .81 . 217E-02 
5 3C'.OO 40.00 0.00 5.05 12.35 . 372£-01 
6 30.00 30.00 0.00 9.62 21. 99 . 744£-01 
7 30.00 20.00 (1.00 18. 1 1 36.95 . 1,5£+00 
8 30.00 10.00 0.00 22.98 44. 14 .208£+00 

' 30.00 0.00 0.00 25.29 47.27 .236£+00 
10 30.00 -10.00 0.00 22.53 43.52 . 203£+00 
11 30.00 -20. 00 0.00 13.:S7 29.37 .110E+OO 
12 30.00 -30. 00 0.00 f,. 15 14.80 . 4:58£-01 
13 30.00 -40.00 0.00 ·'' 1.73 .465E-02 
14 30.00 -50. 00 0.00 0.00 0.00 .OOOE+OO 
15 60.00 10.00 0.00 13.83 29.83 . 112E+ 00 
16 60.00 0. 00 0.00 13.05 28.45 . 10~E+OO 
17 60.00 0.00 t. 00 10.9' 24.58 . 860£-01 
18 60.00 0.00 2.00 5.22 12.73 . 385E-ot 
19 60.00 0. 00 -4.00 .59 1. 54 . 413E- 02 
20 60.00 -10.00 0.00 11.09 24.83 .871£-01 
21 60.00 -20.00 0.00 9. 11 20.98 .700£-01 
22 60.00 -30. 00 0.00 5.02 12.28 .3£~£-01 

23 60.00 -40.00 0.00 1. 74 4.48 . 124£-01 
24 £0.00 -50. 00 0.00 . 1 1 .28 . 749£-0l 
25 60.00 -60.00 0.00 .00 .00 . 600£-05 
26 60.00 -70. 00 0.00 .00 .00 . t 4'E-OS 
28 120.00 90.00 0.00 .00 .00 . 126£-04 
29 120.00 7S. oo 0.00 .0£ . 15 . 397£-0l 
30 120.00 60.00 0.00 1. 34 3.47 . 949£-02 
31 12~.00 4S. oo 0.00 3.4£ 8.6£ .250£-01 
32 120.00 30.00 0.00 5.41 13. 16 .399£-01 
33 120.00 lS.OO 0.00 £.32 1,. 17 . 472£-01 
35 120.00 -1S.OO 0.00 5.43 13.19 .401£-01 
36 240.00 120.00 0.00 .02 .04 . t oeE-o3 
37 240.00 90.00 0.00 . 10 .25 .673£-03 
38 240.00 60.00 0.00 1. 61 4. t 4 .114£-0t 
39 240.00 30.00 0.00 2.51 ,.37 . 180£-01 
40 24 0. 0 0 0.00 0.00 2.68 6.80 . U2E-Ot 
41 240.00 0.00 1. 00 2.58 £.55 . 185£-01 
42 240.00 0. 00 3.00 1.41 3.66 . lOOE-01 
43 240.00 0.00 8.00 .1, .41 . 110£-02 
44 240.00 -30.00 0.00 2.50 t.37 .179£-01 
4~ 240.00 -60.00 0.00 .89 2.32 .,27£-02 
46 240.00 -90. 00 0.00 .00 .01 . 30SE-04 
47 240.00 -120.00 0.00 .01 .02 . 587£-04 
48 350.0(1 30.(10 0.00 1. 52 3.CJ2 .108£-01 
49 350.00 0.00 0.00 1.73 4.4, . 123£-01 
50 350.00 -30.(10 0.0(1 1. 82 4.£7 . 12~E-C.1 
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