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ABSTRACT 

The objective of this research was to evaluate a Doppler laser 

remote sensor (lidar) in the measurement of mean wind and the temporal 

and spatial distribution of convective elements and other perturbation 

features in the planetary boundary layer. Mean wind measurements 

from the lidar were compared to anemometry time series from the Boulder 

Atmospheric Observatory tower, to determine agreement between the 

different sensors. The lidar and tower mean flow estimates were found to 

agree within 1 ms- 1 during a variety of weather conditions. Mean wind 

fields were removed from the lidar returns and perturbation fields were 

then examined. Features detected by the lidar were examined for consis­

tency in time and space. The lidar was demonstrated to be a useful 

tool for the study of the time history and spatial distribution of 

perturbation fields. 
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CONVECTIVE WIND FIELDS AS INVESTIGATED WITH DOPPLER LIDAR 

ABSTRACT. The objective of this research was to evaluate a Doppler 
laser remote sensor (lidar) in the measurement of mean wind and the 
temporal and spatial distribution of convective elements and other 
perturbation features in the planetary boundary layer. Mean wind 
measurements from the lidar were compared to anemometry time series 
from the Boulder Atmospheric Observatory tower, to determine agreement 
between the different sensors. The lidar and tower mean flow estima­
tes were found to agree within 1 ms- 1 during a variety of weather con­
ditions. Mean wind fields were removed from the lidar returns and 
perturbation fields were then examined. Features detected by the 
lidar were examined for consistency in time and space. The lidar was 
demonstrated to be a useful tool for the study of the time history and 
spatial distribution of perturbation fields. 

1.0 INTRODUCTION 

The objective of this research was to determine if pulsed Doppler lidar is 

a useful tool for investigating boundary layer dynamics. We conclude that it 

can be quite useful. 

The groundwork for the application of lidar to atmospheric wind detection 

owes much to developments in laser and radar research. A brief history of 

earlier work tracing some of the developments in the techniques and theories 

leading to the present study follows. 

1.1 Historical Perspective 

The first radars were developed for the detection of aircraft, ships, and 

precipitation (Ridenour, 1947). Radio frequencies have been used to study 

various atmospheric phenomena including inverted u-shaped echoes in vertical 

sections (Atlas, 1959), doughnut and ring structures (Hardy and Otters ten , 

1969), and stratifications (Metcalf and Atlas, 1973). Recent developments have 

allowed detection of clear-air phenomena by means of refractive index gradients 

(Gossard and Strauch, 1981). The development of Doppler radars (Dobson, 1970; 

Browning et al., 1972; Gage and Balsley, 1978) has allowed the investigation of 

velocities, turbulence parameters, and target backscatter statistics. 

Similarities exist in the measurements taken by radar and lidar systems, 

allowing much of the theory developed for the radar systems to be applied to 
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lidar systems. Major differences in the instruments are related to the dif­

ferences in their wavelengths and pulse structures. The characteristic wave­

lengths of the instruments react to different atmospheric constituents, and 

therefore have different return patterns which identify same atmospheric pheno­

mena. Pulse averaging characteristics of lidar systems require the use of 

intrapulse averaging, whereas phase coherent radar systems use pulse-to-pulse 

measurements (Hardesty et al., 1983b). 

1.2 Lidar 

The term LIDAR (LIght Detection And Ranging) was first used by Middleton 

and Spilhaus (1953) with reference to ceilometry using light beams. Lasers pro­

vide monochromatic light at defined wavelengths, which is backscattered at suf­

ficient power levels to allow electronic detection and processing of the 

backscattered radiation. Scattering of laser radiation by aerosols or molecules 

forms the basis of atmospheric remote sensing with lasers. Early uses of opti­

cal wavelengths in atmospheric studies go back to the 1930's (Hulbert, 1937), 

with pulsed arc light being used in the 1930's and 40's to study the upper 

atmosphere. In 1963 Ligda of Stanford Research Institute operated the first 

lidar using a laser, calling it an "optical/radar" (Ligda, 1963). The earliest 

lasers used in atmospheric studies were the pulsed ruby and Neodymium glass 

types. Later devices used C02 gas, YAG crystals, and a variety of other media 

to obtain monochromatic light at different wavelengths (Hinkley, 1976). The 

first use of lasers in flow measurements was reported in 1964 by Yeh and 

Cummings, who employed a helium-neon instrument. 

Lidar systems contain 1) a laser, which provides a coherent source of opti­

cal radiation, 2) an optical system through which the energy is transmitted to 

the atmosphere, and 3) a detection system for the scattered energy. The returns 

are analyzed to yield information about atmospheric properties. The lidar 

equation governing the returns is given by (Hinkley, 1976) 
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B(R) 

R 

Ar 

2 R 
P (R) = P (cT/2) S(R) A R- exp[-2 f a(r)dR] 

r 0 r ~ 

= transmitter power at to 

= velocity of light 

pulse duration 

= backscattering coefficient 

::z range 

= effective receiver area 
.. ff" f h' 3/ 2 a = volume ext~nct~on coe ~c~ent 0 atmosp ere ~n cm cm 

Pr(R) = instantaneous power received at time (. - to). 

1.3 Doppler Processing 

The laser's pulsed" light from the transmitter interacts with aerosols 

moving at various velocities and is scattered. The scattered light has been 

shifted in frequency in a phenomenon known as the "Doppler shift," first seen in 

experiments in sound by the 19th century German physicist Doppler (Watrasiewicz 

and Rudd, 1976). This shift is caused by the movement of the scattering center 

by the wind. Ditchburn (1953) showed that the Doppler shift is given to the 

first order by 

+ 
fD ::: -2ko • R 

given - magnitudes Ro , ks approximately equal, 

fD = frequency shift, 

ko ~ incident wave vector, 

ks ::: scattered wave vector, 

R ::z scatter velocity vector. 

Figure 1.1 gives a diagram of the phenomenon (Eberhard, 1979) with the geometry 

of a Doppler experiment. Durst et ale (1976) reviewed the Doppler laser tech­

niques used in laboratory fluid dynamic measurements. Additional problems 

dealing with the use of Doppler measurements in the atmosphere are pointed out 

in Owens (1969). 

Because there is a frequency width to the Doppler spectrum due to Doppler 

uncertainty (Watrasiewicz and Rudd, 1976), various techniques of analyzing the 
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Figure 1.1. Geometry for Doppler shift (from Eberhard. 1979) generalized 
for any incident angle e , with ko being incident wave vector with wave­
length ko • ks scattered wave vector with wavelength ks, and r being 
environmental wind velocity. 

Doppler spectrum have been investigated. These include analog filtering (Patel 

and Peach, 1976), FFT spectral analysis techniques, and pulse pair techniques 

(Zrnic, 1977). Sirmans and Baumgarner (1974) analyzed five different estimator 

techniques. Keeler (1980) analyzed the various techniques as they applied to 

the NOAA lidar. The technique of choice for the NOAA lidar was determined to be 

complex covariance processing. 

1.4 Radar/Lidar Comparison 

Though radar and lidar share some characteristics, there are also major 

differences between the two sensors. Some of the major differences lie in (1) 

operating wavelengths, (2) side lobe characteristics, (3) distribution in the 

atmosphere of the scatterers which the systems sense, (4) behavior in clouds, 

and (5) range that the systems sense. 
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The wavelength for lidar sensor in this study is 10 micrometers (~m). A 

typical radar sensor operates at 10 cm. The ratio between the two wavelengths 

is on the order of 10,000, which also represents the ratio of the particle sizes 

the sensors sense efficiently. An example of the type of particle easily sensed 

by the radar systems would be a raindrop with a radius of 5 mm, whereas the 

lidar target is an aerosol with a 0.5-~m radius, or particle size ratio of 

10,000. 

The second major difference in the two sensing systems lies in the dif­

fering effect of the side lobes on the reflection pattern. In both cases, side 

lobes, according to diffraction theory, must exist but their importance depends 

on the beamwidth, B, defined as approximately the wavelength divided by the 

diameter of the antenna area (Jenkins and White, 1937). The beam width of a 

typical radar is approximately 0.03 radians, that of a lidar, 0.00003 radians. 

The first side lobe will be down by 13 dB in both systems, but the angle to the 

side lobe, 3B/2, is much greater in the radar, leading to a more significant 

effect on the data. 

The next major difference between lidar and radar systems lies in the 

distribution of the respective scatters in the atmosphere. The radar targets 

include large raindrops and hail, which are localized in or below the clouds 

when they occur. The aerosols that supply the targets for the lidar are 

generally well mixed in an air mass. The uneven distribution of strongly scat­

tering targets may lead to side-lobe-induced ambiguity in the radar system, 

which does not affect the lidar system. One of the advantages of radar lies in 

its ability to penetrate clouds. The lidar system is superior for detecting 

aerosol scattering in a clear atmosphere, but is unable to penetrate clouds 

owing to scattering attenuation from the cloud droplets that are large compared 

with the lidar wavelength. 

The final major area in which the lidar and radar systems vary is in the 

ranges the systems sense. The maximum possible range can be determined by the 

square root of the power-aperture product. For the radars the power is usually 

on the order of 1 MW, whereas the lidar operates at 100 KW, a ratio of 10 to 1. 

The aperture of the radars is usually on the order of 3 m, whereas the lidar 

aperture is approximately 0.03 meters, a ratio of 100 to 1. Overall this gives 

a ratio of the square root of 1000, or 30. This ratio indicates that the radar 

can sense 30 times farther than the lidar sensor, or 300 km compared with 10 km. 
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2. THE LIDAR INSTRUMENT 

The lidar instrument used in this research was the NOAA pulsed, coherent, 

hybrid, transversely-excited atmospheric pressure (TEA), C02 Doppler lidar. 

The system is discussed by Lawrence et al •. (1983). It operates in a heterodyne 

mode at a wavelength of 10.6 ~m. 

2.1 The Laser and Optics 

The transmitter laser is a hybrid-TEA design consisting of (1) a quasi-CW 

(continuous wave) conventional low pressure gain medium and (2) a near 

atmospheric pressure, transverse flow, transversely excited, UV preionized 

medium. The transmitter laser is operated on the P20 line of the 00 1°-10 0° 

band of the C02 spectrum when used for velocity measurements. 

The UV preionized TEA laser is seeded by the quasi-CW portion of the 

instrument and produces horizontally polarized pulses of a set duration 

(2.0-3.3 ~m) and pulse repetition rate, typically between 1 and 25 Hz (pulse~ 

per second). During the interpulse period, the low-pressure medium provides a 

CW output that is used to center the cavity at the P20 line center for maximum 

power. This centering is achieved by controlling the transmitting cavity piezo­

transducer (PZT) with the output of a hill-climbing servo-loop, which derives 

its input from a detector monitoring the output of the laser. 

A local oscillator (LO) laser is used to provide the heterodyne feature of 

the system. The LO's PZT is controlled from a servo-loop using the output from 

a detector measuring the beat frequency between the quasi-CW component of the 

transmitter laser and the LO. A 20-MHz offset is maintained. 

The LO and transmitter laser are clamped just prior to TEA laser firing, 

and a pulse is then generated at the preset wavelength. Diffraction gratings 

are used to make the system line tunable. 

The energy is directed first through a germanium Brewster coupler, which 

acts in the system as a transmit/receive (T/R) switch. It is then sent into a 

ZnSe Fresnel prism, which changes the polarization to circular. From there the 

beam enters an II-inch aperture, parabolic-parabolic, off-axis telescope. The 

beam is then directed to the scanner by a 16-inch flat mirror. 

-6-



The backscattered Doppler-shifted radiation passes through the Fresnel 

prism and is changed to vertical polarization. The radiation is reflected from 

the T/R switch onto the detector, and photomixed with radiation from the LO 

laser. The beat signal is then amplified, processed, displayed, and recorded 

digitally on tape. Figure 2.1 shows the configuration of the optics in the 

system. 

Top View· NOAA Lidar Optics 

16" 
HAl n-r--=-H---#~F=r'Mf:>----------------r'It 
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Figure 2.1. Schematic of the NOAA lidar optics (from Post, 1985). 

2.2 Operation and Use 

A pulsed lidar sends out a packet of light of given duration and wavelength 

(McCormack, 1975), in our case 10.6 ~m. Some of the light sent out will be 

intercepted by aerosols. For the wavelength in the NOAA system, the intercepted 

aerosol population is dominated by aerosols 1-3 ~m in diameter (Post et al., 

1978). The backscattered light is collected by the scanner and sensed by the 

receiver electronics. Ranging is achieved by observing the signal at various 

delay times and is given by mUltiplying the time from sending to receiving by 

one-half the speed of light (James, 1980). 
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r = c/2 (to - t r ) 

to = time of signal sending 

tr = time of return signal receiving 

c = speed of light 

r = range. 

Difficulties in the interpretation of the returns can be introduced by 

speckle, size-dependent scattering by the aerosols, and by pulse frequency chirp 

(Post et al., 1981). Discussion of the characteristics of a lidar signal is 

contained in Hinkley (1976). Hardesty (1984) discussed characteristics of the 

laser signal for the NOAA instrument. 

Additional problems in interpreting returns from the packet of light lie in 

the structure of the packet itself and the observation window. The range­

weighting function, i.e., the relative contribution of the scatterers from each 

range to the measured signal at a given point in time, is a function of the 

pulse intensity profile, backscatter structure, system range response, and 

observation window characteristic (Hardesty, 1984). The range-weighting func­

tion for the 3.3 um pulse used in the investigations in this report is given in 

Figure 2.2. 

." 

7,.----

---2.20 !-IS Gate 
---3.30 !-IS Gate 
--6.67 !-IS Gate 

----.... .... , 
"""', 

\ 
\ 
\ 
I 
\ 

o~~~~----~----~--~~~--~--~~ 
-000 0 

Range Relative to Selected Range (m) 

Figure 2.2. Range weighting function for the NOAA Doppler lidar 

(from Hardesty, 1984). 
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2.3 Processing 

Data are collected by the lidar system in one of two modes. The data 

stream for the data from the receiver electronics is given in Fig. 2.3. Raw 

Data mode (path r) transfers the data from the system digitizer to magnetic 

tape, which is then post-processed at Boulder Lab Site (BL) into velocities. 

Moment Data (path m) are sent from the system to a hardware processor, which 

outputs the zeroth, first, and second moments of the Doppler spectrum. These 

moment data can be used for a real-time color display or transferred to magnetic 

tape. 

Detector 
and 

PreAmps 
'aT. I I 'u. " 

I I 
Signal Analog J 

Complex .J 
l?~modulator 

Processor Displays 

I 
10 MHz 

J Digitizer 

Image 
NOVA Processor 

1 I 'All III 
,an I 

ColoII"' I Tape Processor I 
I 

I KeyboardJ I Joystick I I ,S;oI9r ., Monitor 

Figure 2.3. Data stream for NOAA Doppler lidar. Path m gives 
the path for moment data mode processing; path r gives the path 
for raw data mode processing. 

For the raw data mode the received data are sent to the lO-MHz digitizer, 

which samples complex components I and Q (in-phase and quadrature) and outputs 

then in coded form for each data point. The data are then recorded on magnetic 

tape for further processing at the BL site. Table 2.1 gives the characteristics 

of the system when it is operated in the raw data mode. Post-processing of raw 

data is done at the BL site using a Data General Eclipse S200 computer. The I 

and Q components are decoded from the magnetic tape, and radial velocity vectors 

are calculated using the pulse-pair technique for frequency estimation • 
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Table 2.1. NOAA Doppler lidar raw data mode specifications 

Wavelength 
Per pulse power (P20) 
Pulse repetition rate 
Pulse duration 
Polarization of transmitted radiation 
Frequency chirp across pulse 
Local Oscillator offset 
Transmit/receive telescope diameter 
Tunability 

Laser mode 
Scan capability 
Minimum range 
Maximum range 
Data processor 

Samples per record 
Records per scan 

10.6 ~m 
0.10 J 
10 Hz 
3.3 ~s 
Circular 
200 kHz 
20 MHz 
0.25 m 
Grating tunable over 
several P & R lines 

TEM-OO (Gaussian) 
Alt-Azimuth 
0.5-1.8 km 
Greater than 20 km 
la-MHz digitizer, 
complex covariance 
estimator 

1024,2048 
1-10,000 

The pulse-pair frequency technique has been described by a number of 

authors (e.g., Zrnic, 1979; Miller and Rochwargner, 1972). Our application of 

the technique allows choice of gate size and mUltiple pulse averaging. Using 

the information from the range-weighting function (Fig. 2.2), our 3.3-us pulse 

is centered best by using a 500-m gate. By thresholding the pulse-pair, using a 

scheme based on return intensity, data points with insufficient return are 

removed before velocity vectors are calculated. 

An alternative method to process the data came on line in 1983. A hard­

ware processor was added to the data stream, which does a multiple-lag, multi­

pulse pair calculation of the first three moments of the Doppler spectrum (Lee 

and Lee, 1981). The new processor has switch adjustments to allow choice of 

settings for lag and number of pulses averaged used for each moment data point. 

An image processor and color display that use the moment processor data were 

also added to the system. The display allows both real-time and recorded 

playback of the zeroth-, first-, and second-moment calculation. Table 2.2 gives 

the specifications for the signal processor and image processor. 

A gate size of 300 m (as opposed to the adjustable raw system) was set for 

data taken by the moment system during the experiments used in this paper. The 
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Table 2.2. NOAA Doppler Ii dar moment processor specifications 

Range parameters 

Sampling range 

Delay 
Gate width 

Input bandwidth 

Integration 

Pulse rate 

Output rate 

Output parameters 

Poly-pulse pair estimates of 

# Complex covariance lags 

Real-time analog display 

Signal Processor 

200 US 
30 km at 2 Us gate width 

0-199 Us 
1,2,4,8 Us 

15 MHz (±40 ms-1) 

1-400 pulses 

0-50 Hz 

2000 range gates/second 

Zeroth moment (amplitude) 
First moment (velocity) 
Second moment (spectral width) 

0-8 

Amplitude vs. range 
Velocity vs. range 
Spectral width vs. range 

Image Processor and Display 

Microprocessor 

Processor memory 

Pixel format 

Simultaneous displayable colors 

Displays available 

-11-

IS 68K Q bus system 

1.25 MBytes 

768 x 575 

64 

Radial VAD 
RHI 
Range vs. time 
Azimuth vs. elevation 
Wind speed vs. height 
Wind direction vs. height 
Vertical component vs. height 



moment processor was set for either two- or three- pulse averaging. The choice 

of pulses to average was based on the speed necessary to scan the complete area 

and the number of separate points per degree needed. 

3. MEAN WIND COMPARISON 

3.1 Introduction 

The NOAA Doppler lidar van was located at the Boulder Atmospheric 

Observatory (BAO) site for the Boulder Upslope Cloud Observation Experiment 

(BUCOE). The BUCOE experiment was conducted from 4 March through 17 May 1982. 

One of the goals of the experiment was to calibrate various remote sensors 

against in situ sensors (Gossard, 1982). 

3.2 Tower Site and Data 

The lidar trailer was located within the BAO tower fenced enclosure during 

the BUCOE study, about 50 m from the tower base. Figure 3.1 gives the site plan 

and instrumentation during the BUCOE experiment. 

The BAO is located 5 km to the east of Erie, Colorado. The site is on 

predominantly agricultural land in a region of gently rolling terrain. The 

foothills of the Colorado Rockies rise approximately 25 km to the west; the city 

of Denver is 30 km to the south and the Platte River basin is 16 km to the east 

of the site (Kaimal and Wolfe, 1978). Figure 3.2 shows the general topography 

of the site and its geographical location. 

The BAO tower is a 300-meter-tall guyed structure of open lattice design 

(Fig. 3.3) which is instrumented at eight fixed levels. For the BUCOE study 

the tower instrumentation was configured with the sonic anemometers on the SSE 

booms and propeller vane anemometers on the NNW booms. Details of the tower and 

its instrumentation are given in Table 3.1. Kaimal and Gaynor (1983) described 

the operation of the tower and listed instrument specifications. 

The tower wind sensors, sonic anemometers (sonics), and propeller-vane ane­

mometers (prop) are located on booms at each of the tower's eight levels. 

During the BUCOE experiment the sonics were attached to a boom orient~d 26° east 

of south, and the props were attached to a boom oriented 180 0 away from the 
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Figure 3.10 Site plan for BUeOE experiment (from Kaimal, 1980). 
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Figure 3.2. Geographical location and general topography of the Boulder 
Atmospheric Observatory. The circles area represents 5 km from site. 
(From Kaimal and Wolfe, 1978). 
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Figure 3.3. BAO Tower (Kaimal and Gaynor, 1983) 
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Table 3.1. Tower instrumentation* 

---
Parameter(s) Response Rate at 

Sensor measured characteristic which sampled Location 

Sonic u,v,w O.OS-Hz block- 10 Hz SE boom 
anemometer average (all leve ls ) 

Propeller- S,D 2.4-m distance 1 Hz SE boom 
vane constant (all except 
anemometer 150- and 2S0-m 

levels 

Platinum T 5-10 Hz 10 Hz SE boom 
wire cut-off (all levels) 
thermometer 

Quartz T i-min 1 Hz SE boom 
thermometer time constant (all levels) 

Cooled- Td 1-s cycle time 1 Hz NW boom 
mirror (all levels) 
hygrometer ~-

Absolute P 1 Hz Surface 
pressure (below van) 

Fluctuating P 1 Hz Surface 
pressure (5 locations) 

Optical S,D, Conv, Spatial average 1 Hz Surface 
triangle C 2 over 4S0-m (outer anchor n equilateral points) 

triangle 

Solar R about S min 1 Hz Surface 

Acoustic U,v (REC)=receiver 
Doppler (TR)=transmitter 

Microwave T,q (1) NEMS 
radiometer (2) SCAMS 

(3) MTS 

* From Hooke, 1979. 
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sonics. An explanation of how the tower data was processed is given in Appendix 

A. 

The sonic anemometers consist of a set of three single-axis acoustic 

arrays. Each acoustic array consists of a transmitter and receiver. They are 

pulsed at 200 Hz, and 20 point block averages are transferred to the site pro­

cessor for the raw data mode (Eversole, 1978). The time difference between two 

pulses propagating in opposite directions provides the measure of velocity 

along the path (Mitsuta, 1971). Three sonic paths (separations across which 

velocity is measured) are used in the BAO anemometers. One path is set along 

the boom axis, the second path is offset 90° along the horizontal axis, and the 

third path is set vertically (Fig. 3.4). This configuration produces velocity 

components in two horizontal (along and across) and the vertical (w) directions. 

The 10 s average (BAO 'A') data are transformed from the path components into 

standard meteorological u and v component form (E-W, N-S) before being recorded 

on the site computer. Raw data are retained in the original component form. 

The propeller-vane anemometers (Fig. 3.5) are standard Gill designs (R.~­

Young, Model 35003). The props are sampled for wind speed and direction once 

every second. Block averages are performed for ten sample points, and the 

averages, "A" data, are transferred to the site processor. 

3.3 Lidar Processing 

The lidar scanner for the BUeOE experiment was located on the roof of the 

trailer about 4.5 m above ground level. The scanner was used to generate velo­

city-azimuth display (VAD) (~ig. 3.6) scans at various zenith angles. The 

zenith angle was determined by manually rotating the scanner in the vertical and 

then lining up the scanner to a premeasured angle mark. A parcel technique, to 

be explained shortly, was used to compare profiles from the lidar VAD scans with 

the time series profiles of the tower sensors. 

For the purposes of the comparison, a listing of dates and times when the 

lidar was operating in an 80-degree zenith angle VAD mode during its stay on the 

BAO site was compiled. This VAD list (Table 3.2) was compared with the tower 

archived data listing (Table 3.3) for the three months of the BUeOE experiment. 

Times when both the tower and lidar instruments data were available were 

investigated for the wind comparison. 
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Figure 3.4. View of three-axis sonic anemometer (from Wolfe, 1985). 

Figure 3.5. View of propeller-vane anemometer (from Wolfe, 1985). 
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Figure 3.6. VAD technique and sample VAD resultant scan. 

Table 3.2. Dates and times of VAD runs at 80-degree zenith angle 
during BUeOE experiment 

Date 
04-Mar-82 
05-Mar-82 
08-Mar-82 
09-Mar-82 
10-Mar-82 
12-Mar-82 
15-Mar-8i 
17-Mar-82 
19-Mar-82 
24-Mar-82 
24-Mar-82 
24-Mar-82 
24-Mar-82 
24-Mar-82 
24-Mar-82 

. 24-Mar-82 
24-Mar-82 
24-Mar-82 
31-Mar-82 
31-Mar-82 
05-Apr-82 
20-Apr-82 
23-Apr-82 
23-Apr-82 
27-Apr-82 
27-Apr-82 
27-Apr-82 
27-Apr-82 
27-Apr-82 

Time 
14:23:59 
12:03:56 
13:59:29 
11:43:31 
15:44:20 
11:01:11 
15:14:58 
12:05:20 
10:23:16 
14:24:22 
14:27:47 
15:17:11 
15:31:01 
15:33:43 
16:09:29 
16:52:20 
17:07:22 
17:58:58 
12:27:39 
12:-:35:38 
15:46:15 
09:19:36 
11:18:12 
11: 23 :46 
10: 22: 17 
10: 24: 16 
10:28:54 
10:46:42 
10:50:07 
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Date 
27-Apr-82 
27-Apr-82 
27-Apr-82 
27-Apr-82 
29-Apr-82 
29-Apr-82 
1O-May-82 
ll-May-82 
ll-May-82 
11-May-82 
11-May-82 
11-May-82 
11-May-82 
11-May-82 
11-May-82 
11-May-82 
ll-May-82 
11-May-82 
ll-May-82 
12-May-82 
12-May-82 
12-May-82 
12-May-82 
12-May-82 
21-May-82 
25-May-82 
25-May-82 
26-May-82 

Time 
11:39:13 
11: 59 :22 
13:04:03 
13:07:34 
14:09:07 
15:29:58 
11 :40: 16 
11:03:29 
11:05:32 
11:10:03 
11: 48: 26 
12:17:01 
12:18:49 
12:23:44 
12:59:17 
13:04:46 
14:16:16 
14:19:23 
14:27:01 
10:30 :49 
11:28:20 
11:31:46 
11: 36: 50 
11 :40: 13 
12:20:35 
10 :44 :04 
10:55:01 
13:59:13 



Date 

820301 
820302 
820303 
820304 
820305 
820306 
820307 
820308 
820309 
820310 
820311 
820312 
820313 
820314 
820315 
820316 
820317 
820318 
820319 
820320 
820321 
820322 
820323 
820324 
820325 
820326 
820327 
820328 
820329 
820330 
820331 
820401 
820402 
820403 
820404 
820405 
820406 
820407 
820408 
820409 
820410 

Table 3.3 BAO archive record for BueOE - boxed areas represent 
possible lidar/tower comparisons 

Archive data since 820301 of kind A 

Hour 
19 20 0 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

III 111 III 111 111 111 III 111 110 III III 111 III 111 101 111 111 111 111 111 111 

111 III 111 III III III III 111 III 111 111 111 III III 111 III 111 111 111 111 III 

III 111 III III III III 111 111 111 111 110 III III III 110 111 111 III III III III 

111 III 111 111 III 111 111 III III III III III III III 111 111 III III 111 III 111 

III 111 111 111 III III III 111 111 111 III 111 III 111 111 III 111 111 III 111 111 

111 III 111 111 III III III 111 111 III III 111 111 111 III 111 III III 111 111 III 
111 III III 111 III III III 111 III 111 III III III III 111 111 III III 111 111 111 
III 111 III III 111 III III 111 III III III 111 111 111 111 111 III 111 III III 111 
111 111 111 III 110 100 000 001 110 III 111 111 III 111 111 111 III III 111 111 III 
III III 111 111 111 111 111 111 111 III III 111 III III III 111 III III 111 111 111 
111 111 111 111 III III 111 III 111 111 III III III III 111 111 111 fll 111 111 III 
111 111 III 111 111 III III 111 III III 111 111 111 III 111 111 III III III 111 III 
III III III 111 III III 111 111 III III 111 III III III 111 111-111 III 111 111 111 
III III 111 III III III 111 III III 111 111 111 111 III III III III III III 111 111 
III III 111 III 111 111 111 111 110 111 100 000 100 Oil 111 111 III III 111 III 111 
III III III 111 III III III III III III 111 111 III III 111 111'111 111 III 111 III 
III III 000 000 000 000 000 III 100 III 111 III III 111 111 all III III 111 III III 
111 III 111 III 110 000 000 000 001 111 III 111 III III 111 111 011 III 111 111 III 
III 111 111 III III III 110 III 110 III 111 III 111 111 111 111 III III III III III 
111 III 111 III 111 111 111 III III III 111 111 III III III 111 111 111 111 111 111 
111 III 111 111 111 III III 111 III III III 111 III 111 111 III 111 111 111 111 111 
111 III III III 111 III 111 III III III III 111 III III III 111 III 111 111 III 111 
III 111 110 III III III 111 110 111 111 111 111 III 111 III 101 111 III III 111 111 
III III 111 III III 111 111 101 110 111 111 111 III III III III III 111 III III 111 
111 III III 111 III III III III III 111 III III III 111 III III III III 111 III III 
III III III 111 III 111 III III 111 111 111 III III III ILl III 111 III III 111 111 
III III 111 111 111 111 111 111 111 111 III 111 III 111 III III III III III 111 III 
III 111 111 111 111 III III 110 III III III 111 111 III 111 III III 111 111 III 111 
111 111 III 111 III III III 111 101 111 ill III 111 111 III III III 111 III III 111 
111 III 111 111 111 111 111 III 111 111 III 111 III 110 111 011 111 III III 111 111 
III III 111 III 111 111 111 III 111 111 III III 111 111 111 100 III 111 000 II III 
III 111 111 111 111 III 111 III 011 111 III 111 III 111 111 111 111 111 III 111 111 
111 III III III 111 111 III III 111 III III 110 001 111 111 111 111 111 III III 111 
111 111 111 111 III III 111 III 111 III 111 111 III 111 III III III 111 111 111 111 
111 111 111 111 111 111 III 111 111 111 111 111 111 111 111 III III 111 111 III III 
III 111 III 111 111 111 III 111 101 111 111 III III III 110 III III III 111 111 III 
111 111 III 111 111 III 101 111 111 111 III III III III 111 Oil III 111 III 111 III 
111 111 III 111 111 111 III 111 111 III III III 100 III 110 III III 111 111 111 111 
III III III 111 111 111 111 111 111 011 III III III III III 011 III 111 111 III III 
111 III III 111 III III III III III 011 III III III 111 III III III III 111 III III 
111 III III III III 111 III 111 111 III III 111 III III III III III 111 III III III 
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21 22 23 

III III III 
III III 111 
111 111 111 
III III III 
111 111 111 
III III 111 
III III 111 
111 III 111 
111 111 III 
111 III III 
III III III 
111 111 III 
III III 111 
III 111 111 
111 111 III 
III III 111 
III III III 
III 111 III 
III 111 III 
III lIT III 
III III 111 
III III 111 
111 111 111 
III 111 III 
III III III 
111 111 111 
III III 111 
111 III III 
III 111 III 
111 III III 
III 111 111 
111 111 III 
III 111 III 
III III III 
III III 111 
III III III 
III III III 
III III III 
III 111 III 
111 III III 
111 110 000 



Date Hour 
o 2 3 4 5 

820411 000 000 000 000 000 000 
820412 III III III III III III 
820413 000 000 000 000 000 000 
820414 III III 111 III III 111 
820415 III III III III 100 000 
820416 111 III III III III III 
820417 III III III 111 111 III 
820418 III III III III III III 
820419 III III 111 III III III 
820420 000 000 000 000 000 000 
820421 III III III III III III 
820422 III III III 111 III III 
820423 III III III III 111 III 
820424 III III III III III III 
820425 III III 111 III 111 III 
820426 111 III III III III III 
820427 000 000 000 000 000 001 
820428 111 III III 111 III III 
820429 III III III III III 110 
820430 111 III III III III 111 
820501 III III III III III III 
820502 III III III III III III 
820503 III III III III III III 
820504 111 III III III 111 111 
820505 III III 111 III III 110 
820506 111 III 111 111 III III 
820507 111 III III 111 III 111 
820508 III III 111 III 111 III 
820510 000 000 000 000 000 000 
820511 000 000 000 000 000 000 
820512 III 111 III III III 111 
820513 000 000 000 000 000 011 
820514 111 III III III III III 
820515 III III III III III III 
820516 III 111 111 III III III 
820517 111 III 111 III III III 
820518 III III 111 III 000 000 
820519 000 000 000 000 000 001 
820520 III III III III 111 111 
820521 111 III III III III III 
820522 000 000 000 000 000 000 
820523 III III III III III III 
820524 000 000 000 000 000 011 
820525 111 III III III 111 III 
820526 III III III III 111 III 
820527 III III III III III III 
820528 III III 111 III III III 
820529 III 111 III 111 III III 
820530 III III III 111 III III 
820531 III III III III 111 III 

Table 3.3 (continued). 

Archive data since 820301 of kind A 

6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

000 000 000 000 III III 
III III III 111 000 001 
000 000 000 001 000 000 
III III 111 III 000 000 
010 III 011 III 111 III 
001 III III III III III 
III 110 111 111 111 III 
III III III 111 III III 
III III III III III III 
011 III III III III III 
III III III 111 111 III 
III III III III 111 III 
111 III 111 111 III III 
III III III III III 110 
111 III III 101 III III 
100 000 000 000 011 111 
III III III 100 111 III 
111 III III 100 III III 
III III III 111 III III 
III III III III III III 
000 000 000 000 000 000 
III III III III III III 
III III 100 000 000 011 
III III III III III III 
III III III III III III 
III III III III III III 
III III III III III III 
110 000 000 000 000 000 
001 III III III III III 
000 000 000 000 000 000 
III III III III III III 
000 001 100 000 001 111 
III III III III III III 
III III III 111 III III 
III III III III III III 
III III 110 000 000 000 
000 000 000 000 III III 
III 111 III III III III 
111 000 000 000 011 III 
III 111 III 111 III III 
000 III II! 111 III III 
III III 110 000 001 III 
111 111 III 111 111 III 
III III III III 111 III 
III III 000 011 111 000 
III III III III III III 
III 100 000 000 000 011 
III III III III III III 
III III III III III III 
III III III 111 111 III 
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III III III III III III 
III III 110 III III 111 
III 000 000 III III III 
011 111 III III 111 111 
101 III III III III 111 
III III III 111 III 111 
III 111 III III III III 
III III III III 111,111 
III III III III III 111 
III III III 111 III III 
III 111 III 011 III III 
III III 101 III III III 
III III 110 111 111 III 
III III III III ill III 
III III III 011 III III 
III III III III III 101 
II! 110 011 III III III 
III 110 III III III 111 
111 111 III 111 III 111 
III III III III III III 
000 011 III III III III 
III III III III III III 
110 III III 111 III III 
III 110 III III III III 
III III 110 111 III III 
III 101 111 III III III 
101 111 III III 111 111 
000 000 000 000 000 000 
III III 111 III III Ill' 
000 000 III III III III 
III III III 110 011 III 
111 III III III III III 
III III III III III III 
III III III III III III 
III III III 111 III III 
III III III III 111 III 
000 000 001 III III III 
III 110 III III 100 000 
III III III III III III 
III 110 111 III III III 
III III III 111 III 111 
III III III III III 111 
III 111 III III III 111 
III 000 000 000 000 III 
III 111 III 111 -111 111 
III 101 III 111 III III 
110 III III 111 110 000 
III III III III 101 III 
III III 110 III III III 
111 III 110 111 111 III 

III 111 111 III 111 III 
III III III 111 III III 
III III III 111 III III 
III III 111 III III 111 
III III III III III III 
111 011 111 III 111 111 
101 III III III 111 III 
111 III III 111 III III 
III III III III 100 000 
III III III III III III 
III III III III III III 
III III III III III III 
III III III III III III 
III 111 111 III III 111 
III 111 III III 110 000 
III 011 III III III III 
III III III III III III 
111 III 111 111 III III 
III III III III III III 
III 111 III III III ill 
III III III 111 111 111 
III III III III III 111 
III III III III III t+1 
III 111 III 111 III III 
III III 111 111 III 111 
III III III III III III 
111 111 111 III III III 
000 000 000 000 000 000 
III 110 000 000 000 000 
III III 111 III III III 
III 111 111 110 000 000 
111 III III 111 III III 
III III III III 111 III 
III III 111 III III III 
III III III III III III 
III 111 III 111 III III 
000 000 000 000 000 000 
III III 111 111 III III 
III 111 III III III III 
III III III III III III 
III III III 100 000 000 
III III III III III III 
III III 110 000 000 000 
III III III III III III 
111 III III III III 111 
III 111 III III III III 
III III III III III III 
III III III III III III 
III III III III 111 111 
III 111 III 111 III III 



3.3.1 Mean wind calculation 

The lidar calculation of the mean wind for the comparison required pro-

cessing the lidar data at the edge of the first usable range. The data were 

taken at an 80° zenith angle, which indicates that the desired starting range 

for meters in height is 1.46 km along the radial (Fig. 3.7). Because of 

instrumental considerations, the NOAA lidar system minimum range is approxima­

tely 1 km along the radial. An added minimum range consideration was introduced 

to the lidar data collected during BUeOE due to the large number of aerosols 

near the ground. This amplified the effect of the low-energy, high-chirp tail 

and caused receiver saturation and an effective extension of the minimum range. 

It was necessary to implement a technique to determine the first range unaf­

fected by the combination of the receiyer saturation and instrument minimum 

range. 

Saturation of the receiver gives a false indication of a high wind return. 

To determine ranges subject to the saturation effect, the data were processed 

starting initially at 1.25 km along the radial and stepping by 0.015 km (Fig. 

3.8) until at least 16 gates were processed. The mean winds from each run were 

recorded and plotted against height (and range). The winds recorded typically 

went from a very high value in the affected area to a relatively consistent wind 

speed with increasing height (Fig. 3.9). The wind corresponding to the best 

level beyond the interference but closest to the 300 m height was used in the 

comparison. 

3.3.2 Parcel processing 

A representative parcel was defined as the time sequence of tower winds 

that would, when extended using Taylor's hypothesis, represent the winds 

recorded by the lidar. The steps necessary to create each appropriate parcel 

were (1) ide~ify a parcel from the VAD scan and (2) identify the corresponding 

tower time series. 

Identifying the VAD parcel requires taking the geometry of the scan and 

calculating the horizontal extent of the area circumscribed by the scan. For 

the BUeOE runs used in the tower comparison, the angle with the zenith was 80°. 

The radius used by the lidar was targeted to be 300 m divided by the cosine of 

80° since the 300-m winds of the tower were being used in the comparison. 
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used in the lidar/tower comparisone 
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in the lidar/tower comparison. 
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Figure 309. Plot of VAD mean wind speed and direction versus 
radial range. Note the consistency of the wind speed measure­
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The time sequence of tower winds for comparison with the VAD run was calcu­

lated using the sonics mean winds at 300 m. The center of the time interval, 

"tc", was chosen to match the time of the VAD run. Total time "tT" was calcu­

lated using Taylor's hypothesis, with time equaling VAD circle diameter divided 

by the sonics mean wind. A time interval "t " was calculated with "t xis", 

"x" being the lidar VAD circle radius and "s" the first-guess speed mean sonics 

wind. Total time using this notation can be represented as 

tT = tc + 2 t • 

Beginning time was calculated by 

Initially the nearest 20-m mean winds were used to calculate the total 

time a parcel of air would take to traverse the circle represented by the V~ 

scan. The procedure was then iterated using neighboring 10-s sonics measure­

ments until the time period and speed matched the parcel as closely as possible. 

Figure 3.10 gives a schematic of the time line and radius calculation. 

The limitations of this method of comparing the time sequence to the VAD 

area calculation include the assumptions inherent in Taylor's hypothesis and the 

actual time difference in the air parcels for the two measuring devices. 

Taylor's hypothesis is valid only for small variations relative to the mean wind 

(Tennekes and Lumley, 1972). Especially for the cases with low winds and the 

cases with large wind variance, the hypothesis is not strictly valid, and the 

lidar and BAO winds should agree more poorly. The differences in the times of 

the measurement should not present problems for time periods that are (1) 

greater than~he scale of a single thermal passing the tower, (2) time periods 

less than the scale of changes in the air masses during the measurement and (3) 

times unaffected by diurnal variations. 

One additional assumption is made in the comparison analysis. It is assumed 

that conditions at the 300-m height of the tower are representative of those at 

the calculated radius of the VAD (Panofsky and Townsend, 1964). Figure 3.11 

gives the close-in topography of the BAO tower site. When the VAD circle is 
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Figure 3.11. Contour plot of terrain around BAO tower. Contours are 
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lidar VAD radial region used in the comparison. 
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traced on the topography, a change of 50-m in height above ground from one side 

of the circle to the other is indicated. Although this 50-m represents one­

sixth of the height of the comparison level, it is initially assumed that this 

variation does not affect the mean wind at 300-m altitude in the experimental 

area. 

3.4 Comparison Results 

3.4.1 Data set 

Table 3e 4 lists the dates and times of the lidar runs and the corresponding 

tower times. The last column gives the spatial extension (average velocity 

multiplied by time) of the tower times. Since tower winds are available only 

every 10-s, some discrepancy in the spatial extension for the area was expected. 

The weather conditions during the period of the comparison varied from clear and 

nearly calm to driving snow. Table 3.5 gives general conditions during the 

times of the comparisons. Appendix D gives information on stability during the 

20-m periods surrounding the comparison times. Additional data from other 

instruments on the site were used to help identify weather conditions, as well 

as information from logs of the experiments being conducted. 

Certain cases were deleted from the comparison set because of instrumental 

problems or weather conditions. Two periods were eliminated because of insuf­

ficient lidar return from the region in the study, 2 periods were eliminated 

because of tower data inconsistencies, 20 periods occurred during tower down 

time, and 2 periods were deleted during a frontal passage at the tower that made 

the parcel method unacceptable. Seven periods were included in the propeller­

vane data comparison but not in the sonic anemometer data comparison because of 

contamination. Table 3-6 gives the average wind speed and direction obtained by 

the tower prop and sonies and the lidar VAD for the periods used in the com­

parison. Figures 3.12 and 3.13 give the results of the comparison. 

The wind speed analysis gave standard errors (Table 3.7) between the sonies 

sensor and the lidar VAD technique of less than 0.5 m/s. The lidar/prop com­

parison had a slightly higher standard error, 0.6 mis, but the data set was 

slightly different from the lidarlsonics comparison data set as it included 

cases with higher wind speeds where the sonies sensor was no longer usable. The 
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Table 3.4. Summary of VAn and tower run times used 
in lidar/tower wind comparison 

VAn Tower Tower 
Date begin time begin time VAn range total time 

(MDT) (MST) (meters) (MDT) 

04-Mar-82 14:23:59 14:19:40 1425 00:08:30 
05-Mar-82 12:03:56 11: 55: 50 1620 00:08:00 
08-Mar-82 13:59:29 13:53:10 1440 00:12:40 
09-Mar-82 11:43:31 11:41:30 1425 00:03:50 
10-Mar-82 15:44:20 15:39:50 1455 00:09:20 
12-Mar-82 11:01:11 10:59:10 1425 00:03:30 
15-Mar-82 15:14:58 15:12:10 1425 00:06:00 
17-Mar-82 12:05:20 11: 47 :00 1500 00:36:40 
19-Mar-82 10:23:16 10:21:30 1440 00 :03: 10 
24-Mar-82 14:24:22 14:19:20 1590 00:09:50 
24-Mar-82 14:27:47 14:25:00 1470 00:05:30 
24-Mar-82 15:17:11 15:15:30 1455 00:02:30 
24-Mar-82 15:31:01 15:29:40 1455 00:02:30 
24-Mar-82 15:33:43 15:32:20 1455 00:02:30 
24-Mar-82 16:09:29 16:08:00 1455 00:03:00 
24-Mar-82 16:52:20 16:50:20 1545 00:04:00 
24-Mar-82 17:07:22 17:04:50 1545 00:05:00 
24-Mar-82 17:58:58 17:56:20 1620 00:05:30 
31-Mar-82 12:27:39 12:19:20 1635 00: 16 :40 
31-Mar-82 12:35:38 12:25:50 1620 00:19:20 
05-Apr-82 15:46:15 15:41:40 1605 00:09:00 
20-Apr-82 09:19:36 09:16:00 1620 00:07:50 
23-Apr-82 11:18:12 11: 10: 00 1455 00: 16: 10 
23-Apr-82 11:23:46 11 : 16: 20 1455 00:15:00 
27-Apr-82 11:39:13 10:27:50 1560 00:22:20 
27-Apr-82 11:59:22 10: 5 1: 20 1455 00:22:20 
29-Apr-82 14:09:07 13:03:40 1515 00:05:50 
29-Apr-82 15:29:58 14:25:50 1455 00:04:30 
10-May-82 11 : 40: 16 10:31:40 1605 00:17:30 
12-May-82 10:30:49 09:21:00 1620 00: 19: 50 
12-May-82 11: 28: 20 10: 19 :40 1590 00: 18: 20 
12-May-82 11: 31: 46 10:21:50 1590 00:20:00 
12-May-82 11: 36 :50 10:26:50 1590 00:20:00 
12-May-82 11:40:13 10:30:10 1590 00:20:00 
21-May-82 12:20:35 11:12:10 1485 00:17:20 
25-May-82 10:44:04 09:39:30 1500 00:07:10 
25-May-82 10:55:01 09:51:20 1620 00:07:20 
26-May-82 13:59:13 12:50:00 1620 00:16:30 
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Table 3.5. 

MDT 

04-Mar-82 1400-1500 
05-Mar-82 1100-1400 

08-Mar-82 1200-1400 
09-Mar-82 1000-1300 
10-Mar-82 1400-1600 
12-Mar-82 1000-1200 
15-Mar-82 1400-1600 
17-Mar-82 1100-1300 
19-Mar-82 0900-1200 
24-Mar-82 1200-1900 

31-Mar-82 1100-1400 
05-Apr-82 1400-1700 

19-Apr-82 1300-1500 
20-Apr-82 0800-1000 
23-Apr-82 1000-1300 
27-Apr-82 0900-1400 

29-Apr-82 1300-1600 

10-May-82 1100-1300 

11-May-82 1000-1500 
12-May-82 0900-1300 
21-May-82 1100-1300 
25-May-82 0900-1200 

26-May-82 1200-1500 

Weather conditions during lidar/tower comparison 

General conditions 

Hail and snow 
Snow flurries 

Cloudy 

Solar radiation information 

Clouds covering area 
Clouds moving through area, 

clearing around 1400 
Cloudy 
Clearing in afternoon 
Interspersed cloudiness 
Clear 
Obscured 
Partly cloudy with clear areas 
Clear 

Frontal passage 1430, Afternoon cloudiness 
light to heavy precip 

Snow and graupel 

Extensive low clouds 
and fog 

Light rain, frontal 
passage 1430 

Upper level clouds 

Light rain 
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Afternoon cloudiness 
Morning cloudy with clearing 

in afternoon 

Cloudy 
Clear until late afternoon 
Cloudy 

Cloudy 

Some clearing in late morning, 
afternoon cloudy 

Cloudy 
Clear 
Clear in morning, cloudy in 

afternoon 
Clearing after noon 



Table 3.6. Wind speed and direction summary for lidar/tower wind comparison 

Date VAD run time Prop speed Prop direction Sonic speed Sonic direction Lidar speed Lidar direction 
(MDT) (m/s) (degrees) (m/s) (degrees) (m/s) (degrees) 

04-Mar-82 14:23:59 6.35 90.75 6.58 92.75 6.21 72.34 
05-Mar-82 12:03:56 0.85 185.55 0.59 185.23 0.80 191.34 
08-Mar-82 13:59:29 4.39 120.89 4.42 119.79 3.79 87.73 
09-Mar-82 11 :43:31 14.54 280.92 14.79 271.54 14.00 255.11 
10-Mar-82 15:44:20 5.17 313.48 6.09 319.82 5.32 293.41 
12-Mar-82 11:01:11 16.00 255.92 14.69 227.78 
15-Mar-82 15: 14:58 9.51 316.61 9.29 312.78 8.34 297.42 
17-Mar-82 12:05:20 1.52 105.53 1,53 100.14 1.93 79.98 
19-Mar-82 10:23:16 17.76 276.91 17.69 246.33 
24-Har-82 14:24:22 6.03 322.34 9.63 299.82 
24-Har-82 14:27:47 10.57 0.34 14.16 339.87 
24-Mar-82 15: 17: 11 21.12 20.80 22.96 25.37 19.61 359.21 
24-Mar-82 15:31:01 20.68 26.10 21.96 28.80 20.82 5.13 
24-Har-82 15:33:43 20.21 30.77 22.14 36.36 19.52 4.68 
24-Har-82 16:09:29 17.55 31.61 19.14 36.61 16.69 7.93 
24-Mar-82 16:52:20 13 .17 28.28 14.31 33.12 14.56 11.62 
24-Mar-82 17:07:22 10.53 28.60 11.36 33.15 11.45 13.09 
24-Har-82 17:58:58 9.57 38.58 10.19 44.43 10.23 16.69 
31-Har-82 12:27:39 3.69 168.03 3.44 166.11 3.66 142. 78 
31-Har-82 12:35:38 3.37 165.88 2.89 164.64 3.57 154.64 
05-Apr-82 15:46:15 5.83 20.82 6.18 22.04 5.06 348.09 
20-Apr-82 09: 19: 36 7.13 14.23 7.71 15.12 7.85 343.42 
23-Apr-82 11:18:12 3.45 59.69 3.47 63.45 2.93 34.07 
23-Apr-82 11:23:46 3.71 63.91 3.80 67.61 3.48 32.64 
27-Apr-82 11:39:13 2.46 37.16 2.23 40.15 2.21 357.02 
27-Apr-82 11:59:22 2.77 23.41 2.59 27.04 2.61 4.6~ 

29-Apr-82 14:09:07 9.09 37.16 9.21 42.96 9.03 18.34 
29-Apr-82 15:29:58 14.56 44.79 14.92 49.70 13.66 25.76 
10-Hay-82 11: 40: 16 3.50 160.67 3.26 157.56 3.99 140.44 
12-May-82 10:30:49 2.84 12.26 2.84 12.07 2.37 330.61 
12-Hay-82 11 :28:20 2.24 359.68 2.98 353.58 2.89 312.13 
12-May-82 11: 31: 46 2.24 359.73 2.84 354.64 2.87 318.74 
12-Hay-82 11: 36: 50 2.35 358.58 2.88 354.69 2.73 327.37 
12-May-82 11: 40: 13 2.33 358.38 2.90 354.09 2.80 327.35 
21-Hay-82 12:20:35 3.25 56.30 3.22 59.65 3.56 41.77 
25-Hay-82 10:44:04 7065 30.86 7.73 35.23 7.67 7.04 
25-May-82 10:55:01 7.37 38.68 7.70 44.57 7.48 16.20 
26-May-82 13:59:13 3.73 150.12 3.02 146.81 3.79 119.75 
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Table 3.7. Wind speed error calculation for lidar/tower comparison 

Regression output Lidar vs. BAO sensors 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X coefficient(s) 
Std. err. of coef. 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X coefficient(s) 
Std. err. of coef. 

Lidar vs. prop 

-0.15 
0.62 
0.99 

38 
36 

1.03 
0.02 

-0.12 
0.56 
0.99 

69 
67 

1.02 
0.01 

Lidar vs. sonics 

-0.14 
0.49 
0.99 

31 
29 

1.05 
0.02 

Sonics vs. prop 

0.16 
0.36 
0.99 

31 
29 

0.94 
0.01 

regression coefficient (r2) for both sets of speed comparisons was greater than 

0.99. 

The wind direction comparison (adjusted for offset) demonstrated standard 

errors (Table 3.8) of less than 8 0 between the tower and VAD analysis methods. 

The prop sensor gave a slightly better comparison against the VAD analysis than 

the sanies, with a 4 0 offset between the two tower sensors. 

3.4.2 Wind speed comparison 

By resorting the data by wind speed (Table 3.9) insight into processes 

causing the differences could be investigated. Table 3.10 gives the wind speed 

standard error calculations for the three speed categories for lidar/sonics, 

lidar/prop, and sonics/prop comparisons. One additional category for tower sen­

sors is the shadowed region on the tower (Hooke, 1978). 
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Table 3.8. Wind direction error calculation for lidar/tower comparison 

Regression output 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X coefficient(s) 
Std. err. of eoef. 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X eoeffieient(s) 
Std. err. of eoef. 

Lidar VSe all cases 

22.31 
7.17 
1.00 

70 
68 

1.03 
0.01 

Lidar vs. sonies Lidar vs. prop 

23.90 20.74 
7.36 7.06 
LOO LOO 

33 37 
31 35 

1.02 1.03 
0.01 0.01 
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Sonies vs. prop 

-4.05 
3.13 
LOO 

34 
32 

1.03 
0.00 



Table 3.9. Wind speed data sorted by magnitude 

Sonies speed Prop speed Lidar speed 
(m/s) (m/s) (m/s) 

Low 0.59 0.85 0.80 
1.53 1.52 1.93 
2.23 2.46 2.21 
2.59 2.77 2.61 
2.84 2.24 2.87 
2.84 2.84 2.37 
2.88 2.35 2.73 
2.89 3.37 3.57 
2090 2.33 2.80 
2.98 2.24 2.89 

Medium 3.02 3.73 3.79 
3.22 3.25 3.56 
3.26 3.50 3.99 
3.44 3.69 3.66 
3.47 3.45 2.93 
3.80 3.71 3.48 
4.42 4.39 3.79 
6.09 5.17 5.32 
6.18 5.83 5.06 
6.58 6.35 6.21 
7.70 7.37 7.48 
7.71 7.13 7.85 
7.73 7.65 7.67 
9021 9.09 9.03 
9.29 9.51 8.34 

6.03 9.63 

High 10.19 9.57 10.23 
11.36 10.53 11.45 

10.57 14.16 
14.31 13017 14.56 

16.00 14.69 
14.79 14.54 14.00 
14.92 14.56 13.66 

17.76 17.69 
19.14 17.55 16.69 
21.96 20.68 20.82 
22.14 20.21 19.52 
22.96 21.12 19.61 
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Table 3.10. Wind speed error calculation for lidar/tower comparison 
sorted by wind speed category 

Regression output Lidar vs. sonics Lidar vs. prop Sonics vs. prop 

0-3 m/s 
Constant -0.49 0.24 0.50 
Std. err. of Y est. 0.25 0.47 0.41 
R squared 0.09 0.62 0.69 
No. of observations 10 10 10 
Degrees of freedom 8 8 8 

X coefficient(s) 1.23 0.86 0.74 
Std. err. of coef. 0.13 0.24 0.18 

3-10 m/s 
Constant -0.47 0.01 0.35 
Std. err. of Y est. 0.58 0.50 0.28 
R squared 0.94 0.96 0.98 
No. of observations 15 16 15 
Degrees of freedom 13 14 13 

X coefficient(s) loll 1.02 0.93 
Std. err. of coef. 0.08 0.06 0.03 

)10 ms 
Constant -1.05 -1.60 -0.04 
Std. err. of Y est. 0.61 0.85 0.40 
R squared 0.98 0.95 0.99 
No. of observations 6 12 6 
Degrees of freedom 4 10 4 

X coefficient(s) 1.11 1.12 0.95 
Std. err. of coef. 0.07 0.08 0.04 

The low wind speed cases were investigated first. A number of com­

'putational differences exist between this and the remaining two categories. The 

low speed computation requires a longer averaging time for the BAO winds, and 

therefore a larger difference between the start and stop times for the temporal 

average and the VAD run time. For the low speed category this time reached into 

the mesoscale time scale, making the parcel method of processing less useful. 

The second important problem for the low wind speed category lies in the magni­

tude of the fluctuating versus the mean wind component of the wind. This 

problem impacts both the sonics/prop comparison and the VAD/tower sensor com­

parisons. Taylor's hypothesis requires the fluctuating component to be much 
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less than the magnitude of th~ mean wind. Since in the low wind speed cases the 

two components are of the same order of magnitude, this assumption is violated. 

An additional problem is introduced by the differing averaging techniques repre­

sented by the three methods of wind measurement. The sensitivity of the data to 

the differing techniques is greater in the low wind speed cases than in any 

other category. Taking into consideration these problems, it was expected that 

the low wind speed cases would have a higher error in measurement. The offset 

for the low wind speed cases was approximately the same for the comparison be­

tween the sonics and both the VAD and prop cases. Since the averaging technique 

for the sonics is designed to highlight the fluctuating components of the wind 

the sonics were expected to have the largest errors. The lidarlsonics com-
2 

parison had an r of 0.09 and a standard error of 0.25 mis, indicating relati-

vely poor agreement. The lidarlprop agreement was more consistent overall; 
2 

there were some systematic problems due to shadowing differences, with an r of 

0.62, a standard error of 0.5, and a constant of 0.2 mise The sonics/prop com­

parison was affected by both shadowing regions; the overall r2 was equal to 0.69 

only slightly better than the lidar/prop comparison. The constant was also 

high, 0.5 m/s. 

The medium (3-10 m/s) wind speed category had better agreement between 

lidar and tower. The tower sensors also intercompared much better than in the 

low wind speed cases. The r2 for the two tower sensors increased to 0.98, with 

an offset of 0.25 and a lower standard error of 0.28. The lidar/sonics com­

parison had a standard error of 0.58, higher than in the low wind cases, with an 

r2 of 0.94 and an offset approximately the same as for the low wind case. The 

1idar/prop comparison had no appreciable offset, a standard error of 0.5 mis, 

and an r2 of 0.96. The factors causing the difference in the medium wind cases 

differ from those affecting the low wind cases. An increase in the standard 

error was expected because of the increase in wind speeds. The increase in r2 

indicated the fit for the medium wind cases was very good. 

The highest wind speed category was more difficult to analyze both because 

of data inconsistencies in the sanies data, and the small number of cases 

overall. The tower intercomparison gave excellent agreement for the six cases 

where data were available for both of the sensors, with an r2 of 0.99, a small 

offset, and a standard error of 0.4 mise Since half of the cases had obvious 

sonics data problems requiring their exclusion from the comparisons, the 
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remaining data were expected to be of higher quality than those for the overall 

tower intercomparison. The offset for both lidar/tower intercomparisons were 

higher than expected, 1.60 m/s for the 12 prop cases and 1.05 mls for the 6 

sonics cases, with the tower consistently reporting a lower wind speed. This 

could be due to terrain differences over the area, the VAD area influencing the 

overall wind, or possible tower interference with the wind. The standard errors 

in the comparisons were low: 0.85 mls for the prop comparison and 0.61 mls for 

the sonics cases. The r2 values were high for both comparisons: lidar/prop 

value of 0.95 and lidar/sonics value of 0.98. 

The last category investigated was influenced by the shadow of the tower 

structure region (Cermak and Horn, 1968). With a regression constant of 0.99, 

the wind speeds for the lidarlprop analysis (Table 3.11) did not appear to be 

affected by tower shadow for the category of wind )3 m/s. The low wind cases 

had poor agreement; the constant was with a large and the r2 dropped to near 

zero. The lidar/sonics agreement was similarly poor for the low wind speed 

cases within the shadow, with an r2 of 0.25. 

3.4.3 Wind direction comparison 

Table 3.8 gives the error analysis for the wind direction comparison. For 

all cases the lidarlsonic comparison gave a standard error of 7.4° and the 

lidar/prop comparison a standard error of 7.1°. The comparison of the in situ 

sensors gave a standard error of 3.8°. The r2 value for all three of the com­

parisons was excellent, all being greater than 0.99. The lidar scanner used at 

the time of the BUeOE experiment was oriented by magnetic compass and not set to 

a terrain reference directional zero point before doing the runs, so the abso­

lute direction was unavailable. This introduced a systematic bias in the lidar 

wind directions as seen by the offset in the regression analysis. 

The first step in analyzing the wind direction comparison was to look at 

the systematic bias introduced by the instruments. The sonics and prop data 

appear to suffer from a systematic bias overall of approximately 3°. The low 

wind speed category had systematic bias in the prop and sonics data which 

appears to be to a large extent due to tower shadowing. _Figure 3.14 gives the 

deviation pattern in the low wind speed cases. Note that the wind directions 

appear to deviate around the tower structure. 
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Table 3.11. Wind speed error calculation within tower shadow 

Regression output 

Shadow all 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X coefficient(s) 
Std. err. of coef. 

<3 m/ s shadow 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X coefficient(s) 
Std. err. of coef. 

Prop shadow 
Lidar vs. prop 

-0.03 
0.64 
0.99 

20 
18 

1.03 
0.02 

2.79 
0.51 
0.00 

6 
4 

-0.05 
1.11 

t 
N 

W /NNW = 26° off North 

Sonics shadow 
Lidar vs. sonics 

1.04 
0.49 
0.25 

4 
2 

0.65 
0.79 

Figure 3.14. Polar plot of wind direction deviation pattern 
for low wind speed cases. T - tower wind direction; L - lidar 
wind direction. Tower structure is at center of figure, north 
is aligned to top of page. 
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The wind direction comparison was organized into categories for investiga­

tion of the differences between the sensors. The categories were defined by (1) 

tower-shadowed regions (Kaimal, 1978), (2) the wind speed categories (Table 

3.12) and (3) wind direction (Table 3.13). 

Although shadowing effects were expected for the prop sensor sectors 300° 

and 40° and for the sonics sensor sectors 90· and 190°, the more significant 

factor seemed to be the wind speed. The r2 in the prop comparison, where 21 

cases were within the area expected to be shadowed (Table 3.14) was 0.86, the 

low speed cases having an r2 > 0.99. The low number of sonics values in the 

shadow of the tower decreased any overall effect on the comparison with only a 

minor affect on the r2 0.96 vs. 0.99. 

Of more importance than the direction categories were wind speed cate­

gories, especially when the combination of shadowing effect and low wind speed 

was present (Table 3.14). The wind speed categories >10 m/s and 3-10 m/s did 

not seem to have different characteristics in the wind direction cases; r2 was 

greater than 0~99 for all comparisons and biases were consistent. The 

lidar/sonics 0-3 m/s category exhibited an increase in the standard error to 

896 0 and a change in the bias from the other categories of 10°. Similarly the 

lidar/prop comparison had a standard error in this category of 8.3 0 with an 11° 

bias. Stability analysis of the 0-3 m/s wind speed category showed multilayered 

boundary layers, and changes of stability between tower levels. Since the VAD 

technique cuts through existing layers, and the area it investigated is not 

colocated with the in situ sensors, the agreement could be expected to suffer. 

The sonics/prop comparison was less sensitive in all wind speed categories; 

standard errors varied from 1.3° to 3.8 0 and difference from the overall biases 

was -6.6° to 0°0 

The wind direction categories were determined by overall fit to the data 

excluding the low wind speed category. The sector 270°-340° appeared to compare 

poorly with rZ,s of 0.83 for the lidar/prop and 0.69 for the 1idar/sonics com­

parison. The bias was also affected in this region; values were 94° and 111 0 

respectively, with error estimates of only 6.3 0 and 7.9°. 
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Table 3.12. Lidar/tower wind direction comparison 
sorted by wind speed 

VAD Sonic Prop 
(degrees) (degrees) (degrees) 

359.21 25.37 20.80 
4.68 36.36 30.77 
5.13 28.80 26.10 
7.93 36.61 31.61 

246.33 276.91 
25.76 49.70 44.79 

255.11 271.54 280.92 
227.78 255.92 

11.62 33.12 28.28 
339.87 0.34 

13.09 33.15 28.60 
16.69 44.43 38.58 

297.42 312.78 316.61 
18.34 42.96 37.16 
7.04 35.23 30.86 

343.42 15.12 14.23 
16.2 44.57 38.68 

299.82 322.34 
72.34 92.75 90.75 

348.09 22.04 20.82 
293.41 319.82 313.48 
87.73 119.79 120.89 
32.64 67.61 63.91 
34.07 63.45 59.69 

142.78 166.11 168.03 
140.44 157.56 160.67 
41.77 59.65 56.30 

119.75 146.81 150.12 
312.13 353.58 359.68 
327.35 354.09 358.38 
154.64 164.64 165.88 
327.37 354.69 358.58 
318.74 354.64 359.73 
330.61 12.07 12.26 

4.69 27.04 23.41 
357.09 40.15 37.16 

79 .. 98 100.14 105.53 
191.39 185.23 185.55 
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Lidar 

5.76 
12.64 
14.07 
21.77 
52.34 
59.98 
67.73 
99.75 

120.44 
122.78 
134.64 
171.39 
207.78 
226.33 
235.11 
273.41 
277 .42 
279.82 
292.13 
298.74 
307.35 
307 0 37 
310.61 
319.87 
323.42 
328.09 
337.09 
339.21 
344.68 
344.69 
345.13 
347.04 
347.93 
351.62 
353.09 
356.2 
356.69 
358.34 

Table 3.13. Lidar/tower wind direction comparison 
sorted by direction 

Sonic 

29.70 
47.61 
43.45 
39.65 
72" 75 
80" 14 
99.79 

126.81 
137.56 
146.11 
144.64 
165.23 

251.54 
299.82 
292.78 

333.58 
334.64 
334.09 
334.69 
352.07 

355.12 
362.04 
380.15 
365.37 
376.36 
367.04 
368.80 
375.23 
376.61 
373.12 
373.15 
384.57 
384.43 
382.96 
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Prop 

24.79 
43.91 
39.69 
36.30 
70.75 
85.53 

100.89 
130.12 
140.67 
148.03 
145.88 
165.55 
235.92 
256.91 
260.92 
293.48 
296.61 
302.34 
339.68 
339.73 
338.38 
338.58 
352.26 
340.34 
354.23 
360.82 
377 .16 
360.80 
370.77 
363.41 
366.10 
370.86 
371.61 
368.28 
368.60 
378.68 
378.58 
377 .16 



Table 3.14. Wind direction calculation within tower shadow 

Regression output 

Sonies shadow all 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X eoeffieient(s) 
Std. err. of coef. 

Prop shadow all 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X eoeffieient(s) 
Std. err. of coef. 

Prop shadow < 3 mls 

Constant 
Std. err. of Y est. 
R squared 
No. of observations 
Degrees of freedom 

X coeffieient(s) 
Std. err. of coef. 

Sonies vs. prop 

0.12 
2.48 
0.99 

7 
5 

1.01 
0.03 

Sonies vs. prop 

76.74 
1.06 
0.99 

19 
17 

0.78 
0.01 

Sonies vs. prop 

-3.05 
3.77 
1.00 

7 
5 

1.02 
0.01 
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Lidar vs. sonies 

32.94 
6.80 
0.96 

7 
5 

0.90 
0.08 

Lidar vs. prop 

107.98 
7.23 
0.86 

21 
19 

0.76 
0007 

Lidar vs. prop 

18.98 
6.73 
1.00 

7 
5 

1.06 
0.02 



4. INVESTIGATION OF THE FLUCTUATING-FLOW VELOCITY FIELD 

Removal of the mean wind from the lidar scan leaves the residual components 

of the wind. Evaluating and identifying the residual components allows examina­

tion of mesoscale phenomena occurring within the volume scanned by the lidar. 

Typically the lidar takes 30 - 120 s to complete a 360 0 scan. Fluctuating field 

components can be traced in time and space by comparing sequential scans. The 

information on size and position of fluctuating components allows charac­

terization of the non-mean flow for a given site, information that later could 

be applied to land use, terrain effects, and modeling applications. 

4.1 Theoretical Considerations 

A group of assumptions are inherent in the removal of a "mean" wind. The 

model parameters used to describe the "mean ll for a particular flow field can 

affect what will be removed. Earlier it was noted that the "mean" reported b:r 

the sonics and the prop are defined differently. It is important, therefore~ ~o 

be aware of the problems that can exist in both definition and technique used in 

mean removal process when applied to lidar cases. 

One of the first requirements in calculating a mean by use of the VAD tech­

nique as defined in Browning and Wexler (1968), is the presence of a relatively 

homogeneous wind field over the scan area. Since a single mean will be removed, 

it is important that the calculated mean flow should not cause nonrepresentative 

changes over the areas scanned. Fields that were removed from the BAO com­

parison earlier included frontal passages and uneven boundary layer growth. 

These conditions caused a lack of homogeneity in the scan area. 

Appendix Band C gives the original derivations and the applicable assump­

tions used to eva~uate winds, using radars with the Browning and Wexler (1968) 

VAD (BW-VAD) technique. The assumptions in the original model were (1) the 

velocities can be described as a center velocity figure VXo and VYoJ and devia­

tions from the center velocities are defined as the first derivatives from the 

center velocities along the path, (2) fall velocities are approximately zero, 

(3) mean vertical velocity applies over the entire area scanned. and (4) there 

are no discontinuities (i.e., frontal passages) in the scanned area. The end 

result from the derivations given is a collapsing of the equations describing 
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the flow field into a harmonic analysis of the radial velocity. Several 

techniques can be applied to calculate the harmonic content of a data series. A 

number of possible mathematical techniques for data reduction require either 

dedicated hardware (FFT processors) or rigid assumptions (i.e., powers of 2 for 

number of points in a 360 0 scan) on the scan method. 

To take advantage of the flexibility of the lidar scanning technique, the 

least squares (LS) fit technique was used to determine the harmonic contents of 

the data sequences. The L5 technique yields a Fourier series, given complete 

cycles of data, and allows analysis of any data rate, spacing, and extent. 

Appendix E gives the L5 technique as applied to the lidar data. Also given in 

Appendix E is the technique as it applies to sample scan conditions and assump­

tions. Because the mathematical techniques used to provide the mean wind analy­

sis are sensitive to the degree of agreement of the experimental and assumed 

conditions, the test velocity patterns give an indication of problems that occur 

in analysis of experimental VAD patterns. 

As a result of the test cases in Appendix E, certain processing decisioftS 

were made. The best analysis technique was determined to be (1) to use complete 

cycles to define the mean that would be removed from the data; (2) to use the 

least squares-first harmonic technique because it produced more consistent 

results and required fewer assumptions about the flow field. 

4.2. Investigating the Non-Mean Wind Field 

The convective boundary layer (CBL) was chosen as the ideal regime for the 

study of the perturbation wind field due to two of its characteristics. First, 

the CBL is defined as having a well-mixed aerosol population. Since the lidar 

reflects off the ambient aerosols, an evenly distributed aerosol population 

provides a geod sampling of the velocities. Second, since the lidar is ground 

based, the closest atmospheric region to the lidar scanner is the boundary 

layer. As a boundary layer tool the lidar has some significant advantages. 

Unlike an in situ sensor, the lidar can conduct non-intrusive sensing of a 

region. Furthermore, it can change scan techniques to follow boundary layer 

features as they develop. Because the lidar can sample a large area, both an 

overall view of the developing boundary layer and a detailed view of the larger 

features are possible. 
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4.2.1 Experimental Plan 

The experimental plan for the study was designed to maximize the infor­

mation available from sampling of the CBL. The lidar's maximum sampling rate is 

10 Hz. In order to have enough information for a stable velocity estimate, it 

is important to average more than one pulse for each velocity measurement. The 

radial dimension is not selectable; rather it is set by the processing mode of 

the instrument. Taking into consideration the possible parameters the experi­

menter can control, an experiment was set up where the rotation rate was slowed 

to allow at least one velocity measurement per degree of angle. The time 

tradeoff places the time to complete the 360 0 scan at 10 Hz with three-pulse 

averaging at approximately 108 s. Since the scanner moves from 0° to 360 0 and 

then reverses for a 360° to 0° scan, the time change to rescan any region is a 

function of both the angle and the distance from the 0/360 point. As an alter­

native, less than a 360· area can be scanned to rescan areas more quickly. A 

series of scans of a 90· sector was also planned to allow more detail in some 

measurements. 

The unadjustab1e range resolution puts some limitations on the scan. 

Although resolution azimuthally was set to allow more than one data sample per 

degree, along the radial the resolution is either 300 or 500 m. This limits the 

resolution of smaller scale features and slightly elongates the features that 

are seen. Since the 1idar senses points along the radial, some discontinuity 

between the independent radial measurements is also expected. In this study the 

lidar's measurements are treated as though the time scale for each scan is not 

important to the results of the scan. Since there is a finite time required to 

complete each scan, this causes some loss of fine-scale resolution. 

4.2.2 Description of received wind field 

Browning and Wexler (1968) described the model wind fields for the VAD 

technique by defining a center value for velocity in the two horizontal dimen­

sions and a linear trend for the velocities as the distance from the center of 

the VAD increases. Although this may be appropriate on the synoptic scale, a 

different approach is important when considering smaller scale wind regimes. 

The traditional nomenclature for local velocity in the convective boundary layer 

is given by Kaima1 et a1., (1972); 
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u = u + u': The longitudinal component of the wind or the along-wind direc-

tion component. 

v = Vi The latitudinal component of the wind or the component of the 

wind perpendicular to the mean wind direction. 

W = Wi Vertical velocity, assuming no net mean vertical motion. 

When these equations are translated into the radial velocity terms representing 

the velocity as seen by the lidar, the following results: 

V d' l/cos~ ~ (~ + u')(cose) + Vi sine + Wi tan~ ra loa 

where ~ = zenith angle e = mean wind direction. 

Regrouping terms: 

V radial 
~ u cose cos~ 

+ u l cose cos~ 

+ Vi sine cos~ 

+ Wi sin<jl. 

It is important to note that the field resultin"g from use of the CBL defi­

nitions varies considerably from the Browning and Wexler VAD (BW-VAD) deriva­

tion. Where the orgin in the BW-VAD derivation is the location of the radar, 

the above CBL derivation places no position for the zero velocity location. The 

higher level harmonics that develop from the assumptions of movement away from 

the orgin of the BW-VAD universe do not develop in the CBL derivation. The 

first harmonic fit in the CBL defines the mean wind speed and direction, and 

further harmonics provide information on the combined prime terms of the wind 

derivation. 
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4.2.3 Expected structures 

The first 'step in looking for the non-mean field was to identify the type 

of CBL structure one can highlight. The size limitations in the azimuthal 

direction are defined by the scan rate and number of pulses averaged together. 

For data taken at 3.33°/s using a IO-Hz data acquisition rate and averaging 

three pulses, data are available approximately every 20-30 m. To define a 

feature at least two data points are needed, which limits the minimum iden­

tifiable feature size to 40-60 m in the azimuth coordinate. This essentially 

eliminates horizontal scales of motion under 50 m, which includes isotropic tur­

bulence and many of the surface layer structures. The upper limit of the size 

scales identifiable using the lidar could be defined either as (1) the circum­

ference of the scan or (2) the chords of the last range ring from which veloci­

ties could be received and processed by the lidar (Fig. 4.1). Since the largest 

size limit of the features size can scale with two equally probable scaling num­

bers (around the circumference or across the circle), some problems in eva­

luating larger size ranges should be expectedo 

2 RD 

Size = :> 2r 

CD 

A. Chord alignment of 
large scale feature 

9. Circumference alignment 
of large scale feature 

Deviation View Actual Size 

Scale Size (as seen by scan) 

CD = 2 r (SlNl(~) 12 
for goo Size:: 70"10 of 2 RD 

a) Featu~ is larger than one radial 
belt and is bisected by the scan twice 
in less than the diameter of the scan. 
The actual size can only be determined 
by combining a number of belts along 
a chord. 

, n n I Along 
~~ ''--'" Wind 
Scale Size Diameter = 2RD 

IAgainst 
1-----------1 Wind 

b) Feature is larger than the scan 
area and is bisected by the scan 
across the diameter. Actual size 
can be determined by comparison of 
the radial belts in proximity to 
the feature. 

Figure 4.1. Large feature scaling for lidar VAD scan. 
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The second horizontal dimension for the lidar return is along the radial. 

The sampling rate along the radial is controlled by the pulse length and pro­

cessing technique. The moment data processor uses a range gate of 300 m. Data 

taken in the raw mode with a 3.3 ~s pulse length is best centered with a gate 

length of 500 m. A schematic of the area horizontally covered by each data 

point is given in Fig. 4.2. 

Boundary layer features that can be seen at smaller scales (SO m to SO km 

azimuthally and 300 to 15,000 m radially) include cloud rolls, thermals, 'cloud 

roots, dust devils, and terrain-produced perturbations. On the larger scale, 

storm circulations, valley and mesoscale terrain flows, and irrigation and lake 

effects might be identified. 

Thermal plumes (thermals) (Fig. 4.3) were chosen for the initial investiga­

tion, for three major reasons: 

(1) Convective conditions occur daily during the Colorado summer. The low 

relative humidity that is typical of the area supports dry-air thermal struc­

tures. By eliminating moisture gradients from the study, interpetation of the 

dynamic structures is simplified. 

(2) Features such as cloud rolls are not present every day in Colorado. 

Summer conditions that support dry convection are present a majority of the 

days in a Colorado summer, to the point were it can be assumed the conditions 

will prevail unless frontal passage or other exceptional weather is expected. 

This makes the choice of days available for scheduling the experiment much 

larger than if other features were investigated. 

(3) The spatial distribution of thermals has been measured as between 

20-40% of the boundary layer area; the number of thermals present and their size 

are dependent on the depth of the boundary layer (Lens chow and Stephens, 1980). 

The typical boundary layer height in Colorado ranges from 1 to 2 km (Kaimal, 

1980). The thermal size ranges from 200 m (Warner and Telford, 1967) to 700 m 

in diameter for Colorado conditions (Lenschow, 1970). Although smaller thermals 

were excluded from the size range of features the lidar can sense, the larger 

thermals with a velocity deviation field should be identifiable. 

In order to cover enough area for a good representation of the boundary 

layer, the lidar scanned arcs of at least 90° up to 360°, with radial extent of 
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Slic. representinl UN tot 1 velocity point. 

Figure 4.2. Horizontal area covered by a VAn scan made 
by the Doppler lidar. 

8-

Figure 4.3. Thermal scale features (from Ting and Hay 9 1977). 
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10-15 km. Average thermal size was set to 450 m, representing the center of the 

range given by Lenschow (1970). There should be approximately 60 intersections 

in a 360° scan, and 15 intersections for the 90° scan. Elevation scans of 

2°-10° provided coverage of a vertical area between 50 m above ground level and 

1700 m above ground level. 

The equations developed in Sec. 4.3.1 demonstrate that removing the mean 

wind from a series of radial Doppler signals gives a residual deviation field 

that represents a combination of the u ' , v', and w' wind components. The tradi­

tional indicators for thermals are temperature, humidity, vertical velocity, and 

turbulent kinetic energy (Warner and Telford, 1967; Manton, 1977; Coulman. 

1978; Hall et al., 1975). Since the traditional indicators are not sampled by 

lidar, a detectable horizontal wind signature for thermal feature had to be 

developed. 

The first step in determining a horizontal wind signature was to make some 

assumptions on the flow in the experimental area. Lenschow and Stephens (1980) 

state that horizontal convergence into a thermal should be constant with heigh~ 

in the free convective layer. If that observation is used and continuity is 

assumed for the flow in the region, a change in the vertical velocity (which is 

a standard thermal indicator) in an area should be reflected in the horizontal 

wind field. The mean flow is not changing on the thermal scale, so the 

deviation horizontal flow field should be the field that would reflect con­

vergence and therefore changes in the vertical velocities. Figure 4.4 

demonstrates how these changes in the wind field would be reflected in the 

radial wind signature. With this in mind, the deviation horizontal wind field 

should indicate the presence of thermals in an area being scanned by the lidar. 

4.2.4 Deviation field analysis 

The equ~ions developed in Appendix C were used to investigate the 

deviation fields for a number of lidar runs. The fields were created using the 

LSFH technique to remove the mean wind field from the radial data. Data were 

investigated in (1) the radial direction, (2) a two-dimensional form from data 

in consecutive VADs, and (3) a three-dimensional form from data taken in first 

incremental radial then incremented azimuth form. The fields were analyzed to 
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Figure 4.4. Reflection in VAD field of vertical velocity 
changes expected in a convective plume. 

(1) highlight deviation continuity in time and space, and (2) document deviation 

flow patterns, looking particularly for thermal-size deviation patterns. 

Cases analyzed 

4.2.5.1. One-dimensional case 

The first run (data collection sequence) was designed to investigate the 

continuity of the lidar velocity returns for duplicate runs made at the same 

elevation angle over the same horizontal area. A series of scans was made at 3 0 

elevation." The 3 0 elevation angle provides a 99.9% return of the horizontal 

wind components and a 5% return of the vertical wind in the area. Moving along 

the radial, the ratio of height above ground to distance horizontally from the 

lidar is a1so-99.9:5. 

The analyzed run was taken on 23 June 1984 near 1500 MDT. Dry convective 

boundary layer conditions prevailed, with no clouds in the experimental or 

surrounding area. The ground in the area was dry, with early crops in the 

surrounding fields. No large-scale irrigation was being done in the area, and 

the fields were green. Mean winds were low, and solar heating was substantial. 

According to the scans being done at other elevation angles, the change in wind 

-52-



speed and direction indicating the transition from the boundary layer to the 

free atmosphere occurred more than 1.5 km above ground level. Changes in the 

top of the boundary layer were monitored with scans before, during, and after 

the experimental run. 

Initial runs were made in the raw mode, which produces data in SOO-m gates 

(radial increments). Two VAD runs were done; less than S min elapsed from the 

start of the first run to the end of the second run. Three pulses were averaged 

together from the 10-MHz data, which gave approximately one data point per 

degree around a 360 0 circle. The mean wind was calculated separately for each 

of the complete circles, and removed. The resulting deviation fields for a 60 0 

arc around the mean wind direction are given in Figure 4.Sa and b. 

A comparison of the highlighted areas in Figs. 4.5a and 4.5b shows good 

continuity in space along the radial belts in the deviation signatures. Figures 

4.5a and 4.5b demonstrate the time continuity of the feature. The size of the 

area was approximately 0.4 by 1.5 km, slightly longer than predicted for a ther­

mal signature. The feature also appears elongated along the radials. Figure 

4.6 demonstrates the spatial representation of the feature in the two scans 

along the radial belts. The time between the two scans was 198 s, and the layer 

mean flow was 4.55 ± 0.40 m/s. With an expected probable error in wind speed, 

the movement would have been 900 ± 80 m or 980 m maximum, 820 m minimum displa­

cement. The feature moved approximately 750 m, slightly less than the layer 

mean, as theory predicts. 

4.2.5.2 VAD Case 

In the one-dimensional case in Sec. 4.3.5.1, the scan was investigated to 

see whether "eddy" features seen by looking radially were reproduced in two con­

secutive scans. This section takes the analysis one step further and looks at 

the deviation-signatures around entire scans. Regions were investigated to 

highlight features' size, position, and movement. 

Three contiguous VAD scans were performed using the moment processor. The 

gate size radially was 300 m, three pulses were averaged together by the pro~ 

cessor, and the data rate was set such that at least one radial velocity esti­

mate was available for every degree in azimuth. The elevation angle for the run 
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Figure 4.5a. Radial analysis of 
deviation flow pattern for a 60 
degree arc around the mean wind 
direction. Shaded area represents 
feature under investigation. a) 
Run 1. 

Figure 4.5b. Radial analysis of 
deviation flow pattern for a 60 
degree arc around the mean wind 
direction. Shaded area represents 
feature under investigation. b) 
Run 2. 
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Figure 4.6. Trace of the movement of the feature identified in 
Figure 4.5a and b. tl is the approximate size and position of 
the identified feature at the first pass. t2 is the approximate 
size and position of the identified feature at the second pass. 

was chosen at 6° to minimize any surface layer effects and to cover a larger 

vertical extent with the scans. The runs were done just after maximum heating 

and after boundary layer growth had stopped, using VAD scans done surrounding 

the experiment time to delineate the conditions. The conditions "during June 

were again dry convective, with early crop growth and little irrigation. The 

mean wind during the runs was again light (between 3 and 4 m/s) which allowed 

strong therm~l growth, but limited advection of structural features with time. 

The runs were_conducted in a continuous manner, with the first run from 21° to 

360°, the second from 360° to 0° and the final from 0° to 360°. 

The first post-processing step was to remove the mean from the VAD fields 

to uncover the "eddy" flow. Because the cycle was incomplete in the first case, 

the mean wind from the second full cycle was used as the mean removed from the 

first cycle. The second and third cycle means were calculated and removed frQm 

their respective scans. Minor imbalances in the remaining flow around radial 
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belts (due to convergence or large area differences) were corrected such that 

the "eddy" flow around the entire VAn scan would be zero. The remaining wind 

fields represent the deviation flow fields. It is important to note that the 

data fields have an increase in height with range. This is due to the scanner 

elevation angle of 6°. Figure 4.7 gives the height analysis for scans taken at 

6° elevation. There may be an effect on the velocity deviation data due to the 

height of the radial belt within the boundary layer. Compensation for a 

possible height dependence was not analyzed. 

Figure 4.8 gives a group of 90° sector contour plots of the deviation winds 

for the three runs. Overall, large areas of deviations with scales larger than 

expected for thermals are evident in the sector plots (Figure 4.9a,b, high­

lighted area on the 45° angle, ~ km long, as much as 1.5 km wide). This appears 

to indicate deviations on the scale that would be expected 'in mesoscale­

influenced flows (terrain, heating differences, storm circulations). 

Additionally, no pattern of u' and v' fields appears as might be expected if the 

energy patterns of the deviation components differ (Kaima1 et a1., 1976). 

Deviation areas with the characteristic size range expected for thermals are 

most obvious in the 0°-90° quadrant contour area (a,d,h). Advection of patterns 
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Figure 4.7. Vertical/horizontal displacement versus radial 
range for the area covered with a VAn scan done at 6 degrees 
elevation. 
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Figure 4.8b. Contour plot from a series of three contigious 
VAD scans e Scan B, 90-360 degree sectore 
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KILOMETERS . 

Figure 4.8c. Contour plot from a series of three contigious 
VAD scans. Scan C, 0-270 degree sector. 
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Figure 4.9. Highlighted areas with similar features located 
in consecutive scans. a) Scan B. b) Scan C. 

~ 

with the mean flow (from approximately 100°-120° at 395 m/s) appeared weak, and 

features with a variety of scale sizes moving throughout the area. 

An analysis of the second and third complete scans was done to investigate 

the "eddy" velocity distribution by quadrant. This was done primarily to 

investigate the balance in each quadrant. Figure 4.10 gives a distribution ana­

lysis of the two scans. The third scan has a definite bias in the 0°-90° 

quadrant and a bias of the opposite sign in the opposite quadrant, 180°-170°. 

The wind direction, out of approximately 120°, would place these two quadrants 

in the v' region. The second scan, with a slightly lower wind speed, has less 

bias in the quadrants, but has significant differences between the 0°-90° and 

180°-270° quadrants. 

Thermal activity, as evidenced by features from 100 to 1000 m in size, did 

not appear to occur in any pattern, and also appeared to be relatively unskewed 

in any direction. Some radial dependence on shape was noted, but as the lidar 

has a set radial range resolution of 300 m under which features would not be 

defined, it was not unexpected. Figure 4.11 shows highlighted areas of thermal 

scale activity as seen from the second and third scans. The size scale of 
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feature A is approximately 0.5 by 003 km, and the movement was approximately 1 

km toward the southwest. The block of activity in feature B has a group of four 

perturbations, slightly smaller in scale (0.25 by 0.35 km). Net movement bet­

ween scans is approximately 1.4 km to the west. 

4.2.5.3 Combination vertical and horizontal scan 

Lidar can provide an almost instantaneous snapshot both in the vertical and 

the horizontal. A three-dimensional snapshot of the boundary layer is useful in 

both tracing surface heating effects, i.e., thermal plume~, and larger scale 

perturbations of the boundary layer flow. To investigate this feature of the 

lidar scan, an experiment was designed to quickly cover a sector around the BAO 

tower and, stepping up in elevation angle, cover the same sector incrementing in 

height. Using the moment processor, scans were made in a 90° are, with 2 to 3 

radial velocity estimates per degree. The scan began at 2° elevation, and, 

stepping 1° in elevation per are, and was stopped at 10° in elevation. The 

experiment was done the same day as the VAD case, slightly later in the after­

noon, but before the boundary layer conditions changed. The mean flow from the 

VAD case was used to remove the first harmonic, and the flow was balanced such 

-62-



that the deviations around the sector balanced to zero. Figure 4.12 gives a 

height analysis of the elevation stepping sector scan technique, showing the 

change in elevation for each of the scan increments and the corresponding change 

in the horizontal. 

Figure 4.13 gives a vertical plot derived from the combination of horizon­

tal scans done by the lidar during this investigation. The figure represents 

the horizontal deviation seen by rotating around the cylinder the VAD tran­

scribes. Figure 4.14 gives the time/height cross section of a convective boun­

dary layer reported by a Doppler sodaro Although sodar information is a time 

sequence, the deviation signatures are very similar in appearance: the 

elongated areas of enhanced deviation from the lidar scan roughly approximate 

the returns of the sodar vertical velocities. It is important to keep in mind 

that the Ii dar plot is not a vertical velocity figure; rather it represents 

horizontal flow discontinuities, which, using continuity, should form an image 

of the vertical changes. 

5. RESULTS AND CONCLUSIONS 

The investigations led to these conclusions: 

(1) Doppler Ii dar can be used as a fast, efficient and accurate mean wind 

measurement tool, using the VAD technique in a variety of weather conditions. 

(2) Removing the mean wind from a scan leaves significant information 

about the perturbation velocity fields in the scan area. 

(3) Perturbation features in Doppler lidar VAD fields can be traced in 

time and space, giving a temporal and advection history of a feature. 

(4) Spatial distribution of perturbation features can be documented by a 

Doppler lidar; and the changes in the distributions in time over large areas can 

be traced using the VAD technique in a variety of weather conditions. 

The Doppler lidar winds were taken in a variety of meteorological con­

ditions at the BAO site and were compared with measurements obtained with BAO 

wind sensors. The agreement was good, which demonstrated the lidar's useability 

and accuracy in a number of meteorological conditions. It also pointed out how 
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useful the lidar is in obtaining information on mean conditions very quickly; 

i.e., at a 10° elevation angle, the lidar remotely scanned an area of 50 square 

kilometers in less than a minute, providing mean information in increments of 30 

m in height to altitudes as high as 1.7 km above the surface. 

The mean wind removal from the Doppler Ii dar revealed a wealth of infor­

mation on the perturbation wind fields. The location of large and small "eddy" 

features within a scan reveals information on the wind field's instantaneous 

responses to its environment, and on the instantaneous transport by the pertur­

bation field. 

The ability of the Doppler lidar to document temporal and spatial changes 

in the perturbation field was then investigated. Thermal scale features were 

traced in time, and in both horizontal and vertical planes. By combining scans, 

continuity in time and space was demonstrated. The technique of combining a 

number of scans of an area shows how powerful the Doppler lidar can be when uaed 

to document the development of wind fields. 

Range limitations of the lidar preclude being used for problems that cover 

near synoptic-scale regions, but general studies on the 10-100 km radius scale 

are already done with Doppler radar, which is limited by sidelobe clutter on the 

0.5-20 km scale the lidar is designed for. Additional difficulties in the lidar 

technique are introduced close to the scanner, where minimum range limitations 

of about 1.5 km prevent studies close to the trailer. Since there is no clutter 

or false echo region, once the minimum range is exceeded there is no difficulty 

in scanning along the surface, such as that experienced in radar applications. 

Limitations on the lidar due to the pulse length mitigate against studies of the 

turbulent cascade scales, limiting lidar usefulness in surface layer investiga­

,tions, but incoherent lidars with short pulses designed for plume dispersion 

studies cover that region well. 

Distributions of the perturbation fields developed in the investigations 

were done and demonstrate the wealth of information available using the Doppler 

lidar as a wind investigation tool. The demonstrated spatial information on the 

perturbation velocity allowed large fields to be identified in relation to their 

position and development. With scan rates reduced, information on features as 

small as 30 m azimuthally were available. 
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6. FUTURE WORK 

This investigation dealt with verifying the Doppler lidar as a useful tool 

in the measurement of atmospheric boundary layer wind fields. With the 

demonstrated accuracy of the Doppler lidar as a wind measurement tool, the next 

step would be to use it to investigate specific mean and "eddy" wind fields. 

With a lidar coverage of at least 50 square kilometers, an area study in time 

and space could trace features through their development stages in the complete 

mesoscale area. 

Investigations using the Doppler lidar to study mean wind fields should be 

able to provide significant understanding on boundary layer development, dyna­

mics, and collapse. Because it provides the mean and "eddy" flow fields, the 

Doppler lidar should be usable to investigate the effect of changes in the wind 

environment from initially unperturbed fields to stressed conditions where flow 

is influenced by environmental conditions. The ability to scan the horizontal 

and then the vertical structures should allow dynamics of developing systems 

such as cloud convective roots to be studied. The ability to couple the iden­

tification of boundary layer features with upper level structures such as waves 

should provide improved understanding of the interactions between the scales of 

motion apparent in atmospheric phenomena, as well as documenting the time scale 

of the interactions. 

The transportability of the Doppler lidar allows it to be used to provide 

information in diverse regions on changes in wind fields and effect of terrain 

on wind fields. A time sequence of before and after, perturbed and unperturbed 

wind fields in the real atmosphere can be provided by Doppler lidar, allowing 

analysis of natural and anthropogenic effects on an actual wind field. By 

making available both mean and "eddy" flow patterns, the Doppler lidar can be 

used to identify and study changes as they occur in a wind field, and thus 

improve understanding of the reasons for changes. 

With the scan techniques developed in this study, the lidar can be used to 

study atmospheric features over a large range of scale sizes. Information from 

remotely sensed data for small-scale atmospheric data should provide better 

information on the growth, development, and dissipation of mesoscale and smaller 

atmospheric phenomena. The nonintrusive nature of the lidar eliminates many of 

the limitations of in situ instruments, and when the lidar is used in com-
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bination with more traditional sensors of temperature and humidity, ~t can pro­

vide better specification of mesoscale events. 
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TOWER DATA 

A.l. Data Archiving 

Data recorded at the BAO tower are kept in archival format at the NOAA Wave 

Propagation Laboratory (WPL) in Boulder. Time periods are available in blocks 

of 20 minutes. Listings of available dates and times can be made for periods of 

interest. These data are archived in: 

(1) Twenty minute averages, moment or "M" data (Fig. A.l), 

(2) samples of the actual raw data, one sample from every 

100 points, "G" data, (Fig. A.2), 

(3) data that are averaged from the 10 samples per second to 

one sample every 10 seconds, coded A" data (Fig. A.3). 

Additional data are available when special arrangements are made to record the 

raw (10 Hz and 1 Hz) data. 

A.2. Sonic anemometer processing 

The "A" data for the sanies were used in the sensor comparison. The time 

series for both the "A" and the "G" data for the possible comparison times were 

plotted (Fig. A.4). Vertical profiles of the 1M' data series for all tower 

levels were run for the periods under investigation (Fig. A.5). 

The quality of the sanies "A" data was investigated before using a data 

series for the comparison. Two separate problems which could occur with the 

sanies data were investigated. The sonics "A" data represent data created from 

combining and transforming the sonic path data from the acoustic arrays. In 

addition to transforming the data, the data are averaged from the 10- Hz data to 

O.l-Hz data. In that this data reduction represents a substantial possible 

loss of information, the sonics information was investigated to determine the 

effect of the possible losses on the comparison. 

The transformation effect was investigated by looking at a raw data series 

and performing the same processing on the series as is done by the BAO pro­

cessing. Since a raw data series was not available for the comparison period, a 

different time was used. Figure A.6 gives a raw along and across boom 10-Hz 
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Figure A.i. Sample of BAD "M" data sheet. 
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820308. 13:10 -2. 2:t07 -3.0227 -3. 1211' -2."3~1I -3.'088 -I. 00000£ +38 -3. 2976 -4.3081 

-1.8973 -2.7103 '-3.0346 -2.836' -3.~38' -I. 00000E+38 -2.239' -3.604, 
-I. 37.1 -2. 179' -3.0'03 -3.3623 -2.'612 -I. 00000£+38 -I. 2913 -2.7172 
-1.2983 -2.~092 -2 .• ~"7 -3.4600 -1.420' -I. oooOOE+38 -I. 2197 -2. 113' 

-o .• '.a, -2. 149' -2. 030' -2.3 •• 3 -1.4'71 -1.00000£+3. -I. 2439 -I. 7637 
-0.600.7 -2.2".' -2 .• 603 -2.4.1. ·-1.1900 -1.OOOOOC+:Ja -1.03.7 -2.0110. 

13:1& -0.6737. -2.3~74 -2.39113 -2.641. -1.3334 -1.00000£+38 -0. 786SO -I. 6112 
-I. 4027 -2 .• 739 -a.~6.3 -I. ".4 -I. 134' -1.00000E:+38 -0.779'01 -2.3099 
-I. 9a'2 -1.7:19. -2.22aa -0 .• 0336 -O.9.a.0 -I. 00000E: +38 -0.'4069 -3.0728 

-0.'.304 -2.1'.7 -I .•• 4. -1.2612 -l. 117. -1.OOOOO£+3a -l. a,,, -3 .• 2.,3 
-0 .• 6914 -I .• 089 -I .• 639. -2.00.3 -0.863'7 -'.00000£+38 -I. 681e -2 .• 432 
-0. ,,.., -2.2'67 -2.4042 -a. 3101 -O.'I:u:NI -1.00000£+38 -I. 0'6' -1.3'47 

Figure A.3. Sample of BAD "AU data list. 
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data series. The important features in this plot are the 'spikes' or obvious 

discontinuities in the data. Figure A.7 shows the effect of transforming the 

data series. In this plot, the 'spikes' are reflected in the two new "u" and "v" 

components but are mixed into both of the new components. The next step in pro­

cessing is to reduce the data rate to 0.1 Hz. Sequences of raw and transformed 

"G" data (Fig. A.8) and a transformed "A" data sequence (Fig. A.9) was 

created. The transformed, averaged data in Fig. A.9 shows small departures 

from the mean but not outside the range of standard atmospheric variability. 

The "G" data series in Fig. A.8 does a better job of indicating possible data 

problems, but the magnitude of the problem is masked. 

The best indication of data series contaminated by "spikes" is contained in 

the raw data, but since the raw seties were not available for the comparison, a 

combined inspection of both the "A" and the "G" data series was done to identify 

inappropriate data series. Figure A.4 gives a set of "A" and "G" time series 

for a period that was investigated for possible use in the comparison. The "~' 

data were plotted to take advantage of the unaveraged data's better resolutinn 

of the presence of possible data problems. The highlighted areas in the "G" 

data are indicative of data problems. Data series that demonstrated the same 

type of deviations were deleted from the comparison. 

Since the data are retained in component form throughout the averaging 

technique, it should be noted that the resultant wind magnitude and direction 

represent what can be thought of as a "transport" or net mean wind. The calcu­

lation represents a record of the net movement of air over the period of the 

time series. Some cancellation of wind components, especially in light wind 

cases, will occur. 

A.3. Propeller-vane anemometer processing 

The "A" data wind speed and direction for the prop data during the time 

periods under investigation were plotted in I-h time divisions (Fig. A.IO). 

Data were checked for instrumental problems and it was determined that no 

obvious exclusions were necessary. The prop data are reduced to an average 

magnitude and direction for each 10-s period at the tower site. Further 

averaging into the comparison time periods was done initially by using BAD lab 

programs. These programs take the "A" data speed and direction information, 
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calculate the u and v components, average the components for the period 

requested, and then recalculates the speed and magnitude. Since the BAO lab 

averaging method is inconsistent with the on-site averaging, the first half of 

the data were reprocessed using averages of wind speed and direction for the 

periods previously defined. The difference in the averaging techniques is 

important only for the speed calculation, since division (used for the tangent 

function in the direction calculation) is linear. The difference is represented 

mathematically as 

This procedure for the wind produces a mean "average wind speed." Differences 

were not large between the two techniques, but in isolated cases the technique 

of averaging the magnitude rather than components of the wind speed better 

matched the VAD profiles. Table A.I gives a group of prop wind speeds for a 

sequence of recalculated cases. Both the net winds and the average winds are 

expected to differ in some cases from the results of sonics averaging, owing to 

the response differences in the instruments and the cancellation inherent in the 

component averaging of the sonics. 
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Table A.I. Component averages versus speed averages for selected propeller 
vane examples during lidar/tower comparison 

Date Time (MDT) Component Speed 

04-Mar-82 14:23:59 6.35 6.34 
05-Mar-82 12:03:56 1.60 0.85 
OB-Mar-82 13:59:29 4.59 4.39 
09-Mat-B2 11:43:31 14.65 14.54 
10-Mar-82 15:44:20 5.93 5.17 
12-Mar-B2 11:01:11 16.03 16.00 
15-Mar-82 15:14:58 9.55 9.51 
17-Mar-82 12:05:20 2.75 1.52 
19-Mar-82 10 :23:16 17.80 17.76 
24-Mar-B2 14:24:22 9.70 6.03 
24-Mar-B2 14:27:47 14.07 10.57 
24-Mar-B2 15: 17: 11 21.15 21.12 
24-Mar-B2 15:31:01 20.70 20.68 
24-Mar-82 15:33:43 20.22 20.21 
24-Mar-B2 16:09:29 17.56 17.55 
24-Mar-B2 16:52:20 13.18 13.17 
24-Mar-82 17:07:22 10.59 10.53 
24-Mar-82 17:58:5B 9.58 9.57 
31-Mar-82 12:27:39 3.90 3.69 
31-Mar-82 12:35:38 3.71 3.37 
05-Apr-82 15:46:15 6.01 5.83 
20-Apr-82 09:19:36 7.16 7.13 
23-Apr-B2 11:18:12 3.62 3.45 
23-Apr-82 11: 23: 46 3.84 3.71 
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THE VELOCITY-AZIMUTH DISPLAY TECHNIQUE 

The Velocity-Azimuth Display (VAD) technique for determining winds from 

remotely sensed-data was first described and used in connection with radar stu­

dies. Much of the following summary of the methodology was taken from Browning 

and Wexler (1968). Differences will exist in the application of the VAD tech­

nique to lidar because of the differing targets and beamwidth of the lidar ver­

sus the radar to which the technique was first applied. 

The VAD technique is a scanning technique in which the beam is pointed at a 

given angle from the zenith and the scanner is then rotated about the vertical 

axis. (Fig. B.1). The returning signal includes (1) a horizontal velocity 

return with a sine function ~elated to the azimuth angle (the angle in the plane 

of the rotation) and the mean wind direction, and (2) a vertical velocity return 

dependent on the zenith angle. This radial velocity can be separated mathemati­

cally into the vertical and horizontal components of the wind field. There a~e 

some restric tions on the information that can be derived from the relation 

ship, as well as some conditions during which the technique will not give 

results appropriate to the wind field being studied. 

z 

y North 

Figure B.l. Example of conic section explored when using 
a VAD scan technique (from Browning and Wexler, 1968). 
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B.1 Characteristics of a VAll Scan 

The VAD sinusoid contains information representing a variety of charac­

teristic wind fields. The standard derivations apply to the wind field that is 

constrained by horizontal homogeneity, mean vertical velocities, and linear 

changes in the field. Other characteristic flows can be analyzed with a stan­

dard VAD technique. Figure B.2 gives three fields that were developed by 

Browning and Wexler (1968). Wood and Brown (1983) also analyzed and published a 

number of solved wind field cases for the VAD technique. 

The VAD technique solves the mean flow characteristics of given wind 

fields. Once the flow is identified, significant non-mean characteristic flows 

can be analyzed. Examples of cases that can be investigated include winds that 

are not horizontally homogeneous or whose variances from the mean represent phy­

sically significant transport terms. Measures of convergence, divergence, and 

deformation fields with turbulent statistics can ideally be determined from 

intensive harmonic analysis of the return (Gossard and Strauch, 1983). 

Identification of specific transport regions on the scale that the scan cove~ 

can be determined by identification and removal of advective transport 

mechanism terms. 

B.2 Wind Velocity Derivation 

Given the radial velocity positive toward the lidar and vertical velocity 

positive downward, the component wind velocity field can be derived as follows: 

,where 

Vr - Vh(cos(S-a» sine + Vv cose , 

Vr • radial wind velocity, 

Vh 3 horizontal wind velocity component, 

B • the azimuth angle taken clockwise through the 

scanning circle, north taken as zero degrees, 

a = the angle from north the mean wind direction makes, 

e = the angle from zenith the scanner is positioned. 

Figure B.1 gives a schematic of the angles as used in the above equation. 

-90-



Wind Field 

y 

----=~:.----x 

Pure Oiverqence, 

Pr..rt Translation 

Pure Delormetion 

Velocity-Azimuth Display 

Vr 

2,,­
Or-~--+-----~~ 

'div~rcos a-2Vsincc 
• II f 

,0 

Zeroth Harmonic 

Vr 

Firs! Harmonic 

Second Harmonic 
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VELOCITY-AZIMUTH TECHNIQUE EQUATION DERIVATION 

For horizontal homogeneous flow 

Vr - Vh(S) cose cos(s - Bo) + W(S) sine 

= V (S) cosa cose - V (a) cose sina + W(a) sine 
x y 

In Cartesian coordinates let 

X ::a r cosB and y • r sinB and 

so 

av av 
V :: V X X 

+ -- x + -- Y x xo ax ay 

av av 
V .. V + --1. x + :.-...:L y 
y yo ax ay 

expanding 

av av 
V = - [Vxo +--!.x + ~y] cosS cose 

r ax ay 

av av 
- [Vyo +---Z.x + ---z. y J cose sinB + W( 8) ax ay 
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let a = 0 o 

express V and V x 
as center values 

V and V xo yo 

y 

and deviations along 

the path 

r cOsB = x 
r sinB = y 

sine 



v = v cosS cose - V sinS cose + W(S) sine r xo yo 

av av 
- [~r cosS + ~ r sins] cosS cose ax ay 

av av 
- [~r cos S + af- r sins] sinS cose 

- V cosS cose - V sinS cose + W(S) sine 
xo yo 

av av 
x 2 x - --- r cos S cosS - --- r sinS cose cosS ax ay 

av av 
- ~ r cose sinS cose - --X r sin 2S cose ax ay 

= - vxo cosS cose - Vyo sinS cose + W(e) sine term A 

avx avy 2 sinS cos S ray + ax] r cose 2 term B 

av 2 av 2 
- [...-.! cos S + ~ sin S] r cosS ax ay term C 

Term B can be written (2 sinS cosS = sin 2S) 

av av 
_ [~+~] r cose sin 2S 

ay ax 2 

Term C can be written (cos 2S ~ - sin 2e + cos 2S) 2 cos 2S = 2 cos S-~ 
cos 2e + 1 = 2 cos

2
S 

-cos 2S + 1 = 2 sin S 

(::x (cos ~S + 1) + :;y (-cos ~S + 1)] r cose 

av av av av r cosS 
[ax x + a;- + (- a;- + ax x) cos 2S] -=--2=-=-

separating 

av av av av 
[--!. +~] r cose + [...-.! +~] r cose 2 ax ay 2 ax ay 2 cos S 

which gives us 
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v (a) 
r 

r cos S 
2 

+ [- v 
x 

o 

av av 
[axX 

+ af] + W(a) sinS 

cosa - V sina] r cosS 
Yo 

av av av av 

«10) 

«11 coss + b i sina) 

+ (_ [~+ --Y] sin 2a + [ x + --Y] ay ax ax ay cos 2a) 
r cosS 

2 

(~ cos 28 + b2 sin 2S) 

This decomposes into the traditional Fourier Transfer Form: 

V = (1 + 
r 0 

CD 

L (~cos NS + bN sin NS) 
N""1 

5 parameter Least Squares Curve Fit 

where N m number of points 

Vi radial velocity at point i 

91 3 beam azimuth angle. 
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Tower Atmospheric Data and Corresponding Stability Information 

for Time Periods during Lidar/Tower Mean Wind Comparison 

-97-



bouy pro mech pro flux 
u-bar v-bar w-bar lobar t d .. ·t~ UliMa yiW' p alb 10 I sib 10 t lapse cia-I .. *1000 u*1000 v* 1 000 rich 

]-,(,-82 10.00 -3_33 '5_63 '0.35 1_29 -2_52 0.0152 -0.2075 ·0.0567 830.0900 0_1200 0.00 11.55 69.10 3.19 ·0.16 
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200.00 '4.40 '6.97 ·0.24 '0.67 '3.63 0.0024 0.0071 .:0.0599 0_6400 0.15 '3.51 0.05 -0.17 -29.05 
250.00 ''('.22 '6.88 ·0.23 '1.31 -3.93 0.0001 0.0602 '0.0832 0.3400 ·0.15 '0.07 0.22 -0.15 1.12 
300.00 '3.25 '6.86 ·0.11 '1.65 ·4.45 0.0171 -0.1624 -0.0069 -10.16 -3.15 '0.00 -3.22 

3-5'82 10.00 ·0.16 '2.51 '0.07 '7.17 ·a.46 0.0294 '0.0307 -0.0392 840.5700 '14.1800 0.IS00 0.03 '4.02 0.49 0.98 ~.72 
22.00 '0.55 '2.78 ·0.29 ·7_32 0.0001 '0.0047 ·0.0329 '10.9900 0.S600 0.29 '0.01 0.15 0.74 0.01 
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300.00 '1.06 '12.41 -0.16 '9.43 '9.49 '0.0108 0.0889 '0.0281 1.08 0.11 3.31 -0.32 
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22.00 '0.34 14.14 -0.15 8.58 0.2977 -0.5953 '0.0006 0.7400 0.47 34.00 9.92 ·0.40 '3.57 
50.00 0.42 13.50 0.09 7.84 0.3006 -0.109' '0.1888 '9.8100 0.6800 0.19 37.51 '2.96 4.32 '27.75 

100.00 0.43 14.78 ·0.10 7.16 '11.06 0.5147 '0.4684 '0.3206 '50.8700 0.5600 0.07 70.45 '0.09 '8.21 8.49 
150.00 0.31 15.03 ·0.04 6.60 -11.12 0.0175 -~.0551 '0.3155 0.5200 0.03 2.60 2.53 ·1.58 -2.72 
200.00 '.30 3.35 -0.45 6.08 '11.56 0.3076 ~.3143 '0.5995 0.4300 '0.06 49.58 26.03 140.04 '0.30 
250.00 1.49 4.08 ·0.46 5.65 '10.72 0.2838 0.7772 '0.6147 0.5900 0.10 49.23 2.95 '8.97 8.18 
300.00 1.17 8.02 0.06 5.06 ·10.64 0.1602 0.2196 ·0.6n8 31.03 -1.41 '53.02 0.57 

3·15·82 10.00 5.93 1.66 0.34 14.12 ·6.99 0.1304 0.0689 '0.0788 819.4700 ·84.4600 0.4200 0.30 9.05 40.86 ·1.31 -0.23 
22.00 6.47 1.94 0.13 13.70 0.0003 ·0.0676 0.1101 ·40.8400 0.5400 0.27 0.02 -3.04 2.57 0.05 
50.00 7.28 1.97 0.46 13.16 0.1869 '0.3056 0.2722 -75.4200 0.6800 0.19 13.92 '8.84 0.29 1.63 

100.00 7.42 1.85 0.211 12.48 '7.18 0.2321 -0.5694 0.3271 0.4800 '0.01 18.23 '1.59 '0.79 7.66 
150.00 7.08 2.21 0.60 12.00 '7.47 0.0002 ·0.7235 0.2999 0.5700 0.08 0.02 4.92 2.16 -0.00 
200.00 6.66 1.22 0.06 11.43 ·7.44 0.2491 -0.4706 0.2117 0.4901) 0.00 21.36 3.95 '4.19 89.50 
250.00 7.56 2.44 0.64 10.94 ·7.69 0.2611 ·0.6217 0.2932 0.5400 0.05 23.39 -11.19 7.15 5.79 
300.00 7.06 2.95 0.75 10.40 ·7.02 0.1928 0.0486 0.1998 18.17 '0.49 2.04 ·11.71 



3-17-82 10_00 -0_25 -1.14 ·O.OS 12.49 '10.47 0.2006 '0.0477 0.0192 832.2500 '4.3300 0.3600 0.24 15.74 1.19 '0.22 "16.17 
22.00 '0.55 -1.22 -0.23 12.13 0.2419 0.1699 O.OS23 '2.5200 0.5600 0.29 19.54 ·4.25 ·0.35 4.2S 
50.00 ·0.44 ·1.31 0.12 11.57· '0.0007 0.4347 0.1561 '75.5800 0.6200 0.13 '0.06 1.71 ·0.50 0.05 

100.00 '0.89 ·1.58 0.46 10.95 '10.66 0.0875 0.7617 '0.2381 ·19.5100 0.5800 0_09 7.83 '6.86 1.29 1.41 
150.00 ·1.51 ·1.66 0.95 10.37 ·10.85 0.1548 0.4535 '0.7928 0.4500 '0.04 14.63 '5.62 1.27 3.36 
200.00 '1.49 -2.93 1.01 9.92 '10.95 0.1548 ·0.1014 '0.7463 0.3900 '0.10 15.29 '0.04 18.96 '0.81 
250.00 '1.92 '1.64 1.03 9.53 '10.90 0.2241 '0.7652 '0.7635 0.6700 0.18 23.04 6.58 ·19.70 1.76 
300.00 ·1.88 -1.83 1.27 8.86 -11.03 0.2555 '1.4461 '0.7008 28.26 '1.16 2.66 '18.76 

3·24'62 10.00 9.69 ·8.4S 0.24 10.73 '9.71 1.1024 ·1.4402 -0.9233 831.4900 0.2800 0.16 100 .69 '1395.55 78.02 0.06 
22.00 70.79 ·9.11 0.07 10.45 1.0216 '1.3247 '0.6442 '2.5200 1.0800 0.61 95.81 ·6744.93 35.43 O.g' 
SO.OO 11.63 '8.67 0.23 9.37 0.7531 ·0.6427 '0.0233 '75.5800 1.4700 0.98 78.77 1357.93 '0.37 ·0. 6 

100.00 10.74 '4.15 0.35 7.90 '10.18 '0.0435 1.0237 1.2477 '19.5100 0.3600 '0.13 '5.40 ·18.22 112.79 0.06 
150.00 11.54 '10.29 0.44 7.54 '9.63 0.5015 '0.0931 0.0156 0.1100 '0.38 65.18 '1.49 '1.92 19.14 
200.00 9.63 '0.55 0.53 7.43 '9.57 0.0103 0.6131 ·0.1959 0.2400 '0.25 1.36 '23.42 '38.16 0.02 
250.00 5.22 '2.17 3.24 7.19 . '9.97 '8.8024 '0.5434 7.2383 0.2000 '0.29 '1199.77 47.93 '234.52 '6.43 
300.00 6.48 '4.58 '0.61 6.99 '10.29 4.0816 '3.6933 '2.7011 834.1300 '14.1800 5n.24 '93.07 130.19 ·15.42 

3'24·62 10.00 8.19 ·13.49 0.04 1.02 '7.79 0.1968 '0.6901 ·0.0415 '10.9900 0.3000 0.18 189.08 ·565.19 5.60 0.34 
22.00 9.14 ·15.88 O.OS o.n 0.2134 '1.3012 0.0776 342.2700 o.noo 0.45 290.46 '103.01 ·15.46 2.45 
50.00 10.49 '6.50 0.20 0.2077 1.8602 2.1063 '1.1800 0.7900 0.30 ERR 89.69 555.16 ERR 

100.00 9.73 '7.43 0.39 '0.79 '7.95 '0.0017 1.6807 1.7697 0.5700 0.06 2.11 '25.55 37.87 ·0.17 
150.00 10.27 '17.82 0.20 '1.36 '6.04 0.ln4 '0.6588 0.D15 0.4600 "0.03 '124.23 '7.12 '68.89 ·1.63 
200.00 4.49 '0.51 0.34 ·1.82 '7.88 0.1334 '0.2017 '0.7323 0.4800 '0.01 ·71.83 23.32 '253.52 '0.31 
250.00 3.12 . '0.11 0.76 '2.30 ·6.17 0.0877 0.0179 0.0254 O.SOOO 0.01 '37.37 ·0.49 0.20 '130.08 
300.00 12.59 '17.93 0.21 '2.80 '6.20 0.OS07 '0.1061 1.0653835.6900 ·59.noo '17.75 '20.10 '379.67 '0.04 

3·24·82 10.00 5.51 '12.58 '0.07 '0.20 '7.80 0.1652 ·0.2487 0.0974 '4.7700 0.3000 0.18 '809.46 '137.03 '12.25 ·5.42 
22.00 6.12 .14.n -0.11 '0.50 0.1691 '0.7541 0.1311 342.2700 0.5800 0.31 ·Dl.44 '38.33 '23.38 '5.37 
50.00 6.89 '13.09 '0.01 ·1.08 0.1648 0.0836 0.4653 ·1.1800 0.6900 0.20 '149.54 2.30 27.09 5.09 

I 100.00 6.50 '10.40 0.24 '1.77 '7.59 0.0001 1.4015 1.0895 0.5800 0.09 '0.06 '10.93 56.62 0.00 

\D 150.00 5.96 ·13.26 0.03 '2.35 '8.16 0.1004 '0.6646 0.2156 O.SOOO 0.01 ·41.67 7.18 '12.33 ·8.12 

\D 200.00 6.22 1.96 0.09 '2.65 '6.06 0.0981 '0.2552 0.3431 0.4600 '0.03 '33.73 ·11.54 104.44 0.36 
I 250.00 8.39 1.11 '0.10 '3.31 '6.34 0.0617 0.DD7 0.3415 0.5700 0.08 '24.19 0.11 ·5.81 '4.25 

300.00 9.06 '16.52 0.12 '3.88 '8.33 0.0714 '0.2294 0.2856 837.5500 ·43.7500 '18.03 '3.07 '100.70 ·0.17 
3·24·62 10.00 4.94 '9.78 0.01 '1.04 '8.33 0.01177 ·0.4322 '0.0616 '4.7700 0.2700 0.15 '82.64 ·213.51 6.02 ·0.40 

22.00 5.42 ·11.OS '0.10 ·1.31 0.0795 '0.4071 ·0.0107 '6.6100 0.4800 0.21 '59.47 ·16.28 1.13 ·3.93 
50.00 6.26 '11.99 '0.01 '1.79 0.0745 . '0.3564 '0.0304 0.6000 0.11 ·40.79 ·10.69 1.02 '4.22 

100.00 5.46 '12.64 '0.09 '2.39 '8.34 '0.0003 '0.2503 ·0.1389 0.5400 0.05 0.12 4.00 1.81 ·0.02 
150.00 4.75 '9.27 '0.10 '2.93 '8.62 0.0459 ·0.1881 '0.0284 0.4900 -0.00 ·15.35 2.67 '1.91 20.26 
200.00 7.06 3.23 '0.07 '3.42 '8.47 0.0456 '0.0921 o.osn 0.4800 '0.01 '13.07 '4.29 14.30 1.31 
250.00 6.88 '3.04 ·0.21 '3.90 '8.73 0.048Z 0.3264 0.2103 0.5100 0.02 '12.11 '1.31 ·26.37 ·0.44 
300.00 7.39 12.35 '0.01 '4.41 '8.76 0.0462 'O.OS71 0.0451 838.7100 '69.3000 '10.27 '0.58 13.88 0.77 

3·24·82 10.00 3.n '8.14 '0.05 ·1.55 '8.64 0.0518 '0.2471 '0.0606 0.2000 0.06 ·32.75 '91.92 6.56 '0.38 
22.00 3.98 '9.01 '0.06 '1.75 0.0702 '0.3406 '0.0371 '9.6100 0.4600 0.19 '39.31 '7.38 2.69 '6.36 
50.00 4.47 '10.06 0.13 '2.21 • 0.0783 '0.3086 ·0.0277 '50.6700 0.5400 0.05 '34.n ·5.40 1.04 ·7.96 

100.00 3.95 ·10.49 0.23 '2.75 '8.30 0.0001 '0.01176 0.0506 0.5300 0.04 '0.04 0.91 ·0.44 0.07 
150.00 3.77 '9.04 0.19 '3.28 '8.91 0.0713 ·0.DI6 '0.0029 0.4800 '0.01 '21.30 1.19 ·0.08 19.19 
200.00 4.79 3.70 0.34 '3.76 '8.79 0.0973 '0.0086 '0.0016 O.SOOO 0.01 '25.36 ·0.16 ·0.41 ·43.19 
250.00 4.90 '8.94 0.27 '4.26 '9.00 0.0931 0.0289 '0.0352 0.5100 0.02 '21.42 0.06 6.90 2.39 
300.00 5.59 ·10.11 0.48 '4.77 '9.02 0.0683 '0.2885 ·0.1262 840.4600 '3.1300 '18.14 '3.98 2.95 '17.64 

3·24·82 10.00 2.86 '7.15 '0.12 '2.98 '7.41 0.0284 ·0.1699 '0.0002 ·40.8400 0.1700 0.05 '9.34 ·48.59 0.01 '0.19 
22.00 2.93 '7.93 ·0.14 '3.15 0.0228 '0.1914 0.0405 '9.8100 0.4100 0.14 ·7.09 . '1.12 '2.63 ·1.89 
50.00 3.49 '8.34 '0.01 '3.56 '0.0071 '0.2503 0.0449 '50.6700 0.4900 '0.00 1.95 ·5.01 ·0.66 0.35 

100.00 2.95 '8.63 0.21 '4.05 '7.36 '0.0002 ,o.lan 0.0424 0.5100 0.02 0.05 4.16 ·0.25 ·0.01 
150.00 2.84 -6.02 0.20 '4.56 '7.80 '0.0308 '0.2936 0.2238 0.4800 '0.01 6.62 0.65 2.73 ·1.96 
200.00 3.17 6.55 0.20 '5.04 '7.64 ·0.0391 '0.2321 0.3101 0.4700 '0.02 7.60 '1.53 90.36 '0.09 
250.00 3.05 ·8.12 0.06 '5.51 '7.92 ·0.0551 ·0.4424 0.1675 0.4700 '0.02 9.60 1.06 ·49.14 0.20 
300.00 3.32 '8.47 0.29 '5.96 ·6.OS '0.0432 ·0.1598 0.2276 7.08 '0.86 ·1.59 2.88 



3·31·82 10.00 '1.83 0.07 ·0.07 14.12 '11.92 0.1255 0.0078 0.1829 835.6600 ·84.4600 0.4500 0.33 8.71 '1.43 0.13 6.70 
22.00 '2.13 '0.02 ·0.35 13.67 0.2284 0.0269 0.0288 ·40.8400 0.5800 0.31 16.37 ·0.67 ·0.22 18.43 
50.00 '1.85 '0.08 ·0.08 13.09 0.1745 -0.0139 ·0.1211 '75.4200 0.6200 0.13 13.06 ·0.14 0.26 ·108.42 

100.00 '2.34 '0.23 ·0.56 12.47 ·11.92 0.0001 ·0.0813 ·0.2246 '19.5100 0.5500 0.06 0.01 0.80 0.67 ·0.01 
150.00 ·2.75 0.12 ·0.32 11.92 '12.37 0.4375 '0.3121 '0.8689 0.4300 ·0.06 35.97 2.56 ·6.08 10.21 
zoo. 00 '2.30 '1.10 ·0.27 11.49 '12.35 0.3289 ·0.1052 ·0.5631 0.4400 ·0.05 28.05 ·0.95 13.74 ·2.19 
250.00 '2.46 0.11 ·0.44 11.05 '12.40 0.3717 '0.1378 ·0.4417 0.5400 0.05 32.97 0.44 ·10.69 3.22 
300.00 '3.08 0.38 ·0.44 10.51 '12.54 0.3443 ·O.DBZl '0.1185 32.10 1.02 ·0.64 '84.90 

4·OS·82 10.00 1.71 '4.56 ·0.12 7.70 '17.86 0.0719 '0.0436 ·0.1108 836.0100 ·10.3500 0.2700 0.15 9.15 '7.46 S.05 3.81 
22.00 1.76 '5.03 ·0.19 7.43 0.0556 0.0693 0.0047 ·2.5200 0.4100 0.14 7.33 0.29 ·0.18 ·70.07 
50.00 2.09 ·5.45 '0.18 7.02 0.0458 0.3022 0.0282 ·75.5800 0.5000 0.01 6.39 3.56 ·0.42 L2.04 

100.00 1.82 ·5.74 ·0.27 6.52 ·18.19 0.0434 0.4nl '0.0952 ·19.5100 0.5100 0.02 6.52 ·2.55 0.55 3.27 
150.00 1.73 -5.29 ·0.42 6.01 ·18.45 0.0621 0.4335 ·0.0121 0.4900 0.00 10.13 ·0.78 ·0.11 11.39 
ZOO.OO 2.25 '6.64 ·0.49 5.52 ·18.52 0.0578 0.1948 0.0389 0.4300 '0.06 10.26 2.03 ·1.05 ·10.52 
250.00 2.S8 '4.90 '0.64 5.09 '18.76 0.0656 '0.0584 0.2324 0.5100 0.02 12.63 '0.39 8.09 '1.64 
300.00 3.34 ·4.61 '0.37 4.58 ·18.86 0.1196 0.2569 '0.0271 25.59 3.90 ·0.16 '6.83 

4'20·82 10.00 3.52 ·3.M '0.02 '0.31 '4.91 0.0047 ·0.1501 '0.0471 849.2900 2.9890 2.87 '14.81 ·52.84 1.81 ·0.29 
22.00 3.81 -4.19 0.06 '3.30 ·0.0138 0.2262 ·0.0325 ·2.5200 0.3900 0.12 4.10 5.47 0.95 '0.64 
50.00 4.53 ·4.55 ·0.15 '3.69 0.0276 ·0.1684 0.0238 ·75.5800 0.4700 '0.02 '7.33 ·4.33 ·0.31 ·1.58 

100.00 4.15 ·4.98 ·0.01 '4.16 '5.55 ·0.2667 0.0691 ·1.1500 0.5000 0.01 0.00 2.03 '0.59 0.00 
150.00 4.25 ·4.95 0.02 ·4.66 '6.06 0.0013 '0.3282 0.0031 0.4400 '0.05 '0.27 '0.66 0.00 '0.42 
zoo. 00 4.64 6.21 ·5.10 '6.12 0.0002 -0.1785 0.2364 0.4500 '0.04 '0.04 ·1.39 52.76 0.00 

250.00 3.87 '5.52 '5.55 ·7.38 0.0034 '('.3274 1.6418 0.4800 '0.01 '0.60 66.64 '385.17 ·0.00 
300.00 5.02 0.47 0.02 '6.03 '6.70 0.0001 0.8104 1.9185 '0.02 18.64 229.84 0.00 

4·23·82 10.00 ·0.44 '1.95 ·O.OS 16.67 '10.32 0.3171 -0.0754 ·0.1587 837.8900 '5.5100 0.3400 0.22 18.64 3.32 3.09 '2.91 
22.00 '0.50 '2.27 ·0.48 16.33 0.3602 0.0846 '0.0725 '10.9900 0.5100 0.24 21.62 ·0.42 1.93 ·14.31 
50.00 '0.24 '2.57 '0.09 15.82 0.3481 0.1081 0.0388 342.2700 0.5800 0.09 21.56 1.00 ·0.42 '36.67 

100.00 '0.47 '2.98 '0.28 15.24 '10.54 0.3291 0.3139 0.0597 ·1.1800 0.6400 0.15 21.16 ·1.44 ·0.49 10.95 

150.00 '0.82 '2.45 0.04 14.60 ·'4.48 0.3389 0.2741 0.2371 0.4700 '0.02 22.75 ·1.92 2.51 ·38.26 

f-' 200.00 '0.27 '2.63 0.02 14.13 ·11.19 0.2662 0.3424 0.3412 0.2600 ·0.23 18.46 3.77 '1.23 ·7.27 

a 250.00 '0.09 '2.66 -0.18 13.87 '11.20 0.1015 ·0.2032 0.1129 0.7100 0.22 7.17 ·0.73 ·0.07 8.97 
a 300.00 0.38 '2.97 ·0.19 13.16 '11.39 0.0483 ·0.1437 0.3265 3.60 ·1.35 ·2.02 1.07 
I 4'23-82 10.00 '0.69 ·2.97 ·0.13 17.44 ·11.01 0.2744 ·0.1440 ·0.0744837.5800 '16.9300 0.3000 0.18 15.42 9.94 2.21 '1.27 

22.00 '0.69 '3.44 '0.52 17.\4 0.3535 0.0501 0.0068 '4.7700 0.5500 0.28 20.21 0.00 -0.27 75.89 
50.00 '0.59 '3.73 '0.28 16.59 0.3769 0.1201 0.0753 342.2700 0.6200 0.13 22.26 0.43 '0.78 63.44 

100.00 ·o.n ·4.34 ·0.38 15.97 '11.23 0.4711 0.1124 '0.1307 '1.1800 0.7000 0.21 28.91 ·0.40 1.59 '24.30 
150.00 '0.87 '4.23 '0.08 15.27 '12.13 0.3776 0.0706 ·0.0488 0.4800 -0.01 24.23 ·0.14 ·0." 97.50 
200.00 ·0.41 '4.27 0.18 14.79 4.76 0.3n7 0.1335 0.0491 0.3300 ·0.16 24.70 1.23 '0.04 ·20.n 
250.00 ·0.46 '4.03 0.17 14.46 3.41 0.4161 ·0.0945 0.1253 0.7000 0.21 28.20 0.09 0.60 '40.52 
300.00 '0.09 -3.57 0.16 13.76 '12.13 0.3986 ·0.1843 0.3445 839.6600 '0.3500 28.39 ·1.36 3.17 '15.72 

4·27·82 10.00 1.53 '2.74 '0.04 7.71 4.81 0.0891 '0.0053 '0.0166 ·4.7700 0.2500 0.13 11.33 ·0.81 0.45 31.81 
22.00 1.58 '2.96 ·0.27 7.46 0.0556 0.0156 0.0035 '6.6100 0.4200 0.15 7.30 0.07 -0.06 '8764.83 

50.00 1.99 ·3.20 '0.13 7.04 0.0318 0.0765 '0.0078 ·50.8700 0.5200 0.03 4.43 1.12 0.07 '3.73 
100.00 l.n '3.32 '0.13 6.5Z 4.33 0.0238 0.0165 ·0.0225 0.5800 0.09 3.58 '0.07 0.05 194.17 

150.00 1.57 '2.88 ·0.20 5.94 4.01 0.0035 0.1037 ·0.1565 0.4500 -0.04 0.58 ·0.41 ·1.38 0.32 
zoo. 00 1.68 '2.89 '0.29 5.49 9.11 ·0.0025 0.1344 '0.0861 0.2900 ·0.20 '0.45 0.30 0.02 1.43 

250.00 1.30 ·2.61 1.09 5.20 3.71 ·0.1956 0.0589 0.0176 0.4900 0.00 '36.86 ·0.45 0.10 -105.60 
300.00 1.14 '2.34 -0.25 4.71 3.53 '0.0119 0.0991 0.0167836.1500 '69.3000 '2.48 '0.32 0.09 ·10.91 

4·29·82 10.00 1.64 '6.76 ·0.16 15.88 -0.21 0.0302 ·0.1864 0.0063 ·40.8400 0.1800 0.06 1.86 '30.57 -0.43 0.06 
22.00 2.01 ·7.76 '0.30 15.70 0.0333 -0.2086 0.0831 ·9.8100 0.4200 0.15 2.08 ·6.43 ·6.93 0.16 
50.00 2.43 -8.26 0.01 15.28 0.0607 '0.3309 0.0902 '50.8700 0.5000 0.01 3.89 ·4.96 ·1.61 0.59 

100.00 2.22 -8.89 0.09 14.78 '0.58 0.0759 0.0297 0.1532 0.5300 0.04 5.03 '0.12 '1.93 2.45 
150.00 2.49 '8.85 0.09 14.25 '0.92 0.0479 0.0195 0.0791 0.4800 '0.01 3.29 . 0.11 0.06 '19.54 
200.00 2.79 '8.76 0.16 13.77 '0.99 0.0272 0.2531 0.1333 O.HOO '0.02 1.94 1.52 0.24 '1.10 
250.00 2.80 '9.08 '0.05 13.30 '1.14 0.0145 0.2623 '0.1591 0.5000 0.01 1.07 0.05 ·1.02 1.11 
300.00 3.32 '8.89 0.14 12.80 '1.23 0.0041 0.3338 0.2306 0.31 3.47 0.88 '0.07 



4-29-82 10.00 2.46 -9.81 ·0.20 11.31 2.n 0.1123 ·0.026Z O. 1325 838.2800 '3.1300 0.3300 0.21 9.13 -6_45 ·13_00 0.50 
22.00 2.77 ·12.61 '0.23 10.98 0.1601 ·0.4379 0.0243 -40.8400 0.5000 0.23 14.29 -11.31 -5.79 0.84 
50.00 3.30 -13.33 '0.05 10.48 0.1243 0.1101 0.0351 -9.8100 0.6300 0.14 11.62 2.08 -0.84 -9.35 

100.00 2.85 -11.40 0.13 9.8S 2.10 0.1626 0.2631 -0.0388 -50.8100 0.5800 0.09 16.18 -2.37 -1.50 4.19 
150.00 3.25 '14.21 -0.13 9.21 2.21 0.0501 '0.3632 ·0.1116 0.4900 0.00 5.36 -2.91 6.15 '1.39 
200.00 3.17 '11.11 0.01 8.78 2.31 0.0105 0.1871 0.0299 0.4500 '0.04 1.11 -0.30 1.85 I '0.15 
250.00 3.11 -10.11 -0.21 8.33 2.12 '0.0099 0.7833 0.1452 0.5300 0.04 -1.16 -0.94 3.08 0.54 
300.00 3.13 -14.23 7.80 2.09 0.0029 -0.1048 0.0111 0.36 -1.30 -0.91 0.16 

5-10'82 10.00 '1.04 '0.64 -0.11 17.97 -9.39 0.2292 -0.3134 0.1107 830.5000 '84.4600 0.3300 0.21 12.50 38.83 '0.71 -0.33 
22.00 '1.25 -0.73 '0.41 17.64 0.2156 ·0.2603 0.1128 -40.8400 0.6500 0.38 15.31 4.56 -0.85 -4.13 
50.00 '1.05 '0.86 '0.06 16.99 '9.56 0.3039 ·0.0332 '0.2521 '1.6800 0.7800 0.29 17.53 ·0.24 1.11 ·18.78 

100.00 '1.54 '1.28 ·0.19 16.21 -9.47 0.2842 0_3988 -0.6522 '19.5100 0.5300 0.04 17.18 '3.91 5.48 ·10.94 
150.00 -2.19 '1.08 -0.05 15.68 -8.70 0.2641 0.9133 -0.9427 0.4100 '0.08 16.51 -11.87 -3.77 1.06 
200.00 '1.99 '1.02 '0.02 15.27 '0.29 0.2861 0.8811 '1.2086 0.3600 ·0.13 18.36 3.55 -1.45 -8.15 
250.00 '2.44 '0.70 0.18 14.91 -9.14 0.3389 0.1324 '1.1457 0.5800 0.09 22.28 -6.59 ·7.33 1.60 
300.00 '2.56 -0.58 0.33 14.33 -9.94 0.3222 0.4292 '0.1366 22.03 '1.03 -1.77 7.88 

5-12-82 10.00 1.91 ·0.18 0.05 5.55 '3.84 0.0144 0.0126 -0.0245 833.0900 '10.3500 0.1800 0.06 2.54 2.41 0.04 -1.04 
22.00 2.00 -0.17 '0.31 5.37 0.0114 0.0466 '0.0441 '2.5200 0.3500 0.08 2.08 0.35 -0.04 '6.65 
50.00 2.36 '0.23 '0.01 5.02 ·3.49 0.0033 0.0521 '0.0593 '15.5800 0.4800 ., '0.01 0.64 0_67 0.13 '0.81 

100.00 2.27 '0.35 '0.01 4.54 '3.54 '0.0047 0.0386 -0.0246 '1.1500 0.4900 0.00 '1.01 -0.07 0.06 '97.18 
150.00 1.82 -0.15 ·0.16 4.05 -3.06 0.0024 0.0002 '0.0173 0.4200 '0.07 0.58 -0.00 -0.07 8.18 
200.00 2.44 '0.68 ·0.18 3.~ '2.95 0.0086 -0.0068 '0.0328 0.4300 ·0.06 2.32 '0.08 0.35 '8.82 
250.00 2.13 '1.24 ·0.21 3.20 -2.53 0.0065 0.0351 '0.0373 0.3400 ·0.15 1.99 -0_22 0.42 -9.95 
300.00 10.25 '1.78 0.03 2.86 '2.24 0.0003 0.0109 '0.0149 0.10 1.77 0.16 -0.05 

I-' 5-12-82 10.00 2.56 0.08 0.01 5.83 ·4.06 0.0241 -0.0181 -0.0054 832.5500 '8.2100 0.1100 0.05 4_05 -4_63 -0.00 0.81 
0 22.00 2.67 0.12 '0.23 5.66 0.0284 ·0.0376 '0.0071 '20.8400 0.3300 0.06 4.92 -0.34 -0.03 13_28 
I-' 50.00 3.09 '0.10 '0.03 5.33 '3.76 0.0342 -0.0507 -0.0598 342.2700 0.5000 0.01 6.29 -0_76 0.47 21.64 
I 100.00 2.98 '0.24 0.05 4.83 '3.76 0.0067 -0.0705 ·0.0217 '1.1800 0.4900 0.00 1.36 0.16 0_06 '6.30 

150.00 2.71 '0.13 '0.06 4.34 '3.21 0.0143 '0.0128 ·0.1049 0.4200 ·0.07 3.23 0_07 -0.23 19.97 
200.00 3.15 '0.56 ·0.16 3.92 '3.08 O.OIU '0.0046 -0.0979 0.5900 0.10 3.05 -0.04 0.84 '3.81 
250.00 2.88 -0.92 0.03 3.33 '2.63 0.0129 0.0251 -0.0603 0.2300 -0.26 3.80 -0.14 0.43 -12.71 
300.00 2.76 '0.98 0.15 3.10 ·2.37 0.0061 0.0207 '0.3001 1.93 -0.05 0_36 ·6_21 

5'12·82 10.00 2.55 -0.11 0.06 5.95 '3.98 0.0148 -0.0099 -0.0014 830.3800 -5.3900 0.1700 0.05 2.44 -2.52 0.00 0.97 
22.00 2.64 ·0.17 '0.29 5.78 0.0184 '0.0069 '0.0011 '2.5200 0.3600 0.09 3.12 -0.05 0.01 67.45 
50.00 3.03 -0.28 '0.01 5.42 '3.61 0.02n 0.0026 0.0038 342.2700 0.4800 '0.01 4.92 0.04 '0.01 -231.05 

100.00 2.84 ·0.44 ·0.10 4.94 '3.64 0.0111 0.0132 '0.0308 ·1.1800 0.4900 0.00 2.20 -0.05 0.10 ·45.50 
150.00 2.58 -0.48 ·0.15 4.45 -3.14 0.0016 0.0074 '0.0383 0.4300 '0.06 0.35 '0.04 0_03 44.94 
200.00 2.95 '0.96 '0.14 4.02 '7.91 0.0027 0.0241 -0.0259 0_6500 0.16 0.66 0.18 0.25 ·1.54 
250.00 2.71 '1.30 '0.02 3.37 '2.64 '0.0008 0.0123 '0.0584 0.1800 '0.31 '0.23 ·0_06 0_40 0.69 
300.00 2.64 '1.35 0.13 3.19 '2.37 0.0004 0.0311 '0.0902 0.12 '0.04 0.09 '2.63 

5-21-82 10.00 0.96 ·0.05 15.91 '1.53 0.2146 0.3505 0.1064 841.0400 '0.3500 0.2900 0.11 13.22 0.00 1.02 '12.94 
22.00 1.19 -1.24 -0.40 15.62 0.1113 -0.0794 0.0539 '10.9900 0.6400 0.37 10.15 '7.87 '9.88 0.61 
50.00 1.45 -2.02 '0.05 14.98 '1.18 0.1113 0.0309 0.0526 '6.6100 0.6400 0.15 7.28 0.29 '1.47 6.18 

100.00 1.24 '2.67 ·0.11 14.34 ·1.04 0.1154 0.0931 0.2571 -50.8700 0.5500 0.06 1.89 '0.39 '3.34 2.11 
150.00 0.57 '2.49 '0.05 13.79 -0.67 0.0879 0_0104 0.1374 '0.7100 '1.20 6.25 -0.14 0.49 -17.58 
200_00 14.50 -0_67 0.0000 0.0000 1.3800 0.89 0.00 0.00 0.00 ERR 
250.00 0.27 '3.67 -0.60 13.12 -0.67 0.0699 -0.3354 0.3504 0.1300 0.24 5.U '1.81 '25.72 0_19 
300.00 0.34 -3.65 -0.36 12.39 '0.45 0.1391 '0.3583 0.2279 11.00 -0.50 0.09 26.80 
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'2.58 
'2.48 
'2.69 
'3.02 
·2.67 
'2.80 
·2.81 

'4.65 '0.04 
'5.50 '0.07 
'6.02 0.22 
'5.94 0.28 
'6.53 0.32 
'6.89 0.33 
·7.00 0.24 
'6.96 
0.48 
0.16 ·0.49 
0.25 ·0.10 

·0.01 ·0.05 
0.07 0.01 

'0.08 ·o.n 
'0.27 '0.25 
'0.35 '0.31 

12.14 '3.71 0.1141 '0.2663 
11.75 '3.57 0.1062 '0.3414 
It.19 0.0931 '0.3046 
10.66' '2.73 0.0781 '0.0107 
10.14 '2.18 0.1091 '0.1809 
10.09 '2.22 0.1115 0.4286 

9.21 -1.85 0.1048 0.0549 
8.66 0.0796 0.0121 

17.57 ·2.53 0.0911 '0.1303 
17.11 0.1142 0.0346 
16.48 '2.24 0.0857 '0.0356 
15.90 '2.17 0.1141 0.0364 
15.32 ·1.89 0.0361 0.0674 
16.99 ·1.77 0.0327 0.1116 
14.50 '2.51 0.0628 0.2552 
13.89 ·1.32 0.0967 '0.0396 

0.0141 836.7500 '85.2600 0.3900 0.27 10.83 ·55.66 '0.66 0.19 

0.1296 '40.8400 0.5600 0.29 8.86 '25.32 '9.18 0.26 

0.1214 '9.8100 0.5300 0.04 8.15 '3.81 'Z.25 1.35 

0.1519 '1.1800 0.5200 0.03 7.18 0.12 0.24 '19.67 

0.2212 0.0500 '0.44 10.54 '0.51 ·Z.61 3.38 

'0.8099 0.8800 0.39 10.83 '24.86 5.83 f·57 
0.3256 0.5500 0.06 11.15 3.36 '0.72 •. 22 

0.2213 9.01 0.04 0.18 '41.75 

0.0834 832.0000 '43.7500 0.4400 0.32 5.08 27.62 0.40 ·0.16 

o.om ·4.7700 0.6500 0.36 6.53 ·1.33 '2.06 1.93 

0.0551 ·6.6100 0.5600 0.09 5.10 '0.11 0.16 '102.00 

'0.0446 0.5800 0.09 7.03 '0.15 0.23 '88.97 

0.0594 '1.6700 ·2.16 2.31 '0.44 0.10 6.60 

0.1061 2.4900 2.00 1.89 0.76 '0.32 ·4.n 

0.1046 0.6100 0.12 4.24 '0.66 ·0.40 4.00 

0.2785 6.96 0.01 '0.45 15.91 
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ANALYSES OF THE MEAN WIND 

E.1 Analysis of the Mean Wind with a First Harmonic Fit 

The mean wind is identified in the Browning and Wexler (1968) equations as 

the first harmonic (FH) analysis of the return. In order to better understand 

and identify the charac teristics of the first harmonic (FH) fit using the least 

squares (LS) approach for actual field returns, the LS-FH technique was applied 

to synthetic conditions where known harmonic patterns would be analyzed. The 

LS-FH technique finds the minimum of 

for i = 1 to n. Noise, multiple higher harmonics, and portions of cycles were 

placed into the model data to help identify any problems that might be expected 

in using the LS-FH technique to analyze the mean wind. 

Table E.l gives the results for a number of runs on synthetic VAD data. 

Overall, it can be seen that the degree the LS-FH technique properly reflects 

the known first harmonic varies with the phase of the added multiple harmonics. 

With incomplete cycle data and no noise the first harmonic is always mirrored by 

the technique. Unfortunately, experimental conditions always contain noise, 

both from atmospheric and instrumental sources. 

The first step in analyzing the LS-FH fit was to add noise (1 m/s) to a 

known first harmonic. Results of analyzing various tenths of complete cycles 

were evaluated. For two-tenths of a complete cycle (72°) using synthetic data, 

the LS-FH fit gave mean wind information that varies from O.lSo to 2.21° off in 

direction and from 88.6% to 109.7% off in wind speed~ When the synthetic data 

were increased to 1440 or greater, the total wind speed and direction as esti­

mated by the LS-FH fit was within 99% for all combinations of analyzed angles. 

Since the original Browning and Wexler derivation included theoretical 

applications for the second harmonic, a second harmonic was added to the synthe­

tic data and the LS-FH fit was again processed to a number of data combinations. 

Theoretically, analyzing harmonic data over less than a full cycle requires ana­

lysis of multiple harmonic cross terms. The LS-FH technique calculates only 

cross terms for the first harmonic values. Some degree of uncertainty was 
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expected in the wind estimate, owing to the absence of the additional cross 

terms. When the synthetic data without noise were processed, the routine 

overestimated th~wind speed for portions of a cycle greater than 40% and for 

all angles of incidence. The LS-FH calculated wind direction ranges from more 

than 90° to less than 2° off the expected values for the differing cycles. Once 

the data covered more than one cycle, the wind direction estimate was within 5° 

of the actual value but the wind speed was still overestimated. 

When noise was added to the first and second harmonic synthetic data, the 

LS-FH fit gave a wide range of errors in both the wind speed and wind direction 

estimates. In addition to the difficulties in estimating wind speed and direc­

tion, a large offset was calculated ~y the LS-FH fitting routine. Since the 

offset number theoretically represents the vertical velocity over the area, 

large calculated offsets remove any possible uses for the vertical velocities 

calculated by the technique. 

Finally, other possible experimental conditions were modeled through th~ 

LS-FH fitting routine. Twenty-first, sixth, and third harmonics we~e added to 

the synthetic data to attempt a reasonable estimate of a boundary layer. Cases 

representing the different phase relationships to the first harmonic were 

tested. The added harmonics caused erratic behavior in the fitted LS-FH, and no 

pattern emerged. 

E.2 Analysis of the Mean Wind with a First and Second Harmonic Fit 

An alternative technique to a first harmonic fit for VAD data is to combine 

the first and second harmonics (FSH) in a least-squares (LS) fit. The LS-FSH 

'technique minimizes 

L(Vi - Ao - Al cosal - BI sinal 

-A2 cosa2 = B2 sina2)2 

for i = I to n. In circumstances where a first and second harmonic are expected 

to be present in the experimental data, the combination fit should better esti­

mate the mean wind in the first har~onic section of the fit. When synthetic 

data were processed through the LS-FSH fit, various degrees of accuracy 

resulted. 
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When only a first harmonic without noise was present in the synthetic data 

and the LS-FSH fit was used, the fit exactly reproduced the test harmonic. When 

noise (10% to 20% of the mean wind value) was added to a first harmonic and 

fitted, the results were erratic. For 72° of data, the fit ~'as off as much as 

180· in direction and gave speeds that ranged from half the expected value to 3 

times the model data. When the percentage of a com plete cycle was increased to 

30%, the fit improved with only a slight overspeeding of the mean wind and a 

small directional offset. When the amount of the cycle available was increased 

to over 40% the LS-FSH fit reproduced the model data better than the LS-FH fit 

did. 

The final case study was a synthetic data set containing both a first and 

second harmonic with and without noise. The results for the LS-FSH fit indi­

cated erratic behavior even in some cases where 75° of the cycle was available. 

The degree the LS-FSH reproduced the synthetic data was dependent on the exact 

relationship of the phases of the harmonics used in the fit. 

E.3 Conclusions 

Since pro forma information of the phase of experimental data is not 

available, it was judged that the LS-FSH approach was too erratic to be used for 

experimental data sets. Model results were inconsistent for incomplete cycles 

so in addition to specifying a LS-FH fit, it was concluded that data sets repre­

senting complete cycles would best recover the first harmonic, and fit the mean 

wind and direction over the areas used in the lidar VAD data analysis. 
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Table Eel. Samples of least squares algorithm fit test results 

case 1 Noise = a Offset ::: 0 Second Harmonic - 2.5 m/s LS-FSH fit perfect 

a1 - input value 
4.9749 4.8990 4.7697 4.5826 4.3301 4.0000 3.5707 3.0000 2.1797 0.0000 

a1 - LS-FH fit % Wave 
11. 2269 11.1509 11. 0216 10.8345 10.5820 10.2519 9.8226 9.2519 8.4314 6.2519 20 

8.5473 8.4713 8.3420 8.1549 7.9025 7.5723 7.1430 6.5723 5.7518 3.5723 40 
6.7313 6.6553 6.5260 6.3389 6.0865 5.7563 5.3271 4.7563 3.9358 1. 7563 60 
6.1644 5.9592 5.7720 5.5196 5.1895 4.7602 4.1895 3.3689 1.1895 80 
4.9749 4.8990 4.7697 4.5826 4.3301 4.0000 3.5707 3.0000 2.1797 0.0000 100 
5.2943 5.2184 5.0891 4.9020 4.6495 4.3194 3.8901 3.3194 2.4988 0.3194 120 

I 
t-' a2 - input value a 
'-I 0.5000 1.0000 1.5000 2.0000 2.5000 3.0000 3.5000 4.0000 4.5000 5.0000 
I 

a2 - LS-FH fit % Wave 
6.7339 7.2339 7.7339 8.2339 8.7339 9.2339 9.7339 10.2339 10.7339 11. 2339 20 
3.6903 4.1903 4.6903 5.1903 5.6903 6.1903 6.6903 7.1903 7.6903 8.1903 40 

-1.4739 -0.9739 -0.4739 0.0261 0.5261 1.0261 1.5261 2.0261 2.5261 3.0261 60 
-0.4595 0.5405 1. 0405 1. 5405 2.0405 2.5405 3.0405 3.5405 4.0405 4.5405 80 
0.5000 1.0000 1. 5000 2.0000 2.5000 3.0000 3.5000 4.0000 4.5000 5.0000 100 
0.8099 1. 3099 1. 8099 2.3099 2.8099 3.3099 3.8099 4.3099 4.8099 5.3099 120 

offset -·LS-FH fit % Wave 
-6.3598 -6.3598 -6.3598 -6.3598 -6.3598 -6.3598 -6.3598 -6.3598 -6.3598 -6.3598 20 
-2.7910 -2.7910 -2.7910 -2.7910 -2.7910 -2.7910 -2.7910 -2.7910 -2.7910 -2.7910 40 

1.4444 1.4444 1. 4444 1. 4444 1.4444 1. 4444 1. 4444 1. 4444 1.4444 1. 4444 60 
0.8088 0.8088 0.8088 0.8088 0.8088 0.8088 0.8088 0.8088 0.8088 0.80B8 80 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 100 
0.2294 0.2294 0.2294 0.2294 0.2294 0.2294 0.2294 0.2294 0.2294 0.2294 120 



Case 2 Noise = 1 Offset = 0 Second Harmonic - 0 

al - input. value 
9.9498 9.7980 9.5394 9.1652 8.6602 8.0000 7.1414 6.0000 4.3588 0.0000 

al - LS-FH fit % Wave 
9.9501 10.6665 9.3995 8.2398 8.6441 7.6557 7.4374 5.8636 4.7202 0.3934 20 
9.9354 9.8304 9.6523 9.2262 8.6421 1.8842 7.1604 6.0214 4.4482 0.0084 40 
9.9195 9.8448 9.5251 9.1450 8.6334 8.0094 7.1625 5.9714 4.3778 0.0262 60 
9.9848 9.8400 9.5911 9.1557 8.6814 7.9955 7.2016 6.0959 4.3991 0.0061 80 
9.9203 9.8049 9.6028 9.1713 8.6894 6.0051 7.2150 5.9735 4.3019 0.0463 100 
9.9936 9.7748 9.5435 9.1182 8.1197 8.0233 7.1611 6.0533 4.3877 -0.0473 120 

I a2 - input value 
I-' 1.0000 2.0000 3.0000 4.0000 5.0000 6.0000 7.0000 8.0000 9.0000 10.0000 
0 
00 
I a2 - LS-FH fit % Wave 

0.9736 2.5426 2.9870 3.2491 4.9550 5.6304 7.1251 8.0488 9.2192 10.2067 20 
1.0713 1. 8216 2.8348 4.1949 4.8943 5.9153 7.2803 7.9140 9.0649 10.2818 40 
0.9393 1. 8974 3.0696 3.9659 4.9514 6~0320 7.0601 1.9393 8.9136 9.8830 60 
0.9446 2.0721 2.98% 3.9690 5.0696 5.9412 6.9734 8.0530 9.0036 10.0167 80 
0.9966 1.9693 3.0121 4.0437 5.1168 5.9408 6.9730 8.0110 8.9601 9.9663 100 
1.0060 2.0818 2.9447 3.9191 5.0321 5.9659 7.1397 8.0441 8.9964 10.0175 120 

offset - LS-FH fit % Wave 
0.0527 -0.9619 0.1739 1.1412 0.0152 0.4597 -0.2467 0.0144 -0.3608 -0.4255 20 

-0.0731 0.1538 0.0658 -0.1855 0.0729 0.0026 -0.1814 0.1171 -0.0608 -0.2140 40 
0.0527 -0.0389 -0.0501 0.0247 0.0419 -0.0122 -0.0224 0.1021 0.0482 0.0577 60 

-0.1000 0.0204 0.0082 -0.0026 0.0191 0.0121 0.0417 -0.0525 0.0006 -0.0251 60 
-0.0162 0.0301 0.0322 0.0026 -0.0133 0.0333 -0.0193 0.0068 -0.0081 0.0467 100 
-0. 0217 -0.0209 -0.0562 0.0004 -0.0537 -0.0334 0.0158 -0.0186 0.0156 0.0000 120 



Case 3 Noise = 1 Offset = 0 Second Harmonic - 5 

a1 - input value 
4.9749 4.8990 4.7697 4.5826 4.3301 4.0000 3.5707 3.0000 2.1794 0.0000 

a1 - LS-FH fit % Wave 
4.0866 4.8852 3.7394 2.7671 3.4449 2.7711 2.9838 1. 9786 1. 6539 -0.4949 20 

11.0356 11.0110 10.9579 10.7198 10.3883 9.9591 9.6645 9.0996 8.3451 6.0854 40 
8.8325 8.8343 8.6452 8.4507 8.1911 7.8974 7.4800 6.8605 6.0868 3.9143 60 
7.6413 7.5735 7.4580 7.2044 6.9893 6.6261 6.2631 5.7289 4.8521 2.6399 80 
4.9467 4.9068 4.8345 4.5890 4.3585 4.0063 3.6438 2.9736 2.1213 0.0496 100 
5.7528 5.6115 5.5093 5.2720 5.1286 4.7587 4.3270 3.7888 2.9430 0.6883 120 

I 
a2 - input value I-' 

0 0.5000 1.0000 1.5000 2.0000 2.5000 3.0000 3.5000 4.0000 4.5000 5.0000 ~ 
I 

a2 - LS-FH fit % Wave 
0.1478 1. 2213 1.1609 0.9221 2.1428 2.3064 3.3036 3.7242 4.3943 4.8837 20 
3.2573 3.5168 4.0211 4.8863 5.0832 5.6647 3.4644 6.6070 7.2551 7.9737 40 

-4.6452 -4.1880 -3.4920 -3.1211 -2.6278 -2.0576 -1. 5287 -1.1505 -0.6758 -0.2038 60 
-1.5436 -0.9190 -0.4956 -0.0195 0.5530 0.9528 1. 4849 2.0643 2.5149 3.0287 80 

0.4983 0.9697 1.5123 2.0457 2.6150 2.9411 3.4725 4.0131 4.4593 4.9653 100 
1.0417 1. 6199 1.9808 2.5154 3.0662 3.5039 4.1740 4.5842 5.0335 5.5539 120 

offset - LS-FH fit % Wave 
4.7100 3.6881 4.8326 5.8002 4.6501 5.1129 4.4018 4.6682 4.2745 4.2310 20 

-2.4036 -2.1845 -2.2647 -2.5193 -2.2599 -2.3281 -2.5106 -2.2191 -2.3935 -2.5484 40 
3.8051 3.7935 3.7043 3.7179 3.7953 3.7672 3.7321 3.8570 3.8026 3.8115 60 
1. 7544 1. 7848 1. 7731 1. 7615 1. 7841 1. 7751 1.8063 1. 7119 1. 7659 1. 7403 80 

-0.0154 0.0305 0.0319 0.0030 -0.0131 0.0333 -0.0187 0.0062 -0.0090 0.0467 100 
0.4671 0.4664 0.4294 0.4883 0.4334 0.4543 0.5026 0.4699 0.5031 0.4876 120 



Case 3 Noise = 1 Offset 0 Second Harmonic - 5 

al - input value 
4.9749 4.8990 4.7697 4.5826 4.3301 4.0000 3.5707 3.0000 2.1794 0.0000 

a1 - LS-FSH fit % Wave 
******** ******** ******** ******** ******** ******** ******** ******** ******** ******** 20 
-4.5794 -5.2063 -4.4154 -5.0123 -5.8509 -6.1379 -6.0793 -6.5469 -7.6292 -9.5694 40 

6.1935 6.1100 6.0073 5.8642 5.5506 5.3605 4.9168 4.2123 3.4918 1. 2124 60 
5.4326 5.3206 5.1801 4.9745 4.7659 4.3949 4.0358 3.4931 2.6523 0.4032 80 
4.9481 4.9091 4.8339 4.5871 4.3516 4.0071 3.6440 2.9708 2.1207 0.0435 100 
5.1091 4.9627 4.8570 4.6274 4.4860 4.1067 4.6942 3.1607 2.3014 0.0458 120 

I 
a2 - input value 

I-' 0.5000 1.0000 1.5000 2.0000 2.5000 3.0000 3.5000 4.0000 4.5000 5.0000 
I-' 
0 

a2 - LS-FSH fit % Wave I 

******** ******** ******** ******** ******** ******** ******** ******** ******** ******** 20 
-28.4119 -30.0502 -27.0739 -26.4477 -28.3455 -27.0753 -25.5497 -24.6871 -25.0494 -23.7309 40 
-3.2040 -2.5612 -1. 9521 -1. 7412 -1.3143 -0.9211 -0.3655 0.1564 0.7396 1. 3048 60 

0.2169 0.9168 1.3674 1.8135 2.3877 2.7842 3.3146 3.9146 4.3310 4.8735 80 
0.5002 0.9726 1.5114 2.0478 2.6162 2.9444 3.4757 4.0102 4.4592 4.9656 100 
0.4393 1. 0098 1. 3814 1. 9134 2.4687 2.8962 3.5813 3.9939 4.4383 4.9531 120 

offset - LS-FSH fit % Wave 
******** ******** ******** ******** ******** ******** ******** ******** ******** ******** 20 

21.1690 22.6927 20.8527 20.8269 22.5320 21.9922 21.2719 21.0847 21. 6234 21. 0183 40 
2.5034 2.3702 2.3462 2.5205 2.5657 2.6588 2.6024 2.6294 2.5232 2.5232 60 
0.2398 0.2465 0.2176 0.2340 0.2605 0.2480 0.2816 0.1762 0.2574 0.2076 80 

-0.0151 0.0316 0.0331 0.0047 -0.0164 0.0352 -0.0193 0.0076 -0.0090 0.0479 100 
0.0074 0.0098 -0.0296 0.0517 -0.0204 -0.0075 0.0543 0.0266 0.0462 0.0348 120 
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