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ABSTRACT

LIVE-CELL IMAGING UNCOVERS THE RELATIONSHIP BETWEEN HISTONE

ACETYLATION, RNA POLYMERASE II PHOSPHORYLATION, TRANSCRIPTION, AND

CHROMATIN DYNAMICS

Living cells are capable of turning a one dimensional strand of nucleic acids into a functional

polypeptide. A host of steps and factors are involved in the process of transcription and translation,

and understanding each of them is necessary for comprehending and characterizing life. While new

technologies and assays have expanded our understanding of eukaryotic transcription, there is still

much to be learned. In particular, single-molecule microscopy provides a powerful and versatile

platform for studying the genesis of RNA with unparalleled spatiotemporal resolution (Chapter 1).

First, we characterize the timing, kinetics, and occupancy of phosphorylated RNA polymerase

II (RNAP2) using a single-copy HIV-1 reporter system. This work provides strong evidence for

clusters of phosphorylated, initiating RNAP2 which is spatially separated from bursty, downstream

RNA synthesis. It is found that RNAP2-Ser5-phosphorylation (Ser5ph) precedes RNA output by

1 minute, and RNAP2 arrives at the locus in a phosphorylated state (Chapter 2). Then, we ex-

amine the spatial correlation between H3K27 acetylation and Ser5ph in living cells on the course

of minutes to hours. Contrary to expectations based upon ChIP data, we find that the two sig-

nals are in fact spatially separated. This argues for a functional separation between transcriptional

poising and initiation, likely aiding bursty behavior. Next, the dynamics of single chromatin-

incorporated nucleosomes in the context of H3K27 acetylation and transcription initiation is de-

termined with super-resolution single-molecule imaging. The physical movement of chromatin

inside of H3K27ac and RNAP2-Ser5ph enriched regions is found to be significantly different, de-

spite both marks being traditionally associated with transcriptionally active chromatin. (Chapter

3).
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Much of this work utilizes bead-loading in order to introduce proteins and DNA into living

cells. A simple, effective, and cheap procedure, bead-loading is a highly effective and versatile

technique that is generally underutilized. To faciliate communication of this process, a detailed

protocol is included (Chapter 4). While this culmination of work furthers our understanding of

cellular genetic expression and eukaryotic transcription, it also introduces many new questions that

are promising areas of study. Fortunately, the combination of imaging technology and knowledge

developed here provides promising new fronts for studying transcription in living cells (Chapter

5).
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Chapter 1

Background

1.1 Cellular genetic expression

The oft repeated mantra of the biological central dogma - DNA makes RNA makes Protein

presents a simplistic view of how life functions. In reality, gene expression is a complex pro-

cess with many unique environmental and interactional influences on final product and function.

Macroscopic cellular decisions are thereby determined by small, molecular events. If regulation

is disrupted in excess, deleterious effects lead to disease states. The stochastic and variable nature

of genetic expression means that each protein experiences a unique genesis and understanding this

process from start to finish would allow us to pinpoint the moment an error occurs.

In eukaryotic cells, the pathway from DNA to protein involves many steps, each providing

the opportunity for regulatory effects and genetic control. A cell’s archival copy of DNA is first

transcribed by RNA polymerase into various forms of RNA, termed ’transcription’. Relatively

short-lived copies, termed messenger RNA or mRNA, are then exported from the nucleus. In

the cytoplasmic space mRNAs are engaged by ribosomes, massive ribonucleoprotein complexes

which are responsible for translating the linear mRNA message into protein. Conjugated amino

acids then fold and form a final protein, which diffuses into the cellular space to perform one

(or many) cellular functions. Although each cell carries the same copy of genetic material, the

protein content of each cell will vary considerably. Therefore, in the most explicit and direct way,

regulating and controlling when, what, and how many RNA or proteins are expressed in a cellular

environment determines behavior, phenotype, metabolism, or even cell death.

1.2 Regulation of transcription

Before a protein can be made, RNA must be transcribed. Transcription begins with the recog-

nition of a specific DNA sequence by a host of transcription factors (TFs) [1]. These factors bind
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to specific regions of DNA, known as promoters, which are located near the transcription start site

(TSS) of a gene. Promoters play a crucial role in regulating gene expression, and their sequence

and location can greatly impact the level of transcription [2]. Once TFs have bound to the pro-

moter, they recruit RNA polymerase II (RNAP2), which is responsible for the synthesis of mRNA.

RNAP2 binds to the promoter, and a series of events occur that lead to the formation of a transcrip-

tion initiation complex. This complex includes RNAP2, TFs, and other regulatory proteins, and is

responsible for the initial steps of mRNA synthesis [3]. After initiation, RNAP2 moves along the

DNA template strand, synthesizing an RNA molecule that is complementary to the template strand.

RNAP2 procedural synthesis is aided by elongation factors and chromatin remodeling complexes

[4]. These factors help to ensure that the DNA template strand is properly unwound and that the

RNA molecule is properly synthesized. Once RNAP2 has reached the end of the gene, it must be

released from the DNA template strand. This process is known as termination and is controlled by

specific sequences within the gene itself. These sequences signal to RNAP2 that it has reached the

end of the gene, and the enzyme is released from the DNA template [5].

Additionally, transcription is coordinated by enhancers. Enhancers are regulatory DNA se-

quences that are often far away from a promoter on the linear genome, but interact with promoters

in 3D space. Enhancers function by recruiting transcriptional activators and TFs. These TFs are of-

ten sequence specific and aid with catalyzing transcriptional activation and processivity. However,

the exact mechanism and function of enhancer elements is still poorly understood. Some hypothe-

ses posit that enhancers loop to interact with promoters, and the proximity of recruited proteins

activates transcription. Similarly, enhancers may function by altering the local chromatin environ-

ment by recruiting chromatin remodeling complexes, increasing accessibility to TFs. Conversely,

repressor proteins and insulating elements can serve to block enhancer interaction and thereby

block gene activity. Enhancers are therefore another critical target for transcription regulation, and

understanding their function and mechanism of action is a core component of characterizing gene

control [6].
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1.3 Chromatin and transcription

As hinted earlier, another critical element of gene expression is the structure and organiza-

tion of genetic material. Linear DNA is wrapped around interspersed core histones to form a

10nm fiber. Early in-vitro studies proposed a model of hierarchical folding in which chromatin

is progressively compacted into dense, rope-like structures. Active chromatin was unfolded to

become loose and accessible. Inactive chromatin was hypothesized to be condensed into higher-

order structures inaccessible to transcription machinery. This hypothesis has been contradicted as

electron microscopy [7,8] and small-angle X-ray scattering [9,10] have failed to show a structure

greater than 11nm in both mitotic and interphase chromosomes. These data have thereby shifted

the nuclear chromosome model to 10nm fibers interdigitated into a polymer-melt [11]. Single

nucleosome tracking experiments have provided further evidence that this melt is organized into

100-500nm chromatin domains [12]. This structure is more dynamic than classic helical folding

and has important implications for cellular regulation of genetic expression.

In a simple way, the physical nature of chromatin structure may regulate transcription by modu-

lating TF access. TFs have been found to have relatively short binding times in-vivo, and chromatin

domains silence certain genes by physically restricting access to TFs (i.e. inactive X-locus) [13].

Given that TF binding is dynamic, it is important that TFs are able to find their target in three

dimensional space. Highly static chromatin would not faciliate this target-searching function, and

thus dynamism is typically a property associated with active euchromatin. Similarly, to faciliate

transcription, nucleosomes must be removed from the genetic template by ATP-dependent remod-

eling factors, which again may further reinforce TF searching [14].

Unsurprisingly, chromatin domains exhibit varying levels of nucleosome density and mobility

[12], yet the underlying mechanism defining these physical dynamics is unexplained. Chromatin

behavior has yet to be foundationally associated with specific cellular processes, whether is be

replication, transcription, or completely silent genes. While this is primarily due to experimental

limitations, this thesis lays a groundwork for studying chromatin behavior in context that will be

applicable to many facets of transcription.
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1.4 Post-translational protein modifications (PTMs)

1.4.1 Histone PTMs

Histone proteins, which form the core nucleosome, have N-terminal "tails" which protrude

from the core globule [15]. After being incorporate into chromatin, histone tails are targets for post-

translational modifications (PTMs) such as acetylation, methylation or ubiquitination. In general,

acetylation has been associated with transcription activation [16]. Conversely, methylation has

been generally associated with transcription repression. However, these are not immortal rules.

There is an entire suite of histone PTMs, each with it’s own host of associated proteins and factors.

This has lead to a "histone code" hypothesis. Generally, these modifications work in tandem to cre-

ate a code for expression or repression, meaning that precise combinations of modifications allow

for fine-tuning of transcription initiation and thus full genetic control [17]. Critics, however, go as

far as to believe that histone PTMs serve relatively little function, and are simply the enzymatic

byproduct of surrounding protein activity. The exact nature and mechanism of these functions and

interactions is thus unclear, and an ongoing topic of intense study.

Chromatin structure is also sensitive to tail-modification changes. Histones are positively

charge proteins, while DNA has a negatively charged phosphate backbone. While this helps chro-

matin form, this interaction can also be exploited [18]. In general, acetylation of histone tails

has been shown to weaken the interaction between histones and DNA, leading to a more open

chromatin structure. This theoretically increases the accessibility of genetic elements to transcrip-

tional machinery and reinforces gene activation. In contrast, methylation of histones is associated

with transcriptional repression and the formation of heterochromatic regions [19]. As previously

mentioned, however, this is not a hard rule. Methylation of histone 3 at lysine 4 (H3K4me1) is as-

sociated with active promoters and enhancers [20], while H3K9me and H3K27me3 are associated

with silent genes and the inactive-X locus [21].

Given the general intellectual quagmire created by having so many modifications, it is useful

to first focus on them individually. One well studied and important modification is acetylation

of histone 3 at lysine 27 (H3K27ac). H3K27ac is catalyzed by histone acetyltransferases (HATs)
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and can be removed by histone deacetylases (HDACs). This modification is predominantly associ-

ated with active gene transcription and is found in promoter and enhancer regions of the genome.

H3K27acetylation is also often used as a marker of active regulatory regions, and its levels are

correlated with the level of gene expression. H3K27ac is also highly correlated with enhancer

and super-enhancer regions. Thus, H3K27ac is thought to help facilitate the recruitment of tran-

scriptional coactivators to enhancer regions and activate nearby genes [22]. Due to its role in

transcription regulation, H3K27ac is also tightly regulated. Aberrant H3K27ac levels has been

implicated in a variety of diseases, including cancer [23]. However, H3K27ac activity can be de-

pleted in mouse embryonic stem cells with little loss in expression [24], and is not present at every

active gene, so the exact nature of H3K27ac involvement in transcription activation is unclear.

1.4.2 RNAP2 c-terminal domain PTMs

RNAP2 is another target for post-translational modification. RNAP2 has a C-terminal domain

(CTD) that contains a repetitive heptapeptide sequence (Tyr1-Ser2-Pro3-Thr4-Ser5-Pro6-Ser7),

which serves as a platform for the recruitment of various TFs or RNA processing machinery25.

Two of the most important modifications occur at Serine 5 (RNAP2-Ser5ph) and Serine 2 (RNAP2-

Ser2ph). Ser5ph is primarily added by CDK7, a subunit of general transcription factor TFIIH.

This serves to disrupt the interactions between the CTD and mediator complex, helping assist in

promoter escape [25]. Thus Ser5ph is an excellent general marker of transcription initiation, and

is typically found near promoter and enhancer elements via ChIP [26].

Ser2ph, on the other hand, is primarily carried out by the cyclin-dependent kinase 9 (CDK9)

of the transcription elongation factor b complex (P-TEFb). Ser2ph has also been shown to recruit

RNA processing enzymes, and is thought to be important in releasing RNAP2 from promoter-

proximal pausing. Ser2ph thus accumulates as transcription progresses, and is a marker for pro-

ductive RNAP2 elongation [25]. However, is it still unclear the degree to which Ser5ph and Ser2ph

are separated in time and space during actual transcription at a single-gene level.
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1.5 Single-molecule microscopy as a tool to study gene regula-

tion

Given the complex and multifaceted nature of genetic expression, it can be difficult to effec-

tively study in-vivo. Often data is gathered from experiments relying upon the aggregation and

averaging of many events, from thousands or even millions of cells. This means that the inherent

dynamics of individual events are lost, and these averages may not reflect what is occuring in any

one cell or at any one locus. This principle is also true in traditional flourescence microscopy, in

which dyes and fluorescent proteins are used to gather spatial information within a cell or cellu-

lar population. Fortunately, however, advancements in dye technology, optical engineering, and

sensors have paved the way for single-molecule microscopy.

In single-molecule microscopy, individual molecules can be observed and tracked with incred-

ible spatiotemporal resolution, which has numerous advantages. First is high spatial resolution.

While conventional microscopy’s resolution is limited by the diffraction of light, single molecule

microscopy detects individual fluorphores. This means that these point sources can be localized

with high precision, with resolution in the 10-20nm range [27]. Single-molecule microscopy also

allows for real-time observation of dynamic processes. Many biological processes happen on very

fast time scales, and by tracking individual molecules, it is possible to capture the breadth and

heterogeneity of individual events. Lastly, the combination of spectral channels and fluorescent

labelling allows for multiplexed detection. This means that multiple events and molecules can be

tracked simultanouesly, and their behaviors related to one another. Developments such as MS2-

MCP [28], PP7 coat protein [29], and HaloTag [30] combined with JaneliaFluor [31] and Alex-

aFluor dyes have allowed researchers to effectively tag many different types of RNA and protein

with single-molecule resolution inside of living cells, leading to a breadth of new knowledge.

While tagging and tracking proteins with single-molecule resolution is fairly straightforward,

the same is not true of PTMs. PTMs are often dynamic, and cannot be tagged by conjugating

them to a fluorescent protein. Ultimately, PTMs have been challenging to study at single-molecule
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resolution due to the difficulty of labeling small, chemical modifications. Thus, the spatiotempo-

ral dynamics of transcription activity and chromatin behavior associated with histone PTMs and

RNAP2 PTMs remains uncharacterized.

However, this limitation can be circumvented by using fragmented antigen binding regions of

antibodies (Fab). While antibodies are unsuitable for most live-cell imaging applications, the Fc

regions can be digested and separated, leaving only the antigen binding component, eliminating

many of the issues that traditional antibodies present. This small polypeptide can be conjugated to

a fluorescent dye, and then introduced into living cells where it will freely diffuse and bind tran-

siently but specifically to various endogenous post-translational modifications [32]. The following

thesis work thus leverages the power of single-molecule microscopy and Fab-based labeling to

characterize the dynamics of transcription and chromatin with unprecedented spatiotemporal res-

olution, further uncovering how living cells regulate and control selective genetic expression.
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Chapter 2

Live-cell imaging reveals the spatiotemporal

organization of endogenous RNA polymerase II

phosphorylation at a single gene

2.1 Summary

The carboxyl-terminal domain of RNA polymerase II (RNAP2) is phosphorylated during tran-

scription in eukaryotic cells. While residue-specific phosphorylation has been mapped with exquisite

spatial resolution along the 1D genome in a population of fixed cells using immunoprecipitation-

based assays, the timing, kinetics, and spatial organization of phosphorylation along a single-copy

gene have not yet been measured in living cells. Here, we achieve this by combining multi-color,

single-molecule microscopy with fluorescent antibody-based probes that specifically bind to dif-

ferent phosphorylated forms of endogenous RNAP2 in living cells. Applying this methodology to

a single-copy HIV-1 reporter gene provides live-cell evidence for heterogeneity in the distribution

of RNAP2 along the length of the gene as well as Serine 5 phosphorylated RNAP2 clusters that

remain separated in both space and time from nascent mRNA synthesis. Computational models

determine that 5 to 40 RNAP2 cluster around the promoter during a typical transcriptional burst,

with most phosphorylated at Serine 5 within 6 seconds of arrival and roughly half escaping the

promoter in ∼ 1.5 minutes. Taken together, our data provide live-cell support for the notion of effi-
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cient transcription clusters that transiently form around promoters and contain high concentrations

of RNAP2 phosphorylated at Serine 5.1

2.2 Introduction

In eukaryotic cells, the catalytic RPB1 subunit of RNA polymerase II (RNAP2) possesses an

extended carboxy terminal domain (CTD) that consists of heptapeptide repeats (52 in humans)

with a consensus sequence (Tyr1-Ser2-Pro3-Thr4-Ser5-Pro6-Ser7). The CTD region is dynamically

phosphorylated as RNAP2 progresses through the transcription cycle, regulating each step of tran-

scription, from initiation to termination. In some models, RNAP2 is recruited to promoters in an

unphosphorylated form (CTD-RNAP2), but is later phosphorylated at Serine 5 (Ser5ph-RNAP2)

upon initiation and at Serine 2 (Ser2ph-RNAP2) during active elongation [1–4]. Interest in the

CTD has recently increased due to observations of highly dynamic RNAP2 clustering [4–6] that

correlates with the phosphorylation status of the CTD [7, 8]. In particular, recent data suggest

that a transcriptional cluster forms around gene promoters early in the transcription cycle. The

cluster is thought to be enriched in unphosphorylated- and Ser5ph-RNAP2 that appear to constrain

chromatin movement near the transcription start site [9]. However, upon transcriptional activa-

tion, hyperphosphorylation of RNAP2 at Ser2 allows the enzyme to escape the cluster and begin

active elongation [7, 9]. The dynamic clustering of RNAP2 involves many steps and a complex

orchestration of multiple factors and could therefore represent a global form of transcriptional

regulation [10].

RNAP2 phosphorylation throughout the transcription cycle has traditionally been studied in

fixed cells using immunoprecipitation-based assays [1,3,11]. These studies provide precise spatial

maps of the average positions of RNAP2 along the 1D genome. Unfortunately, the inherent av-

1This chapter is adapted from published work with the same title in which I am a co-author. Forero-Quintero et al. Nat
Commun 12, 3158 (2021). https://doi.org/10.1038/s41467-021-23417-0. Author Contributions: Conceptualization,
LSFQ, BM, and TJS; Performed experiments/collected data, LSFQ, TH, and MS; antibodies, HK and TH; Fab prepa-
ration, TJS, LSFQ, and HK; H-128 cells, EB; Software implementation and development, LSFQ, WR, TM, BM, and
TJS; Formal analysis, LSFQ; Computational modeling, WR and BM; Wrote the original draft, LSFQ, WR, BM, and
TJS; Review and edit drafts, LSFQ, WR, TH, MS, TM, EB, HK, BM, and TJS; Resources, Supervision and Funding
acquisition, BM and TJS.
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eraging masks heterogeneity and the procedure limits temporal resolution to timescales of tens of

minutes or longer [12]. RNAP2 dynamics can instead be imaged and quantified in living cells using

fluorescence microscopy, overcoming the limitations of traditional assays. Recent single-molecule

tracking technologies [13–17] have made it possible to monitor single RNAP2 as they bind at non-

specific locations throughout the genome [5, 18] as well as at specific, single-copy genes [6, 17]

pre-marked with MS2 [19, 20] or PP7 [21] RNA stem loops (that are lit up co-transcriptionally

when, respectively, fluorescent MS2 or PP7 coat proteins bind to them). Each of these studies used

permanent fluorescent fusion tags to track RNAP2. Fusion tags are incapable of discerning post-

translational modifications to RNAP2, including transcription cycle associated phosphorylation

events.

One way to resolve post-translational modifications to RNAP2 is to use antibody-based probes

that bind and light-up specific modifications to residues within the CTD in vivo [22–26]. However,

the signal-to-noise is limited with this approach because of the presence of unbound and freely

diffusing probes that increase the fluorescence background. Applications have therefore been re-

stricted to large tandem gene arrays. Signal-to-noise is amplified by the multiple copies of a gene

within these arrays, but heterogeneity from one gene copy to another is again masked by averag-

ing [27]. Therefore, the spatiotemporal dynamics of RNAP2 phosphorylation at single-copy genes

remain unclear.

Here we combine multi-color single-molecule microscopy, complementary fluorescent antibody-

based probes, and rigorous computational modeling to visualize, quantify, and predict endogenous

RNAP2 phosphorylation dynamics at a single-copy reporter gene in living cells. This unique

combination of technologies allows us to directly visualize the temporal ordering and spatial orga-

nization of RNAP2 phosphorylation and mRNA synthesis throughout the transcription cycle at the

reporter gene. We find evidence for relatively high concentrations of RNAP2 near the beginning

versus end of the gene that are both spatially and temporally separate from elongating RNAP2

and nascent mRNA synthesis. Collectively, our data provide live-cell support for the existence of
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higher-order, phosphorylation-dependent transcriptional clusters that dynamically form and sur-

round active genes throughout the transcription cycle.

2.3 Results

2.3.1 Technology to visualize endogenous RNAP2 transcription cycle dy-

namics at a single gene.

To visualize the spatiotemporal dynamics of endogenous RNAP2 phosphorylation at a single

gene, we used an established HeLa cell line (H-128) harboring an MS2-tagged HIV-1 reporter

gene and stably expressing both GFP-tagged MS2 coat protein (MCP) and an untagged HIV-1

trans-activator of transcription (Tat) [20]. We chose HIV-1 as our reporter gene because it is a pro-

totypical model for RNAP2 phosphorylation [28]. The HIV-1 reporter is strongly active in our cell

line due to persistent stimulation by Tat, producing a bright MCP signal that pinpoints the location

of the transcription site and gauges its activity in real-time [20] (Fig 2.1a). Consistent with this

strong signal, immunostaining experiments in fixed cells revealed the transcription site is highly

enriched in RNAP2 and relatively depleted in histones and their epigenetic modifications (Fig.

2.2a-b). Chromatin immunoprecipitation (ChIP) experiments furthermore confirmed the presence

of CTD-RNAP2 and its phosphorylated forms Ser5ph- and Ser2ph-RNAP2, respectively. In par-

ticular, we detected that CTD-RNAP2 and Ser5ph-RNAP2 signals are highest at the transcription

start site, whereas Ser2ph-RNAP2 is highest towards the end of the gene (Fig 2.1b). However,

because these data come from a population of fixed cells, whether the various forms of RNAP2 are

present at the same time and place and whether or not they appear in a preferred order is difficult

to extract from this assay.

To better characterize the spatiotemporal dynamics of single-cell RNAP2 modifications during

transcription, we loaded fluorescent fragmented antibodies (Fab, generated from the same antibod-

ies used in ChIP) [22,29] recognizing (1) the CTD of RNAP2 (anti-CTD RNAP2) without or with

residue-specific phosphorylations, and (2) heptad repeats within the CTD that are phosphorylated

at Serine 5 (anti-Ser5ph RNAP2). These antibodies have previously been shown to be specific for
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Fig. 2.1: A system for imaging the endogenous RNAP2 transcription cycle at single genes. (a)

Schematic of the system. The reporter gene is controlled by the HIV-1 promoter and is tagged with a
128xMS2 cassette (blue bar). RNAP2 is represented in gray. RNA is marked by MCP-GFP that binds to
the transcribed MS2 stem loops (mRNA, blue). The recruited and initiated RNAP2 are labeled by Fabs
(conjugated with CF640 and Cy3) that bind unphosphorylated CTD RNAP2 heptad repeats (CTD, red) and
Serine 5 phosphorylated repeats (Ser5ph, green), respectively. (b) Average chromatin immunoprecipitation
occupancy of CTD-RNAP2 (red, upper panel), Ser5ph-RNAP2 (green, middle panel), and Ser2ph-RNAP2
(blue, lower panel) across the HIV-1 reporter gene (positions 1-10 are highlighted in the cartoon above).
Data are presented as mean values ± S.E.M. (c) Sample live cell showing CTD-RNAP2, Ser5ph-RNAP2,
and mRNA co-localizing at the transcription site (TS), n=9 cells in 4 independent experiments. (d) Normal-
ized intensity at the TS over time from the cell in (c) for CTD-RNAP2 (red circles), Ser5ph-RNAP2 (green
squares), and mRNA (blue diamonds).
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their respective targets via Western blotting and ELISA [27], and in ChIP-seq [30] experiments.

Fab generated from these antibodies have also been shown to rapidly bind and unbind their targets,

making them valuable for monitoring temporal changes in RNAP2 phosphorylation [27]. Con-
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Fig. 2.2: Immunostaining, single H2B tracking, and control experiments for photobleaching and bleed

through. (Continues next page.)
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Fig. 2.2: (a) Immunostaining (red, left panels) of CTD-RNAP2 (n=11), Ser5ph-RNAP2 (n=10), histone
H3K27ac (n=12), H3K27me3 (n=14), H3K4me1-3 (n=3) and H3K9me2-3 (n=3) at the HIV-1 transcrip-
tion site (TS) marked by MCP-GFP (mRNA; blue, center panels), along with a merge (right panels). (b)

Representative cell showing a mobility map of single H2B tracks. The blue scale shows the average frame-
to-frame jump size (one frame every 43.86 ms) for each tracked molecule. The track corresponding to
the transcription site is shown in red. The yellow dashed box displays a zoom-in around the transcription
site region, where H2B is depleted (n=17 out of 28 cells in 3 total days). Control experiments for photo-
bleaching showing (c) left panel, “best-Z" positions of the TS over time for the exemplary cell in Fig 2.1c;
right panels, normalized intensity over time for CTD-RNAP2 (red circles), Ser5ph-RNAP2 (green squares),
and mRNA (blue diamonds) for all the cells recorded as in Fig 2.1c,d. The shadow and the line in the
middle represent the S.E.M and the average. (d) Images of cells from bleed-through control experiments.
Left, a cell loaded with just Fab marking CTD-RNAP2 (CTD-RNAP2-CF640) displays endogenous puncta
that are not the TS (designated Only Red “OR" spots; n=10); Middle, a cell loaded with just Fab marking
Ser5ph-RNAP2 (Ser5ph-RNAP2-Cy3) displays endogenous puncta that are not the TS (designated Only-
Green “OG" spots; n=15); Right, a cell without Fab in which the TS is marked solely by GFP-MCP binding
mRNA (Only TS-GFP; Only Blue “OB"; n=15). Cropped images show the various “OR", “OG", and “OB"
sites where the individual channels are separated and labeled as follows: (1) Red (CTD-RNAP2), (2) Green
(Ser5ph-RNAP2), (3) Blue (mRNA), and (4) Merge. (e) Cropped images in a time course at an “OB" site
demonstrates no bleed through of the mRNA channel into the other channels. (f) Covariance between all
possible pairs of raw intensity signals is not significant at “OR", “OG", and “OB" sites, but is significant at
the TS in cells containing all three signals (i.e. cells loaded with both Fab and expressing MCP-GFP; All).
n=number of cells/independent experiments. Data are presented as mean values ± S.E.M. Significance was
tested using a two-tailed Mann-Whitney U-test with p≤ 0.0136 (*) and p≤ 0.0091 (**).

sistent with anti-CTD Fab labeling all RNAP2 and anti-Ser5ph Fab labeling a subset of RNAP2,

we observed regions within the nucleus with RNAP2 enriched or depleted with Ser5ph (Fig 2.3).

These capabilities allowed us to distinguish three distinct steps of the transcription cycle at the HIV-

1 reporter gene: RNAP2 recruitment (marked by Fab against CTD-RNAP2), initiation (marked by

both Fab against CTD-RNAP2 and Fab against Ser5ph-RNAP2), and elongation (marked by all

Fab and MCP binding to mRNA), as depicted in Fig 2.1a,c. Although we attempted to also vi-

sualize Ser2ph at the locus with our Fab, signal-to-noise was insufficient to detect in living cells,

presumably because the antibody is not sensitive enough to recognize this modification at the

single-gene level.

Nevertheless, this setup has several advantages that collectively enhance signal-to-noise at

the transcription site. First, Fab bind endogenous RNAP2, so all RNAP2 in the cell have high

likelihood to be labeled without having to genetically engineer a fusion knock-in tag [18, 31]

and/or alpha-amanatin resistance [5]. Second, fluorescence is naturally amplified since mammalian
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RNAP2 contains 52 heptad repeats in its CTD [32], each of which can be bound by a fluorescent

Fab at the transcription site. Third, Fab continually bind and unbind RNAP2, mitigating the loss

of fluorescence due to local photobleaching. In combination with a multi-color, single-molecule

microscope [33] employing oblique HILO illumination to enhance signal-to-noise by an order of
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Fig. 2.3: Fixed cells stained with our CTD- and Ser5ph-specific Fab. Cells with distinct staining patterns.
Some areas within cell nuclei are enriched with CTD-specific Fab (red arrows), other areas are enriched with
Ser5ph-specific Fab (green arrows), while still other areas are enriched with both Fabs (orange arrows). At
the HIV-1 transcription site (TS), we typically see both Fabs present (a), n=20 out of 29 cells. However, on
occasion we can find TSs in which Ser5ph-RNAP2 staining is relatively dim (b & c), n=8 out of 29 cells, or,
in very rare cases, CTD-RNAP2 staining is relatively dim (d), n=1 out of 29 cells. This provides evidence
that the signals are fluctuating.
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magnitude [13], these advantages allowed us to generate movies in which we monitored endoge-

nous RNAP2 phosphorylation dynamics at the HIV-1 reporter gene in 3-colors.

As shown in Fig 2.1c-d, movies revealed correlated fluctuations between the mRNA signal and

endogenous CTD-RNAP2 and Ser5ph-RNAP2 signals at the transcription site. To ensure correla-

tions were not an artifact of focusing issues, we tracked the transcription site in 3D (by imaging

13 z planes per time point) to keep the MS2 signal continually in focus (Fig 2.2c, left panel).

The correlations were also not caused by photobleaching, as signals fluctuated both up and down

throughout the entire imaging time course, remaining on average constant (Fig 2.2c). Finally, to

rule out the possibility that correlated fluctuations were caused by bleed through from one fluo-

rescence channel to another, we re-imaged cells lacking Fab. In all cases, no bleed through was

observed (Fig 2.2d-e), as quantified by the covariance between channels (Fig 2.2f). We therefore

conclude the correlations reflect natural bursts in endogenous transcriptional activity at the HIV-1

reporter gene, demonstrating our ability to detect and quantify endogenous RNAP2 phosphoryla-

tion dynamics at a single-copy gene.

2.3.2 Long-term imaging of fluctuations at the reporter gene reveals tempo-

ral ordering of RNAP2 phosphorylation.

In the majority of cells, the mRNA was steadily produced by the HIV-1 reporter gene, with

strong signals persisting for hours at a time. In a few cells the mRNA signal completely disap-

peared, indicating a loss of nearly all transcription activity. We were interested in capturing these

rare events in a single time course to better discriminate the relative timing of our RNAP2 and

mRNA signals. To accomplish this, we adjusted our imaging conditions to optimize detection of

all three signals in single cells over a period of three hours (200 time points), as exemplified in

Fig 2.4a-c (also see Fig 2.5a-c). We again imaged in z-stacks (13 planes spaced by 0.5 µm) cov-

ering the whole nucleus at each time point throughout the entire experiment. We were therefore

confident that the fluctuations were due to changes in transcription activity and not related to tran-

scription site movement into and out of the focal plane (Fig 2.5d). With these imaging conditions
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we found cells in which the mRNA signal turned on and off up to four times, indicating bursts

of transcription and multiple complete transcription cycles. Consistent with our previous result,

signals at the transcription site were highly correlated and fluctuated generally in unison, although

there were distinct periods of time when one signal could be seen for multiple frames in the ab-

sence of some other signals. This again ruled out bleed through and suggested the signals were

not perfectly synchronized. To ensure the correlated fluctuations were specific to the locus and not

cell-wide, we verified that covariances between the mRNA signal and the CTD or Ser5ph signals

were significantly stronger when both signals were measured at the transcription site compared

to when one or both signals were measured a short distance (p1) from the transcription site (Fig

2.5e-g).

Having established a well-controlled system to examine fluctuations at a single gene, we were

confident in our ability to quantify the temporal ordering of RNAP2 and mRNA throughout the

transcription cycle. One thing that stood out was that peaks and troughs in the mRNA signal

tended to come after the peaks and troughs in the RNAP2 signals. Although there were some ex-

ceptions due to the stochasticity of the system, in some cells this behavior was seen multiple times

in even single time series (for example, see valleys at t1−4= 16, 75, 94 and 113 min in Fig 2.4b-c).

To better quantify this effect, we selected all events at which the mRNA signal dropped below a

threshold value, extracted all three signal channels from seven minutes before to seven minutes af-

ter each event, and aligned all signals relative to these mRNA minima event times (Fig 2.4d). This

analysis revealed two important aspects of the dynamics of our system. First, the analysis con-

firmed the signals were strongly correlated, since strong minima could be observed in all channels.

These minima were significant compared to the results from unaligned signals (gray diamonds

in Fig 2.4d, p-values of 1.72×10−10 for Ser5ph- and 6.39×10−4 for CTD-RNAP2). Such strong

correlation between mRNA production at the HIV-1 reporter and endogenous RNAP2 would sug-

gest the reporter is not part of a larger transcriptional unit containing multiple genes. Second, the

analysis indicated a temporal ordering, with both RNAP2 signals coming before mRNA by 0.96 ±

0.55 min for CTD-RNAP2 (p-value 3.65×10−3) and 0.88 ± 0.24 min for Ser5ph-RNAP2 (p-value
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Fig. 2.4: Spatiotemporal organization of the RNAP2 CTD cycle at the HIV-1 reporter gene. (Caption

continues next page)
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Fig. 2.4: Spatiotemporal organization of the RNAP2 CTD cycle at the HIV-1 reporter gene. (a) Sample
cell showing co-localization of CTD-RNAP2, Ser5ph-RNAP2, and mRNA signals at the transcription site
(TS), n=13 out of 20 cells. (b) The TS from (a) at select times. (c) Normalized intensity fluctuations at
the TS for CTD-RNAP2 (red circles), Ser5ph-RNAP2 (green squares), and mRNA (blue diamonds) versus
time. Times of minimal mRNA (less than 0.20 a.u.) are marked with dashed gray lines (t1−4). (d) The
average normalized intensity of each signal surrounding times of minimal mRNA. Both the Ser5ph-RNAP2
and CTD-RNAP2 signals have deep minima well below the steady state value (dashed horizontal line).
Solid connecting lines show the Gaussian fit, and solid vertical lines mark the minima with a lighter shadow
depicting the S.E.M from the Gaussian fit. n= 40 events from 13 of 20 cells. Data are presented as mean
values ± S.E.M. When the same analysis is performed at 100 random time points, no obvious minima are
seen (gray diamonds). (e) Cropped 50-frame (50 min total) moving-average image of the TS in (a) and the
fitted center position for mRNA (blue), Ser5ph- (green), and CTD-RNAP2 (red), n= 126 events from 13 of
20 cells. (f) 50-frame moving-average XY position of each signal at the TS in (a) over time. Note the mRNA
signal was used as the reference signal within the crop. (g) The distance between each signal in (f) over time:
Ser5ph-RNAP2 to mRNA (cyan circles; (1)), CTD-RNAP2 to mRNA (Purple squares; (2)), and Ser5ph-
RNAP2 to CTD-RNAP2 (orange diamonds; (3)). (h) The distribution of distances measured as in (g) at all
TSs in all cells analyzed (sampled every 10 minutes).The line in the middle of each box represents the mean.
The top and the bottom of the box represent the 75% and 25% quantiles, respectively. The middle region
in the error bar at the bottom and the top represent the lower and upper whiskers, respectively. Significance
was tested using a two-tailed Mann-Whitney U-test with p≤ 0.0315 (*) and p≤ 6.969 ×10−11(***).

1.28 ×10−5). This delay makes sense because RNAP2 must escape the promoter and elongate 0.7

kb before it reaches the MS2 repeats. The CTD-RNAP2 signal also slightly preceded the Ser5ph-

RNAP2 signal, although the delay was not significant at our sampling rate. This suggests nearly

all RNAP2 at the locus either come in pre-phosphorylated or are rapidly phosphorylated at Serine

5 within a minute of arrival.

2.3.3 Spatial organization of CTD phosphorylation at the reporter gene.

RNAP2 is thought to be organized in phosphorylation-dependent clusters [7, 8]. To test this

hypothesis, we measured the center position in X and Y of CTD-RNAP2, Ser5ph-RNAP2, and

mRNA at the reporter gene over time (Fig 2.4e-g). If the hypothesis is correct, we would expect to

see some spatial separation in our different RNAP2 and mRNA signals. To confirm this hypothesis,

we calculated the Euclidean distance between each pair of signals. As Fig 2.4g illustrates, the

distances between signals changed over time, but were spatially organized such that the RNAP2

signals were significantly separated from mRNA.
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Although there was considerable variation from cell to cell, this trend could be seen in the

median positions from the whole population of transcription sites we tracked (Fig 2.4h). Specif-

ically, the median distance from mRNA to CTD-RNAP2 was ∼181 nm compared to ∼148 nm

for Ser5ph-RNAP2 (p-value 0.032). Likewise, the median distance between the two forms of
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Fig. 2.5: (a,b) A cell with strong and persistent transcription has co-localized CTD-RNAP2 (red circles),
Ser5ph-RNAP2 (green squares), and mRNA (blue diamonds) at the transcription site (TS), n=7 out of 20
cells. (c) Normalized signal intensities over time for all the cells analyzed as in b. The shadow and the line
in the middle represent the S.E.M and the average, respectively. (d) Z-positions of all the cells quantified
for transcription fluctuations. Each cell is represented with a different color/symbol (legend on the right).
(e) Exemplary cell with periods of active and inactive transcription showing a control position (p1) near the
transcription site, n=13 out of 20 cells. (f) Normalized intensity over time-target at an off-target position
near the transcription site (p1; CTD-RNAP2, dashed red; Ser5ph-RNAP2 dashed green; mRNA, dashed
blue) versus the mRNA signal at the transcription site (blue diamonds). (g) Covariance calculation between
the normalized intensities of mRNA at the transcription site against CTD-RNAP2 or Ser5ph-RNAP2 at
the transcription site and at p1. Data are presented as mean values ± S.E.M. n=number of cells/number
of independent experiments. (h) Ratiometric distribution of the euclidean distances for CTD-RNAP2 and
mRNA to Ser5ph-RNAP2 and mRNA (light blue), CTD-RNAP2 and mRNA to Ser5ph-RNAP2 and CTD-
RNAP2 (light purple), and Ser5ph-RNAP2 and mRNA to Ser5ph-RNAP2 and CTD-RNAP2 (light orange)
in all the cells analyzed. The line in the middle of each box represents the mean. The top and the bottom
of the box represent the 75% and 25% quantiles, respectively. The middle region in the error bar at the
bottom and the top represent the lower and upper whiskers, respectively. n=number of events/number of
cells. Significance was tested using a two-tailed Mann-Whitney U-test with p≤ 0.05 (*), p≤ 0.0015 (**),
and p≤ 9.2091×10−4 (***).

RNAP2 was just ∼93 nm, significantly smaller than between either form of RNAP2 and mRNA

(p-value<6.97×10−11) (Fig 2.4h and Fig 2.5h). This spatial separation was consistent across the

cells we analyzed (Fig 2.6) and independent of the strength of transcription as gauged by CTD-

RNAP2, Ser5ph-RNAP2, and mRNA signal intensities. Together these results demonstrate that

RNAP2 is spatially organized within the transcription site, with active mRNA synthesis spatially

distinct from clusters of CTD-RNAP2 and Ser5ph-RNAP2.

2.3.4 Fluctuation dynamics and statistics are captured by a simple model of

transcription bursting.

We wanted to obtain a more universal picture of RNAP2 phosphorylation dynamics at the HIV-

1 reporter gene. We therefore performed correlation analysis [21, 34, 35] using all time points in

all time series, similar to fluorescence correlation spectroscopy [36]. This technique is ideal for

extracting information from noisy data provided there are a sufficient number of time series and/or

time points. We began with an auto-correlation analysis, to see how long each signal remains

correlated with itself given a lag time (τ ) (Fig 2.7a). The auto-correlation of each signal decays
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Fig. 2.6: Euclidean distances distribution versus mRNA, Ser5ph-RNAP2, and CTD-RNAP2 normal-

ized intensities. Euclidean distance between Ser5ph-RNAP2 and mRNA (left panel), CTD-RNAP2 and
mRNA (middle panel), and Ser5ph-RNAP2 and CTD-RNAP2 (right panel) versus the normalized intensi-
ties of (a) mRNA, (b) Ser5ph-RNAP2, and (c) CTD-RNAP2 for all the cells analyzed. Each cell corresponds
to one color. n=number of cells/number of independent experiments. Correlation coefficient (r) and p-values
(p) as, p≤ 0.05 (*), p≤ 0.01 (**), and p≤ 0.001 (***) were calculated using the “corrcoef” function in MAT-
LAB.

with increasing lag time and eventually flattens out near zero. We define the dwell time as the lag

time at which the auto-correlation falls below 20% of its initial zero-lag value. According to this
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analysis, the two forms of RNAP2 had shorter average dwell times than mRNA, indicating RNAP2

was often unsuccessful in reaching the end of the gene and synthesizing an mRNA.

Next, we calculated the cross-correlation between signals. Consistent with our previous anal-

ysis aligning local minima, all possible pairs of signals were strongly correlated, as seen by large

peaks in the cross-correlation curves near τ=0 (Fig 2.7b). Measuring the precise position of each

peak revealed the mRNA signal came substantially later than the CTD-RNAP2 and Ser5ph-RNAP2

signals, while the CTD-RNAP2 and Ser5ph-RNAP2 signals appeared at roughly the same time

(within the 1 min sampling time of experiments). To better resolve the time delay between the

CTD-RNAP2 and Ser5ph-RNAP2 signals, we re-imaged the HIV-1 transcription site in a single

plane at a much faster frame rate (150 ms/frame) for a total of 1000 timepoints (150 sec). Although

these higher temporal resolution experiments are much too short to capture the full auto- and cross-

correlation curves, they are sufficient to resolve the short time-lag dynamics (Fig 2.9), and they

revealed cross-correlation asymmetry with an off-center peak indicating that the Ser5ph-RNAP2

signal comes roughly 3-6 sec after the CTD-RNAP2 signal. The various delays we measure are

consistent with the temporal ordering we saw by aligning local minima of the mRNA signal (Fig

2.4d) and provide further evidence that RNAP2 phosphorylation at Serine 5 is very rapid at the

transcription site.

We next sought to find a quantitative model to unify our diverse data sets. We required that

our model must simultaneously fit all three auto-correlation curves (Fig 2.7a) and all three cross-

correlation curves (Fig 2.7b). To further constrain the model, we also counted mRNA at transcrip-

tion sites by comparing their intensities to single mature mRNAs using FISH-quant [37] (Fig 2.7d,

bottom). Consistent with an earlier report [20], we found the HIV-1 reporter contained an average

of µ = 15.5 mRNA with a relatively large standard deviation of σ = 10.55, and Fano Factor of

σ2/µ = 7.1.

To unify our data, we posed several models with different levels of complexity (Fig 2.8). Each

model considered a promoter with bursty expression. This was represented by specifying distinct

active (ON) and inactive (OFF) promoter states with OFF-to-ON and ON-to-OFF transitions rates
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Fig. 2.7: Fluorescence auto- and cross-correlations at the HIV-1 reporter gene are well fit by a unifying

model of transcription. (Continues next page)
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Fig. 2.7: (a,b) Measured and modeled (a) auto-correlation functions AC(τ)/G(0) for each signal: CTD-
RNAP2 (red circles), Ser5ph-RNAP2 (green squares), and mRNA (blue diamonds). Dwell time is defined as
the time at which the autocovariance dropped below 20% its zero-lag value (vertical full lines). Dwell time
uncertainty is estimated from the model using SD from 400 simulated data sets, each with 20 cells over 200
min with 1 min simulation resolution (vertical dashed-lines). (b) cross-correlation function CC(τ)/G(0)
between signal pairs: Ser5ph-RNAP2 and CTD-RNAP2 (cyan squares), mRNA and CTD-RNAP2 (orange
circles), and mRNA and Ser5ph-RNAP2 (purple diamonds) at the transcription site. Model MLE fit in black
and sampled uncertainty in gray. (c) A simple model to capture RNAP2 fluctuation dynamics at the HIV-1
reporter gene. RNAP2 enter the transcription cluster with an average geometric burst with average burst
size, β, and burst frequency, ω. Phosphorylation of Serine 5 is assumed to be fast (<< 1 min) and/or the
RNAP2 enter in a pre-phosphorylated form. RNAP2 can be lost from the cluster with rate kab or escape
with rate kesc. RNAP2 completes transcription with rate kc. (d) Probability distributions for CTD-RNAP2
and Ser5ph-RNAP2 (arbitrary units of fluorescence), and mRNA (units of mature mRNA) for experimental
data (purple) and model MLE predictions (green). (e) Maximum likelihood estimate (MLE) parameters and
95% CI range. Statistics presented for the data are sample means ± S.E.M. n=number of cells/number of
independent experiments (20/8). (f) Simulated trajectory (with shot noise equal to that of experiments) of
CTD-RNAP2 (red), Ser5ph-RNAP2 (green), and mRNA (blue) intensities normalized to have a 95 percentile
of unity.

kon and koff , respectively. When the promoter is ON, RNAP2 is recruited at a rate kr [38]. Upon

fitting these models to our data, the fitted burst duration was much shorter than the one minute

experimental sampling time (i.e., koff << 1min). This allowed us to simplify the model to one

with burst frequency ω = 1/(1/kon+1/koff) = 1/kon and geometrically distributed bursts with av-

erage size β = kr/koff [39]. In all models that fit our data, RNAP2 could unsuccessfully depart the

promoter at rate kab or escape at rate kesc. After escape, the RNAP2 would complete transcription

at a combined rate kc that includes both elongation and processing.

In the minimal model that matched all data, CTD-RNAP2 were immediately phosphorylated

upon arrival at the promoter, which was consistent with the rapid (< 1 min) Serine 5 phosphory-

lation we observed (Fig 2.9). We also explored several more complicated models with separate

steps for initiation, elongation, and processing, post-transcriptional mRNA retention [40], or with

separate events describing Serine phosphorylation/initiation and de-phosphorylation/abortion (Fig

2.8). Each model was fit separately to maximize the likelihood for all observed data, but inclu-

sion of additional mechanisms and free parameters provided only marginal improvements to the

overall fit and resulted in much larger parameter uncertainties. Therefore, we used the Bayesian

Information Criteria (BIC) to select our final model as the best choice given our available data
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(See tables in Fig 2.8). By simultaneously fitting all six correlation plots (Fig 3a and 3b) as well as

the nascent mRNA means and variances, we could estimate the best models five parameters with

excellent precision (Fig 2.11). The best-fit parameter values and their uncertainties are provided

in Fig 2.7e. According to the best fit, bursts of RNAP2 occur on average every 1/ω ≈ 2.3 min
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Fig. 2.8: Mathematical models tested.
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Fig. 2.8: In the simplest “Two-state Bursting Model", RNAP2 comes in with all 3 signals in a bursting
fashion and leaves with a rate kc. “The Two-State Bursting Model koff unfixed” is the same as the previous
model, however with the parameter koff not fixed at 1000 and allowed to optimize. The “Chosen Model" is
the model described in the main text and in Fig.3. This model was selected as it fits the experimental data
well with a minimum amount of parameters (lowest Bayes Information Criterion, BIC, of tested models).
The “Fractional Phosphorylation Model" contains an extra parameter compared to the Chosen Model, frac.
Here, frac represents the fraction of unescaped RNAP2 with Ser5ph. Frac is analogous to the ratio of two
rates with timescales much faster than the rest of the model: CTD gaining Ser5ph and CTD+Ser5ph losing
Ser5ph. In the “Phosphorylation Model", RNAP2 binds the promoter and then becomes Ser5ph phospho-
rylated at a rate of kphos. With this model, RNAP2 requires the Ser5ph signal to escape and transcribe to
completion. The “mRNA Retention Model" allows mRNA to remain at the transcription site after RNAP2
completes transcription. All RNAP2 with Ser5ph leave with rate krelease and mRNA are retained at the TS.
The mRNA then leave at a rate of kc−mRNA. Next to each model, the estimated parameters, maximum
likelihood, and BIC are shown.

and have an average size of about β ≈ 15 molecules per burst. Of the RNAP2 that arrive at the

promoter, a substantial fraction f = kesc/(kesc + kab) ≈ 0.46 escape the promoter and complete

transcription, leading to convoys [20] of about f · β ≈ 7 RNAP2 per burst. Each mRNA takes

an average of 1/kc ≈ 5 min to complete elongation and processing, meaning that on average the

HIV-1 reporter contains mRNA originating from ω/kc ≈ 2 consecutive bursts. Overall, the model

predicts that there are an average of ∼20 RNAP2 on the gene in steady-state, with an average of

∼5 in the cluster near the promoter in an unphosphorylated or Ser5ph form, and ∼15 elongating

or processing near the end of the gene (See Table 1). This average picture is somewhat mislead-

ing, however, as the number of RNAP2 within the cluster fluctuates dramatically due to randomly

timed bursts. According to our simulations, there are periods when as many as ∼90 RNAP2 come

in at a time interspersed by brief and random silent periods of low RNAP2 occupancy (Fig 2.12a).

After fitting the model to capture the auto- and cross-correlation functions and the mean and

variance of the mRNA distribution, we verified that it also correctly predicted the full probabil-

ity distributions for the number of nascent mRNA molecules and RNAP2 signal intensities at

the HIV-1 transcription site (Fig 2.7d). We also simulated normalized intensities including shot

noise (Fig 2.7f), and these look similar to our measured trajectories (Fig 2.4c). The shot noise

was estimated directly from the experiments by comparing the observed zero-lag covariance G(0)

compared to an estimate for the zero-lag autocovariance found by interpolation from the short,
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Fig. 2.9: Fast-imaging experiments revealed a 3-6 sec time delay between CTD-RNAP2 and Ser5ph-

RNAP2. (a) (Left) Exemplary cell for fast imaging (150 msec/frame) for a total of 1000 time points (150
sec) in a single plane. Two positions are highlighted: the HIV-1 TS and a control nonspecific spot. (Center)
Crops showing the CTD- (red), Ser5ph-RNAP2 (green), and MS2 mRNA (black) signals at the TS and
control positions within the exemplary cell. (Right) Normalized intensity at the TS (bottom) and control
(top) positions over time from the exemplary cell for CTD-RNAP2 (red), Ser5ph-RNAP2 (green). (b)

Measured cross-correlation function CC(τ) between CTD-RNAP2 and Ser5ph-RNAP2 at the TS (orange
circles) and control (gray circles) positions separated by experimental day. The inset shows a 50-frame
rolling average to more easily identify the peak time delay between the two signals. In both cases, the cross-
correlation peaks at a lag time of roughly 3-6 seconds.

but non-zero time lags. These shot noise standard deviations were found to be 1.98×, 1.42×,

and 0.41× of the standard deviation for CTD, Ser5ph, and MS2 signals, respectively. Finally,

we simulated ChIP data for our single-gene reporter (Fig 2.12b-c). To do this, we assumed an

elongation rate of 4.1 kb/min (measured previously at this locus by analyzing the MS2 stochastic

fluorescence fluctuations [20]) and processing rate of 0.27 min−1 (so elongation and processing

times sum to our fitted 1/kc completion time). With these rates, the CTD/Ser5ph-RNAP2 simu-

lated ChIP signals from active genes displayed strong peaks at the beginning and end of the gene,

as we observed in Fig 2.1b (compare to Fig 2.12b-c). Overall, the excellent match between data

and simulations indicates our best-fit model faithfully captures transcription dynamics at the HIV-1

reporter. To facilitate further exploration of our model, we provide a graphical user interface (GUI)

[https://doi.org/10.5281/zenodo.4631141]. The GUI allows exploration of how each model param-
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eter affects model predictions, including trajectories, auto- and cross-correlations, distributions of

spot intensities, simulated ChIP data, and several derived quantities to describe the CTD-RNAP2,

Ser5ph-RNAP2, and mRNA burst dynamics (Fig 2.13).

2.3.5 Inhibiting distinct steps of the transcription cycle provides further ev-

idence for spatiotemporal organization of RNAP2 phosphorylation.

So far, our collective data and modeling suggest a precise temporal ordering of transcription

dynamics, beginning with the recruitment of CTD-RNAP2, followed by rapid initiation in 3-6

sec (indicated by Ser5ph-RNAP2), and promoter escape and elongation within another minute or

so (indicated by mRNA). Our data also provide evidence of heterogeneity in the distribution of

RNAP2 along the gene, with high concentrations near the beginning and end of the gene (Fig

2.1b). To further test our system, we perturbed it by adding three different transcription inhibitors:

Triptolide (TPL), THZ1, and Flavopiridol (Flav) (Fig 2.10). We began by inhibiting the earliest

steps in the transcription cycle to attempt to prevent the formation of the RNAP2 cluster. To

achieve this we added TPL, a small-molecule inhibitor that prevents promoter DNA opening and

transcription initiation by inhibiting the DNA-dependent ATPase activity of the XPB subunit of

TFIIH [4,41]. TPL has also been shown to induce RNAP2 degradation on the hours timescale [42],

so we imaged for just 30 consecutive minutes to focus on the more immediate impact of TFIIH

inhibition. Addition of 5 µM TPL led to a rapid and dramatic loss of both mRNA and all RNAP2

signals at the transcription site within just ∼ 10 min (Fig 2.10a-d). Consistent with our previous

findings, we observed a temporal ordering in the TPL-induced run-off of RNAP2(Fig 2.10c), with

CTD-RNAP2 signals dropping earlier than Ser5ph-RNAP2, followed by mRNA. This ordering was

observed in 7 out of 10 single cells we measured. Of these, 4 exhibited clear separation between the

three traces (inset in Fig 2.10c). Since steps that are later in the CTD cycle necessarily take longer

to respond to drugs, this ordering provides further evidence that CTD-RNAP2 slightly precedes

Ser5ph-RNAP2 by less than a minute, and that both RNAP2 signals come significantly earlier than

mRNA. These data also demonstrate that the opening of promoter DNA by XPB is a requirement
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for the formation of RNAP2 clusters. This can work by at least two mechanisms: (1) All the

Ser5ph-RNAP2 underwent initiation and abortion, but RNAP2 kept its Serine 5 phosphorylation;

(2) Initiation of the first RNAP2 activates CDK7, which can phosphorylate many RNAP2 within

the cluster.

We next used THZ1, which inhibits RNAP2 CTD phosphorylation at Serine 5 by targeting

the TFIIH kinase CDK7, thereby preventing promoter pausing, mRNA capping, and productive

elongation [4, 18, 43]. In contrast to TPL, THZ1 has a slower action, so a higher concentration

and longer exposure to this drug were needed to see an effect in real-time. Treatment with 15

µM THZ1 led to a reduction in the mRNA signal at the HIV-1 reporter within 25 min (Fig 2.10e).

Likewise, both CTD-RNAP2 and Ser5ph-RNAP2 levels were on average reduced. Interestingly,

in some single cells we observed large, temporally ordered bursts in the levels of CTD-RNAP2

and Ser5ph-RNAP2, despite continued inhibition and overall loss of mRNA. These large bursts

could even achieve RNAP2 levels that were as high as pre-treatment levels (the thicker black curve

in Fig 2.10e highlights one example). Presumably these bursts occur because there is residual

TFIIH left in the cell that are not yet inhibited by THZ1, or because recently aborted RNAP2

retain their Ser5ph within the cluster. Since mRNA levels did not burst to the same degree, we

conclude the bursts arise from clusters of RNAP2 near the promoter that initiate but fail to escape.

These transient clusters near the beginning of the gene are consistent with the high concentration

of RNAP2 near the promoter we observed by ChIP (Fig 2.1b) and are also consistent with the ChIP

predictions of our best-fit model (Fig 2.12b-c).

We next blocked a later step in the transcription cycle using 1 µM Flav, a drug that prevents

transcription elongation and RNAP2 CTD phosphorylation at Serine 2 by inhibiting the CDK9

activity of P-TEFb [18, 44]. Like THZ1, Flav also reduced the intensity of the mRNA signal, this

time within ∼15 min (Fig 2.10f). However, CTD-RNAP2 and Ser5ph-RNAP2 signals remained

relatively unchanged, exhibiting large fluctuations and a slight overall reduction on average. This

difference from THZ1 can be attributed to the later action of Flav in the transcription cycle. The

high levels of CTD-RNAP2 and Ser5ph-RNAP2 signals that remained post-Flav again support a
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dynamic clustering model [4, 5, 7–9] in which most RNAP2 are already phosphorylated at Serine

5 and presumably make repeated attempts at initiation and promoter escape.
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Fig. 2.10: Intensity fluctuations of CTD-RNAP2, Ser5ph-RNAP2 and mRNA in the presence of tran-

scription inhibitors. (a) Sample cell before addition of Triptolide (TPL). The transcription site (TS) is
shown in the dotted box, and the inset shows a zoom in, (n=10/4). (b) The TS from (a) at all times be-
fore and after addition of TPL. (c) Normalized average TS intensity over time of all the quantified cells for
CTD-RNAP2 (red circles), Ser5ph-RNAP2 (green squares), and mRNA (blue diamonds) before and after
application of TPL (vertical dashed line). The inset shows the signals in a representative cell. Data are
presented as mean values ± S.E.M. Significance was tested using a two-tailed Mann-Whitney U-test with p
≤ 0.05 (*) and p ≤ 0.01 (**). (d-f) Normalized intensity signals after application of various transcription
inhibitors, including (d) TPL (5 µM), (e) THZ1 (15 µM), and (f) Flavopiridol (Flav, 1 µM) for all the cells
analyzed. Signals highlighted in black correspond to a sample single cell, the colored shadow and the full
line in the middle of it correspond to the standard deviation and the mean in each channel, respectively. The
vertical gray dashed line in (e) highlights the time point at which a burst of RNAP2 is observed in the sample
cell in the presence of THZ1. n=number of cells/number of independent experiments.
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25+

20

15

Fig. 2.11: Parameter sensitivity analysis. Metropolis-Hastings algorithm was run to determine posterior
uncertainty of model parameters given the experimental data. Plots on the diagonal show the marginal
posterior parameter distributions for each parameter (MLE parameter estimate denoted by red dashed line)
and off-diagonal plots show the joint posterior parameter distributions for all pairs of parameters (MLE
parameter combination denoted by black marker. Colors denote log-likelihood value; an upper bound of
the 0.5% highest log-likelihoods was selected for coloring purposes. Any log-likelihood’s color above this
threshold was set to that bound). A proposal distribution of a 5 dimensional Gaussian with a standard
deviation of 3% of MLE parameters was used. 20 individual chains of 250000 with a thinning rate of 20
(100 million) were used to generate the posterior distributions. 40000 points of the posterior are displayed
in the figure.

Finally, we attempted to qualitatively recapitulate these perturbations using our best-fit model.

To do so, we evaluated several hypothetical mechanisms in which transcription is inhibited by re-

ducing one or more of the rates, including burst statistics (ω or β), the promoter escape rate kesc,

or the completion rate kc. According to simulations, inhibiting earlier steps (ω or β) in the tran-

scription cycle led to the sequential loss of all RNAP2 and mRNA signals at the transcriptionăsite

at a rate governed by the time scale of mRNA elongation and processing (Fig 2.14a), reminiscent
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Fig. 2.12: Simulated trajectories and ChIP predictions. (a) Stochastic simulation for the number of
nascent mRNA per transcription site (blue line), total number of RNAP2 at transcription site (red line), and
number of RNAP2 in cluster near transcription site promoter (red shading). Periods with ≥ 10 RNAP2
at the transcription site cluster (gray shading) are classified as ‘ON’ (14.0% of total time); periods with
no RNAP2 at the cluster are classified as ‘OFF’ (42.9% of time); and periods with intermediate levels of
RNAP2 in the cluster are classified as ‘transient’ (43.1% of time). Note that for clarity these simulations do
no include the experimental shot noise used to simulate actual measurements (as in Fig. 3f, for example).
(b) Simulated ChIP data as predicted using the model for: (Top; Strong Activity) average spot during an
ON period; (Middle; Medium Activity) average spot during a transient period; and (Bottom; Low Activity)
average spot during an OFF period. Each stochastic simulation was run for 120,000 min and sampled at 40
min intervals to ensure de-correlated points. To estimate RNAP2 loading at the inner bins, an elongation
rate of 4.1 kb/min was assumed and used to get the fraction of time spent elongating versus processing of
the total RNAP2 residence time. This fraction of elongation time was then distributed from the final bin
uniformly to the middle bins and is represented by the middle numbers of bins Pt3-8. (c) Average simulated
RNAP2 ChIP over all times including all ON, OFF and transient periods.
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a

b

Fig. 2.13: Graphical User Interface (GUI) for the transcription model. To facilitate the simulation of
transcription dynamics at a single-copy gene, the model described in the main text has been incorporated into
a MATLAB toolbox. (a) This graphical user interface (GUI) is divided into eight upper tabs, and input boxes
for specification kinetic parameters. The GUI allows the simulation of intensity trajectories in each channel.
(b) Sample display of simulated intensities normalized to the 95th percentile and running averaged with a
window of three time points. The GUI also allows for display of auto-, cross-correlations, predicted minima
from the experimental data previously loaded, prediction of ChIP distributions, and perturbed intensity
trajectories by blocking different steps of transcription in the model.
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of our TPL experiments. In contrast, inhibiting a later step (kesc), led to a retention of large num-

bers of RNAP2 in the cluster that undergoes relatively large and rapidly changing fluctuations (Fig

2.14b), reminiscent of our THZ1 experiments. Blocking (kesc) and reducing kc by 30 % led to a

slight reduction in the mRNA signal and even less decrease in the RNAP2 signals with relatively

large fluctuations (Fig 2.14c), reminiscent of our Flav experiments. We also blocked bursts (either

ω or β) and reduced kc by 30 % and obtained an overall reduction of all the signals (Fig 2.14d) that

do not represent any of the inhibitors tested here. The similarity between these simulations and our

experimental perturbations provide further support for our model and also provide evidence that

the tested inhibitors act on distinct stages of the RNAP2 transcription cycle.
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Fig. 2.14: Predicted CTD/Ser5ph-RNAP2, and mRNA signals after perturbing different steps in the

mathematical model. Simulated molecule counts for CTD/Ser5ph-RNAP2 (red, upper panels), and mRNA
(blue, bottom panels) after blocking: (a) β or ω, (b) kesc, (c) kesc and 30% kc, and (d) β or ω and 30% kc, and
their respective analytical solution in each plot (black curve). Simulated trajectories with mRNA molecule
counts above the analytical solution at time of inhibition are shown with colored lines. This was done to
simulate the experimental procedure of choosing transcription sites at the beginning of an experiment where
all three signals could be seen. Blocking is defined as multiplying the best fit parameter by 0.01 (99%
reduction), similarly blocking 30% refers to multiplying the best fit parameter by 0.3 (70% reduction). For
blocking β and ω, koff was defined by setting koff to 1000, effectively turning off bursting dynamics.)
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2.4 Discussion

In this study, we measured the dynamics of the RNAP2 CTD transcription cycle at the single-

gene level in living cells. By combining complementary antibody-based imaging probes with

multi-color single-molecule microscopy and computational modeling, we were able to detect or-

ganization in both the temporal ordering and spatial distribution of endogenous RNAP2 phospho-

rylation along a single HIV-1 reporter gene.

We find that a large number of RNAP2 at the HIV-1 transcription site are clustered around

the promoter in a region that is spatially distinct from elongating RNAP2 and mRNA synthesis (as

depicted in Fig 2.15). This spatial organization supports the notion of dynamic RNAP2 clusters that

form transcriptional hubs [45] or factories [46,47] that contain high concentrations of transcription

machinery. In steady-state, we estimate there are an average of ∼20 RNAP2 at the HIV-1 gene.

This total number of RNAP2 is in between recent estimates of ∼80 RNAP2 [6] clustered at the

constitutively expressed beta-actin locus, ∼17 RNAP2 at an exogenous mini-gene [17], and ∼7.5

RNAP2 at the Pou5f1 locus [17]. Of the ∼20 RNAP2 at our HIV-1 reporter gene, we estimate on

average ∼5 are at or near the promoter, awaiting initiation or promoter escape. During frequent

bursts, however, this number can dramatically increase to as high as 90 RNAP2, with most either

coming in with Serine 5 phosphorylation or rapidly acquiring Serine 5 phosphorylation within

seconds (Fig 2.9). Given the limited amount of space at the promoter, it is hard to imagine all

of these RNAP2 are promoter bound. Instead, we believe many are unbound and collectively

this fraction helps form the transcription cluster, which remains spatially distinct from mRNA

synthesis.

A major unresolved question is how RNAP2 are retained in clusters. One possibility is that

RNAP2 are trapped by repeated interactions with other transcription machinery in the region. Al-

ternatively, clusters could represent phosphorylation-dependent condensates. As others have re-

cently shown, phase separation can be driven by phosphorylation of the unstructured RNAP2 CTD

[7] and by the histidine-rich tail of P-TEFb [8]. Since Tat directly interacts with P-TEFb [28, 48],

it could enhance RNAP2 recruitment and clustering at the HIV-1 reporter gene.
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One possible advantage of the cluster is it retains recently aborted RNAP2 near the transcrip-

tion start site so they can rapidly re-initiate. This follows from our rapid imaging experiments,

which indicate initiation is very rapid (3-6 sec; Fig 2.9) compared to promoter escape (fitted 1/kesc

∼ 1.5 min). The distinct timescales imply two hypotheses: First, most promoter escape attempts

fail. This is consistent with earlier measurements based on FRAP that demonstrated successful

promoter escape is a rare event [18, 49]. Second, a large fraction of RNAP2 in the cluster are in-

active at any given time [5,50]. Such a large fraction of inactive RNAP2 could arise from recently

aborted molecules that retain their Ser5ph. Evidence for the retention of Ser5ph on RNAP2 after

transcription abortion was seen in an earlier study [18], where Ser5ph-RNAP2 was detected in the

soluble fraction of cells after transcription was globally inhibited via flavopiridol. The retention

of RNAP2 also helps explain our model prediction that nearly half of the RNAP2 in the cluster

(kesc/(kesc + kab) ∼46%) eventually do escape the promoter and produce a full-length transcript.

Thus, local recycling of transcription machinery within clusters may play a role in HIV-1 biogen-

esis, where Tat expression provides a positive feedback loop to amplify transcription and facilitate

the rapid production of viral proteins in host cells [51].

While the overall efficiency of transcription is relatively high at the HIV-1 reporter gene com-

pared to other genes studied, the various kinetic rates we quantified are fairly consistent with

earlier work. In particular, we found RNAP2 takes around five minutes to complete transcription

after promoter escape (1/kc in Fig 2.7). This places an upper bound on the RNAP2 elongation

and processing time. If we constrain the elongation rate to be 4.1 kb/min [20] (∼1 min for the

full gene), then we can assign the remaining time (∼ 4 min) to RNA processing at the 3′ end.

Under these conditions, the model predicts a build up in RNAP2 at the 3′ end of the gene be-

cause processing takes longer than elongation. This buildup is consistent with our ChIP data in Fig

2.1b. The estimated 4 min processing time is also consistent with an earlier estimate at this HIV-

1 locus [20], although such relatively long processing may not be representative of other genes.

Similarly, the RNAP2 initiation and promoter escape rates we quantified are consistent with earlier

reports, taking between a minute and a few minutes [27, 49]. Finally, we also detected bursts in
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transcription that result in convoys of RNAP2, as previously reported [20], and consistent with

widespread bursting observed across the genome [38, 52]. The global agreement between studies

suggests some convergence in the field, particularly given the uniqueness of our data set, which is

based on fluctuations of both MS2 [21] and RNAP2 Fab signals [27].

The ability to image by fluorescence microscopy endogenous RNAP2 phosphorylation dynam-

ics at a single-copy genes now makes it possible to estimate the RNAP2 distributions predicted by

ChIP. ChIP studies of the RNAP2 CTD transcription cycle typically display heterogeneous dis-

tributions of RNAP2 that have distinct peaks of Ser5ph-RNAP2 near the promoter and Ser2ph-

RNAP2 at the ends of genes [1, 3, 11]. However, based on ChIP alone, it is not clear if peaks

represent the distribution of RNAP2 along single genes or instead represent a population of genes.

For example, it could be that half of the genes have Ser5ph-RNAP2 paused at the beginning of the

gene, while the other half have Ser2ph-RNAP2 being processed near the end of the gene. In this

extreme example, no single gene would have RNAP2 at both ends. According to our best-fit model,

the situation for HIV-1 is not this extreme, but the distribution of RNAP2 does depend sensitively

on the timing of bursts. For example, early in a burst RNAP2 occupancy is heavily front-loaded,

with all or nearly all RNAP2 at or around the promoter in a Serine 5 phosphorylated form. Since

RNAP2 ChIP by design is biased towards genes with high levels of RNAP2 at the time of assay,

genes that have recently burst are likely to be overrepresented in the data (Sup. Fig 5b-c). As our

model demonstrates, soon after a burst, genes tend to have far more RNAP2 clustered around the

promoter than the average gene (which has just five) (Fig 2.15). According to this interpretation,

the large Ser5ph-RNAP2 ChIP peak we observe near the promoter could arise from rapid and re-

peated promoter proximal initiation and/or pausing. Given the nature of ChIP, it is also possible

the peak arises from RNAP2 within clusters that are non-specifically cross-linked during the fix-

ation step. However, this latter possibility seems unlikely as promoter proximal peaks are also

observed using techniques that detect and sequence nascent mRNA, such as GRO-seq, PRO-seq,

and mNET-seq [53]. In the future, it will be interesting to see to what extent dynamic cluster-

41



ing observed in living cells correlates with promoter-proximal RNAP2 peaks observed across the

genome in populations of fixed cells [54].

Aside from HIV-1, our technology can now be used to examine RNAP2 phosphorylation

dynamics at other single-copy genes. Given the high correlation between MS2 (mRNA) and

RNAP2 (Fabs), in the future MS2 may not even be required. For example, by combining Fab

and CARGO [55], RNAP2 phosphorylation dynamics at any endogenous gene could be visual-

ized without extensive genome editing. Alternatively, Fab could be combined with other labeling

technologies such as lacO/lacI [56, 57], ROLEX [58], ANCHOR [59], or post-fixation via DNA

FISH [60] or CasFISH [61]. Beyond RNAP2, post-translational modifications to other proteins

involved in transcription could also be studied in this way, including histones [23, 62]. However,
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mRNATranscriptional
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Fig. 2.15: Model depicting RNAP2 transcription dynamics in a single-copy gene. During extremely
short (<< 1 min ) periods of the ON state, RNAP2 is recruited in bursts (∼ 15 RNAP2) the HIV-1 reporter
gene, creating transient (∼ 1 min) of CTD-RNAP2 and Ser5ph-RNAP2 at the gene promoter, and initiating
transcription in RNAP2 convoys (∼ 7 RNAP2/convoy). The middle of the gene remains mostly empty due
to rapid transcription, while a large number of RNAP2 (∼ 15) concentrate at the end of the gene during
processing (∼ 4 − 5 min). In OFF periods (∼ 2.3 min), RNAP2 convoys that escaped the promoter during
the ON state quickly elongate and complete transcription. The gene rapidly transitions back to the OFF state
when ON (denoted by arrows). ChIP assays enrich for genes with lots of RNAP2, which will bias the assay
towards genes with RNAP2 clusters near the promoter.
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a few important caveats of Fab- or intrabody-based imaging should be kept in mind: First, if Fabs

bind their targets with too low affinity, then there will be a large unbound fraction that will decrease

signal-to-noise. For the CTD-RNAP2 and Ser5ph-RNAP2 Fab, the bound fraction was determined

to be greater than 80% [27]. Second, if Fabs take too long to bind their targets, then very rapid

processes can be entirely missed or their timescales will appear erroneously slow. According to

FRAP, the vast majority of CTD-RNAP2 and Ser5ph-RNAP Fabs used in this study bind and re-

bind their targets in well under 10 sec [27], meaning processes on the seconds time scale can be

discerned, but anything shorter may be missed. Third, if Fabs are too numerous in a cell, they may

compete with one another for binding and Fab targets could become saturated, both of which could

interfere with the underlying biology. We introduce 1-3×106 Fab per cell [22], far less than the ∼

1.5×107 RNAP2 heptad repeats [27,63]. We therefore do not expect Fabs to compete or interfere.

Together these three caveats place considerable constraints on experiments, but they are not pro-

hibitive. With the continued development of Fab [23], scFv [24], and nanobodies [64] for live-cell

imaging, finding a suitable intrabody has become significantly easier. We therefore anticipate our

technology will become a valuable tool to study transcription dynamics at the single-gene level.

2.5 Methods

Cell Culture. Transcription dynamics experiments were performed in HeLa Flp-in H9 cells

(H-128). The H-128 cell line generation was described previously [20]. Briefly, H-128 cells harbor

an HIV-1 reporter gene tagged with an MS2X128 cassette, controlled by Tat expression. The HIV-1

reporter comprises the 5′ and 3′ long terminal repeats (LTRs) containing the viral promoter, polyA

sites, as well as HIV-1 splice donor (SD1), splice acceptor (SA7) and Rev-responsive element

(RRE). H-128 cells also stably express MS2 coat protein tagged with GFP (MCP-GFP), which

binds to MS2 repeats when they are transcribed into mRNA. Cells were maintained in a humidified

incubator at 37◦C with 5% CO2 in Dulbecco’s modified Eagle medium (DMEM, Thermo Fisher

Scientific, 11960-044) supplemented with 10% fetal bovine serum (FBS, Atlas Biologicals), 10
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U/mL penicillin/streptomycin (P/S, Invitrogen), 1 mM L-glutamine (L-glut, Invitrogen) and either

400 µg/mL Neomycin (Invitrogen) or 150 µg/mL Hygromycin (Gold Biotechnology).

Chromatin Immunoprecipitation and quantitative-Polymerase Chain Reaction (ChIP-

qPCR). ChIP was performed as described previously [65] with minor modifications. Briefly, H-

128 cells grown in a 10 cm dish were fixed with 1% PFA in DMEM at room temperature for 5

min, neutralized in DMEM containing 200 mM glycine for 5 min and washed with PBS and NP40

buffer (10 mM TrisHCl, pH 8.0, 10 mM NaCl and 0.5% NP40). Fixed cells were lysed with 360

µL SDS dissolution buffer (50 mM TrisHCl, pH 8.0, 10 mM EDTA and 1% SDS) and diluted with

1440 µL ChIP dilution buffer (50 mM TrisHCl, pH 8.0, 167 mM NaCl, 1.1% Triton 100 × and

0.11% sodium deoxycholate), supplemented with a proteinase inhibitor cocktail. After shearing

chromatin using a Bioruptor UCD200 (Diagenode) at sonications of 40 sec with 50 sec intervals,

eight times at high level, the median size of fragmented DNA was 200 base pairs with a range of

50500 base pairs. The supernatant, cleared by centrifugation at 20,000 ×g for 10 min at 4◦C, was

diluted with 5.4 mL ChIP dilution buffer and then incubated with 40 µL sheep antimouse IgG mag-

netic beads preincubated with 1 µg mouse anti-CTDRNAP2 (MABI 0601), anti-Ser5phRNAP2

(MABI 0603) and anti-Ser2phRNAP2 (MABI 0602) monoclonal antibodies (Cosmo Bio USA) at

4◦C overnight with rotation. The immune complexes were washed with lowsalt RIPA buffer (50

mM TrisHCl, pH 8.0, 1 mM EDTA, 150 mM NaCl, 0.1% SDS, 1% Triton 100 × and 0.1% sodium

deoxycholate), highsalt RIPA buffer (50 mM TrisHCl, pH 8.0, 1 mM EDTA, 500 mM NaCl, 0.1%

SDS, 1% Triton 100 × and 0.1% sodium deoxycholate) and then washed twice with TE buffer (10

mM TrisHCl, pH 8.0, and 1 mM EDTA). DNA was eluted with ChIP elution buffer (10 mM Tr-

isHCl, pH 8.0, 300 mM NaCl, 5 mM EDTA and 0.5% SDS). After incubation at 65◦C overnight to

reverse the crosslinks, DNA was purified by RNase A and proteinase K treatments and recovered

using a DNA purification kit (Qiagen). For ChIPqPCR, the immunoprecipitated DNA and total

DNA were quantified by Power SYBR Green PCR Master Mix in a Mx3000P RealTime qPCR

System (Agilent Technologies). The primers used for qPCR are listed in Sup. Table 1.
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Antigen-binding fragment (Fab) generation and fluorescence conjugation. Fab preparation

was performed using the same monoclonal antibodies used in ChIP experiments and the Pierce

Mouse IgG1 Fab and F(ab’)2 Preparation Kit (Thermo Scientific), as described before [27]. In

brief, ficin resin was equilibrated with 25mM cysteine (in HCl, pH 5.6) to digest the antibodies

(CTD-RNAP2 or Ser5ph-RNAP2) into Fab. The IgG concentration used was 4 mg, and the di-

gestion reaction was incubated for 5 h. Fab and Fc regions were separated using a Nab Protein A

column (Thermo Scientific). Fabs were concentrated up to ∼1 mg/mL using an Amicon Ultra 0.5

filter (10k cut-off, Millipore) and conjugated with CF640 or Cy3 (Invitrogen) dyes. For labeling

Fab, 100 µg of purified Fab and 10 µL of 1M NaHCO−

3 were mixed to a final volume of 100 µL,

then 2 µL of CF640 or 2.66 µL of Cy3 was added, and the mixture was incubated at RT for 2 h

in a rotator protected from the light. The labeled Fab sample was passed through a PD-mini G-

25 desalting column (GE Health care), previously equilibrated with PBS, to remove unconjugated

Fab, and then the dye-conjugated Fab was concentrated up to ∼1 mg/mL with an Amicon Ultra

filter 0.5 (10k cut-off). The degree of labeling (DOL) was calculated using eq. 1, where ϵIgG and

ϵdye are the extinction coefficients of IgG at 280 nm and the dye (provided by the manufacturer),

AFab and Adye are the absorbances determined at 280 and 650 or 550 nm, and CF is the correction

factor for the dye at 280 nm (provided by the manufacturer). In this study, only Fabs with a DOL

between 0.75 and 1 were used for live-imaging experiments.

DOL =
ϵIgG
ϵdye

∗ 1

(AFab

Adye
)−1 − CF

(2.1)

Loading fluorescent Fabs into living cells. Cells were cultured in glass bottom dishes (35

mm, 14 mm glass, Mat-Tek). The next day dye-conjugated Fabs were loaded into the cells through

bead-loading [22, 27, 29, 66, 67], as follows: First, the fluorescent Fabs (CTD-RNAP2-CF640 and

Ser5ph-RNAP2-Cy3, ∼1 mg/mL, each) were mixed with PBS up to 4 µL in the cell culture hood.

Second, the medium was removed completely from the dish and stored, and the Fab mixture was

added to the center of the dish. Third, glass beads (106 µm, Sigma-Aldrich, G-4649) were im-

mediately sprinkled on top before cells dryed up and the dish was tapped ∼10 times against the
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bench. This tapping causes the beads to roll over cells and induce small tears into which the Fab

can diffuse in. Fourth, the stored medium was quickly added back to the cells, again to prevent

cells from drying out. Cells were then placed in the incubator to recover for 1-2 h. Post-recovery,

the glass beads were gently washed out with phenol-free DMEM (DMEM−, Thermo Fisher Sci-

entific, 31053-028), and the cells were stored in DMEM+ medium (DMEM− supplemented with

10% FBS, 10 U/mL P/S and 1 mM L-glut) for live-imaging experiments.

Chemicals. The transcription inhibitors, Triptolide (TPL, Sigma Aldrich), Flavopiridol (Flav,

Selleck Chemicals), THZ1, (Selleck Chemicals), fluorescence dyes, Cy3 (Invitrogen), CF640 (In-

vitrogen), and HaloTag TMR Ligand (5 mM) (Promega) were dissolved in DMSO (Sigma-Aldrich)

and stored at -20◦C until use. RNAP2 inhibitors were added to DMEM+ medium to reach the de-

sired final concentration in the cells.

Microscopy. A custom-built widefield fluorescence microscope with highly inclined illumina-

tion was used in all experiments [13, 33]. The microscope has three excitation beams: 488, 561,

and 637 nm solid-state lasers (Vortran) that are coupled and focused on the back focal plane of

the objective (60×, NA 1.48 oil immersion objective, Olympus). The emission signals were split

by an imaging grade, ultra-flat dichroic mirror (T6601pxr, Chroma) and detected with two aligned

EM-CCD (iXon Ultra 888, Andor) cameras by focusing with a 300 mm tube lens (generating 100×

images with 130 nm/pixel). Cell chambers were mounted in a stage-top incubator (Okolab) at 37◦C

with 5% CO2 on a piezoelectric stage (PZU-2150, Applied Scientific Instrumentation). The focus

was maintained with the CRISP Autofocus System (CRISP-890, Applied Scientific Instrumenta-

tion). The cameras, lasers and piezoelectric stage were synchronized with an Arduino Mega board.

Image acquisition was performed with Micro-Manager software (1.4.22) [68]. Unless otherwise

stated, the imaging size was set to 512 x 512 pixels2 (66.6 x 66.6 µm2) and the exposure time set

to 53.64 ms. The readout time of the cameras from the combination of the imaging size and the

vertical shift speed was 23.36 ms, which resulted in an imaging rate of 13 Hz (77 ms per image).

For three-color imaging, far-red fluorescence (e.g. CF640 or Alexa Fluor 647) was imaged on

one camera with an emission filter (FF01-731/137/25, Semrock), while red fluorescence (e.g. Cy3
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or TMR) and green fluorescence (e.g. GFP) were alternately imaged on the other camera via a

filter wheel (HS-625 HSFW TTL, Finger Lakes Instrumentation) with an emission filter for red

fluorescence (593/46 nm BrightLine, Semrock) and green fluorescence (510/42 nm BrightLine,

Semrock). The filter wheel position was rapidly switched during the 23.36 ms camera read-out

time by the Arduino Mega board. For two-color imaging, far-red fluorescence was simultaneously

imaged on one camera while red or green fluorescence was imaged on the other camera with the

appropriate emission filters.

Immunofluorescence. Cells grown on glass bottom dishes (35 mm, 14 mm glass, uncoated,

Mat-Tek Corporation) were fixed with 4% Paraformaldehyde (Electron Microscopy Sciences) in

1 M HEPES (Sigma-Aldrich) with or without 10% Triton 100 × (Fisher Scientific) (pH 7.4) for

10 min at room temperature (RT), and washed with PBS (3×). Permeabilization (1% Triton 100

× in PBS) and blocking (100% blocking One-P, Nacalai-USA) were performed individually, for

20 min at RT, gently rocking, and rinsing with PBS (3×) after each step. The cells were in-

cubated for 2 h at RT with 1 mL of antibody solution (10% blocking One-P:90% PBS) con-

taining 2 µg/mL of mouse monoclonal primary antibody (CTD-RNAP2 (MABI 0601), Ser5ph-

RNAP2 (MABI 0603), Ser2ph-RNAP2 (MABI 0602), as described in [27] and now available from

Cosmo Bio USA, H3K27ac (MABI0309), H3K27me (MABI0321), H3K4me1-3 (MABI0302-

0304), H3K9me2 (MABI0317), and H3K9me3 (MABI0318), purchased from Cosmo Bio USA).

After rinsing with PBS (3×), the cells were incubated for 1 h at RT with 1 mL of antibody solution

containing 1.5 µg/mL of Alexa Fluor 647 Donkey Anti-Mouse IgG (Jackson ImmunoResearch)

and washed with PBS (3×). Then, the cells were mounted using Aqua-Poly/Mount (Fischer Sci-

entific) for imaging. Single images were acquired with laser powers at the back focal plane set to

86 µW and 51.2 µW for 488 nm and 637 nm, respectively.

Additionally, to show that CTD- and Ser5ph-RNAP2 Fabs stain cells distinctively, immunos-

taining using pre-labeled Fabs against CTD-RNAP2-CF640 and Ser5ph-RNAP2-Cy3 was per-

formed. For this type of experiments, cells were fixed, permeabilized and blocked as described

above, and then incubated in an antibody solution containing 2 µg/mL of each pre-labeled Fab for
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1 h at RT. Post Fab incubation, cells were rinsed with PBS and mounted in Aqua-Poly/Mount. The

images were collected using the following laser powers at the back focal plane: 123 µW, 750 µW,

and 230 µW for 488 nm, 561 nm, and 637 nm, respectively.

Single-molecule experiments using H2B-Halo. Cells were plated in glass bottom dishes at

a seeding density of ∼ 104 cells/cm2. The next day, cells were transfected with 2.5 µg of H2B-

Halo in a 1:1 (mass) ratio using Lipofectamine LTX (Thermofisher Scientific, 15338-100). 24 h

post-transfection, cells were stained with 5nM Halo-Ligand TMR pre-treated with 30 mM NaBH4

for 30 min in the CO2 incubator (Acros Organics) to reduce the fluorophore and induce stochastic

photoblinking in live-cells [69]. After staining, the cells were washed 3 times total. Each wash

consisted of 3× 1mL DMEM−, and 1mL DMEM+ with a 5 minute interval between washes. Cells

were imaged immediately after staining and washing. For this, the imaging size was set to 256 x

256 pixels2 (33.3 x 33 3 µm2) and the exposure time set to 30 ms. This resulted in an imaging rate

of 22.8 Hz (30 ms exposure + 13.86 camera readout = 43.86 ms per frame). Single z-planes were

acquired for 10,000 frames total with laser powers at the objective’s back focal plane set to 125

µW, and 9.93 mW for 488 nm and 561 nm, respectively. To minimize photobleaching, the 488 nm

laser fired once every ten frames (to track the transcription site), while the 561 nm laser fired every

frame (for tracking individual H2B).

Single molecule tracks were identified using TrackMate 3.8 with the following parameters:

LoG Detector; Estimated Blob Diameter: 5.0; Pixel Threshold: 100; Sub-Pixel Localization: En-

abled; Simple LAP Tracker; Linking Max Distance: 3 pixels; Gap-Closing Max Distance: 2 pixels,

Gap-closing Max Frame Gap: 1 frame. Custom Mathematica code was used to calculate average

Euclidean displacement for each track longer than 5 frames. Tracks were plotted with a blue-

purple color distribution based upon their average Euclidean displacement. The transcription site

was identified using TrackMate, and plotted in red.

Live-cell imaging of transcription at the HIV-1 reporter gene To cover the entire cell nu-

cleus, all movies were taken using 13 z-stacks with 0.5 µm spacing. The z position was moved

only after all three colors were imaged in each plane. This resulted in a total cellular imaging rate
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of 0.5 Hz (2 s per volume). Note that the color scheme of the signals described in the text and

figures is based on the color of the excitation lasers, CTD-RNAP2 in red (CF640), Ser5ph-RNAP2

in green (Cy3), and mRNA in blue (GFP). For shorter live-cell imaging as in Fig 2.1, each cell was

scanned every 1 min for 30 min with the laser power at the objective’s back focal plane set to 21.4

µW, 60.5µW, and 21.74µW for 488 nm, 561 nm, and 637 nm, respectively, and the exposure time

was 53.64 ms. For longer live-cell imaging as in Fig 2.4, cells were imaged every 1 min for 200-

time points, using weaker laser powers (1.15 µW, 15.7 µW, and 5.2 µW for 488 nm, 561 nm, and

637 nm, respectively) and longer exposure times (200 ms exposure). For faster live-cell imaging

as in Fig 2.9, each cell was scanned at a much faster frame rate (150 ms/frame) for a total of 1000

time points (150 sec) in a single plane. For this, the imaging size was set to 256 x 256 pixels2 (33.3

x 33.3 µm2) and the exposure time set to 53.64 ms, with the laser power at the objective’s back

focal plane set to 1.2 mW, 335 µW, and 77.5 µW for 488 nm, 561 nm, and 637 nm, respectively.

Calibrating the number of mRNA per transcription site. To count the number of nascent

mRNAs at the transcription site, cells were imaged for a single time point using a higher laser

power for 488 nm (230 µW at the back focal plane) and a lower camera gain. These conditions

allowed us to visualize both a single transcription site and single mature mRNAs. To calculate

the number of mRNA per transcription site (see Fig 2.7d, bottom panel): (1) Several cells were

imaged on independent days. To avoid bias, cells were chosen with the same imaging conditions

used for longer live-cell experiments; (2) Images were analyzed using FISH-quant V3 [37]. Mature

mRNAs were detected, localized in 3D with a Gaussian fit, and then a point-spread function was

applied to discard spots that were larger than diffraction-limited spots. An image showing the

average intensity of the mature mRNAs was created and compared to that of the transcription site.

This ratio of these gave the number of nascent mRNA at each transcription site, from which the

distribution shown in Fig 2.7d (bottom panel, purple distribution) was computed.

Quantifying signal intensities at the transcription site from live-cell imaging movies. Im-

ages were pre-processed using either Fiji [70] or custom-written batch processing Mathematica

code (Wolfram Research 11.1.1) to create 2D maximum intensity projections from 3D movies.
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Using Mathematica code, the 3D images were corrected for photobleaching and laser fluctuations,

z-stack by z-stack, by dividing the movie by the mean intensity of the whole cell or the nucleus

in each channel. The offset between the two cameras was registered using a built-in Mathematica

routine FindGeometricTransform, which finds a transformation function that aligned the best fitted

positions of 100 nm diameter Tetraspeck beads evenly distributed across the image field of view.

2D maximum projections and 3D image sequences from the images corrected for bleaching and

laser fluctuations were then analyzed with a custom-written code in Mathematica to detect and

track the transcription site. Briefly, thresholds were selected in each channel to visualize spots at

the transcription site and a bandpass filter was used to highlight just the transcription site in the

mRNA channel. The resulting image was binarized and used to create two masks for each time

point: one marking the transcription site (transcription site mask: a mask semi-manually thresh-

olded to cover just the transcription site within the image) and one marking the background (BG

mask: a ring of width one pixel that surrounds the transcription site and is separated from the

site by two pixels). The built-in Mathematica routine ComponentMeasurements-IntensityCentroid

was used to find the coordinates of the transcription site in XY through time. The Z coordinate

was determined by selecting the z-stack at which the particle in the XY coordinate had its maxi-

mum brightness (“best z"). If the transcription site disappeared (due to transcription turning off or

inhibition), the Z was replaced by the Z coordinate of the last visible position. From the XYZ co-

ordinates at each time point, a new 2D maximum projection was created considering the “best z" at

each time point. From this, the pixel intensity values were recorded for each transcription site (TS)

and background (BG) mask, representing the mean intensity values over time at the transcription

site and the background, respectively. The raw and normalized intensity vectors were calculated

per channel and a moving average of three time points was used to display the intensity RawIntCh

as a function of time, as shown in Eq. 2:

RawIntCh = ⟨ITS(t)− IBG(t)⟩ |3 (2.2)
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The normalized intensity (as in Fig 2.4c) was calculated by dividing RawIntCh by the average

95% intensity from all transcription sites. Occasionally, normalized intensities for CTD-RNAP2

and Ser5ph-RNAP2 dip below zero. This can be caused either by RNAP2 signals being temporally

depleted at the transcription site relative to the background or by bright signals in the background

due to nearby transcription in the local vicinity. To display transcription sites over time (as in Figs.

1c and 2b and Sup. Movie 1), 3 time point moving-average trims from the “best z" were created

in each channel (showing CTD-RNAP2, Ser5ph-RNAP2, mRNA, and the merge). Each trim was

centered on the intensity centroid of the mRNA.

Covariance analysis in Sup. Figs. 1f and 2g. To test for covariance between intensity signals

from control spots and the transcription site, signal covariance was calculated using the “cov"

function in MATLAB. For quantification of bleed through, the covariance was calculated between

all possible pairs of raw intensities (CTD-mRNA, CTD-Ser5ph, and Ser5ph-mRNA) in normal

vs. bleed-through control conditions. For quantification of signals off-target, the covariance was

calculated between all possible pairs of normalized intensities on-target at the transcription site vs.

off-target at a random site p1. Significance was calculated using the Mann-Whitney U-test.

Analysis of minima signal in Fig 2d. The local minima in the mRNA signal of each cell

was detected using the islocalmin function in MATLAB. The cells that exhibited minimas below

a threshold (normalized intensity ≤ 0.20 a.u.) were selected by the algorithm. Then 7-time points

before and after the mRNA valley were considered, including the minimum, in each channel. All

the traces in each channel were averaged and fitted with a Gaussian using a 95% confidence interval

to determine the minima and maximum steady state of the average trace in each channel.

To confirm that the minima were true and not an artifact of our analysis, the analysis was

repeated at hundreds of random time points. Significance was calculated using the Mann Whitney

U-test. The p-values for the magnitude of the minima and their time delays were calculated by

comparing the magnitude of the minima to the control and the time lag to minute zero in each

signal, respectively.
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Analysis of transcription site spatial organization in Fig. 2.4e-h and Fig 2.5h. Mov-

ing average (50 time points) movies were generated to accurately determine the mean XY po-

sition of the transcription site in each channel. As described in Quantifying signal intensities

at the transcription site from live-cell imaging movies subsection, the built-in Mathematica rou-

tine ComponentMeasurements-IntensityCentroid was used. Once the XY positions for each signal

were obtained, the Euclidean distance between each pair over time was calculated, from which dis-

tributions were calculated. Significance between signals was calculated using the Mann-Whitney

U-test.

Auto- and cross-correlation analysis. The auto- and cross-correlation functions were calcu-

lated for each time trace obtained from the longer movies (like in Fig 2.4c, but without performing

a 3-time point moving-average), as previously described [34, 35]. The covariance function is de-

fined:

G(τ) = ⟨δa(t)δb(t+ τ)⟩, (2.3)

where ⟨·⟩ indicates the temporal mean, and δa(t) denotes the deviation about the mean, i.e., δa(t) =

(a(t)− ⟨a(t)⟩). Signals a(t) and b(t) can be the same signal or two different signals. In the first

case, a = b and G(τ) represent the auto-covariance, which is symmetric about τ = 0; In the

second case, G(τ) represents the cross-covariance and may be asymmetric. To calculate the cross-

correlation between the CTD-RNAP2 and Ser5ph-RNAP2 signals in the fast imaging experiments

in Fig 2.9, the intensities of tracked transcription sites through time were quantified as described

above, with a couple of minor modifications: First, because imaging was in a single plane, the rate

of photobleaching in the plane was not captured by the rate of photobleaching in the cell. For this

reason, each signal exponentially decayed. This was corrected by dividing out a single-exponential

fit to each curve. Second, we did not perform any moving average on the signals to maintain the

highest possible temporal resolution.

For fitting and data analysis, the normalized covariances, G(τ)/G(0), were used for all signals,

where G(0) denotes the zero lag auto- or cross-covariance averaged over all time points and all

biological replicas. To quantify and remove shot noise from the zero-lag auto-covariances, G(0)
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was estimated for each biological replica assuming a linear interpolation from the three shortest

non-zero lag times (1, 2, 3 minutes) prior to averaging over all replicas. The standard error of the

mean normalized covariance functions, denoted SEMG(τ), was computed as the standard deviation

of G(τ)/G(0) divided by
√
N .

A quantitative model for transcription. The derivation of the bursting model for RNAP2

recruitment and nascent transcription simple model begins with the specification of three variables:

x1(t) describes the promoter state, x2(t) describes the number of RNAP2 in the cluster, and x3(t)

describes the number of RNAP2 engaged in active transcription. Six reactions can occur: (1)

a promoter can become temporarily active with propensity equal to the burst frequency, ω ∼

kon; (2) the active promoter can deactivate at a rate koff ; (3) the active promoter can recruit and

phosphorylate RNAP2 at Serine 5 (Ser5ph-RNAP2) at a rate β ·koff ; (4) Ser5ph-RNAP2 can be lost

from the cluster at rate kab; (5) Ser5ph-RNAP2 can escape at rate kesc; and (6) escaped RNAP2 can

complete transcription with rate kc. We solve the model for the first and second order statistical

moments as previously described [71]. First, we combine the stoichiometry vectors for all six

reactions into the stoichiometry matrix, S as follows:

S =













1 −1 0 0 0 0

0 0 1 −1 −1 0

0 0 0 0 1 −1













, (2.4)
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and we write the linear propensity functions in vector from as:

w =

































−kon 0 0

koff 0 0

β · koff 0 0

0 kab 0

0 kesc 0

0 0 kc
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x3
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0

0

0

0

































, (2.5)

= W1x+w0 (2.6)

With this notation, the expected mean dynamics of E{x} are described by the ordinary differential

equation:

dE{x}
dt

= S (W1E{x}+w0) . (2.7)

From this expression, the steady state expected mean can be calculated as the solution to the

algebraic expression:

SW1ESS{x}+ Sw0 = 0; (2.8)

the steady state co-variance, ΣSS, can be calculated as the solution of the algebraic Lyapunov

equation:

SW1ΣSS + ΣSSW
T
1 S

T + Sdiag (W1ESS{x}+w0)S
T = 0; (2.9)

and the auto- and cross-covariance functions versus time lag, Σ(τ) can be calculated as the solution

of the ODE:
dΣx(τ)

dτ
= SW1Σx(τ), (2.10)

with initial condition Σx(0) = ΣSS given as the solution to (2.9).

To convert these above expressions, which are in terms of x1, x2, and x3, into quantities reflect-

ing the total RNAP2 at the transcription site (y1 = x2 + x3) and number of transcribing RNAP2
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(y2 = x3), we define a simple linear transformation:

y =







0 1 1

0 0 1






x, (2.11)

= cx. (2.12)

Under this transformation, E{y} = cE{x} and Σy(τ) = cΣx(τ)c
T .

We note that this version of the model does not distinguish between RNAP2 and Ser5ph-

RNAP2. These two distinct forms as well as other configurations are easily incorporated by

extending x to include a fourth or more states. In such cases, each new state adds two reaction

stoichiometry vectors to Eqn. (4), two reaction terms to Eqn (5), and one additional row to the

output matrix c in Eqn (11), but the rest of the analysis remains unchanged.

Using this model formulation, it is straightforward to solve for the steady state moments (Eqs.

2.8 and 2.9) and the auto- and cross-correlations (Eq. 2.10) for any combination of parameters.

However, upon fitting this model to the data, we observed that estimates for koff tended to very

large values (koff ≫ ω) and with substantial estimation uncertainty. Under these excessively large

rates for koff , each ‘on’ period is extremely short-lived and attracts a geometric number of RNAP2

with mean β (this model reduction is equivalent to the strategy in models that use geometric bursts

of protein to replace translation of short-lived mRNA as described previously elsewhere [39]).

Therefore, to reduce the number of free parameters required by the model, we fixed koff at 1000

min−1 such that each burst would be very short lived on the time scale of the experimental mea-

surements. This choice led to simpler model, but had no discernible effect on the fit of the model

to the data.

All codes, including graphical user interface are available at Zenodo

[https://doi.org/10.5281/zenodo.4631141].

Model Parameter search.
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Parameters were found using maximum likelihood estimation (MLE) considering several data

types as follows. First, errors in the measurement of the normalized auto- and cross-covariances

were assumed to be normally distributed with the measured standard error, SEMG(τ), such that

their log-likelihood functions are written

logLG(θ) = CG − 1

2

∑Nt

n=1(GD(τn)−GM(τn, θ))
2

(SEM GD

(τn))
2, (2.13)

where θ is the set of parameters, GD(τn) is the measured covariance function in the data (D),

GM(τn, θ) is the predicted covariance function of the model (M ) at a time lag of τn, and CG is a

normalization constant that does not depend on the parameters. The summation is over the first

15 lag times for the three auto-covariance functions and the 21 smallest lag times (i.e., -10min to

10min) for the three cross-covariance functions.

The model was further constrained to match the mean and variance for the measured number

of mRNA per transcription site as estimated in units of mature mRNA as calibrated using FISH-

quant. Assuming the central limit theorem, the log-likelihood of matching the observed sample

mean was estimated as:

logLµ(θ) = Cµ −
1

2

(µD − µM(θ))2

SEM

2

D
, (2.14)

where µD is the sample mean levels of mRNA from the data, µM(θ) is the mean number of mRNA

predicted by the model, and SEMD = 0.93 is the standard error of mean level of mRNA from the

data. Similarly, the log-likelihood of the measured variance, σ2
D given the model was estimated as

logLσ2(θ) = Cσ2 − 1

2

(σ2
D − σ2

M(θ))2

SEM

2

σ2
, (2.15)

where σ2
M(θ) is the mRNA variance predicted by the model, SEMσ2 is standard error for the mRNA

variance, and Cσ2 is a constant that does not depend on the parameters. The standard error of the
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sample variance was estimated using a Gaussian approximation such that:

SEMσ2 = SEM2
D

√

2

N − 1
= 14. (2.16)

Under the assumption of independence between the different data types, the total log likelihood to

match all data was the sum of the individual likelihoods:

logLTotal(θ) = logLG(θ) + logLµ(θ) + logLσ2(θ). (2.17)

Maximum likelihood estimates were found using iterated rounds of MATLAB’s fminsearch until

convergence.

To compare multiple models with different numbers of mechanisms and parameters, we com-

puted the Bayesian Information Criteria (BIC) as:

BIC = k log(n)− 2 logLTotal(θ). (2.18)

In this formulation, the value for the number of independent experiments, n, was estimated at

n = 8, which conservatively assumes one data degree of freedom for each of the six different auto-

and cross-correlation signals estimated from the time lapse experiments, and one each for the mea-

surement of the mean and variance of mRNA per transcription site as estimated imaging a single

frame using higher laser power to visualize single mature mRNAs. The number of parameters, k,

disregards the directly measured shot noise magnitudes and any parameter that was fixed at a large

value (e.g., kout when that values was fixed to 1000 s−1). This leaves k = 5 parameters for the

selected model: β, ω, kab, kesc, and kc. The Fractional Phosphorylation or Phosphorylation models

each have one additional parameter, fraction or kphos, respectively. The mRNA retention model

has one additional parameter (i.e., kc was replaced with kc−mRNA, and krelease was added). The

numbers of parameters, maximum likelihood values and parameter estimates, and BIC results for

all examined models are listed in Fig 2.8. We note that our low conservative estimate for n = 6
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(rather than basing n on the much larger number of independent experiments) was chosen to avoid

biasing the model selection toward simpler models - larger choices of n would result in much

stronger rejection of the more complex models.

Transcription inhibition experiments. For the transcription inhibition experiments in Fig

2.10, cells were imaged every 1 min for 5 time points before applying the inhibitor (t=0), TPL (5

µM), THZ1 (15 µM), or Flav (1 µM). Cells were then imaged every 1 min for 30 min total after

addition of TPL or Flav, and for 55 min total after addition of THZ1. Here, laser power at the

objective’s back focal plane were set to 21.4 µW, 60.5µW, and 21.74µW for 488 nm, 561 nm, and

637 nm, respectively, and the exposure time was 53.64 ms.

To quantify time delays in the TPL-runoff assay, TPL signals were further analyzed as follows:

(1) To account for cell variability and experimental conditions, the decays curves from each cell

were aligned. This was achieved by subtracting the time at which each cell reached half of the

decay after TPL addition. This time was obtained by an inverse hyperbolic tangent fit applied

to each channel in every cell (Fig 2.10c); (2) After the alignment, all the traces in each channel

were averaged together, and the standard error of the mean (S.E.M) was calculated. Finally, to

determine the time delays between CTD-RNAP2, Ser5ph-RNAP2, and mRNA, an inverse tanh fit

was applied, and weighted with respect to the variance of each signal.

Software All images were acquired with Micro-Manager software (1.4.22). Image preprocess-

ing was made using ImageJ (2.0.0−rc−67/1.52e Java 1.8.0_66, 64−bit).

Images were analyzed with a custom Wolfram Mathematica (11.1.1) code. For the fast movies,

tracking of the spots was performed using the ImageJ plugin, TrackMate (3.8.0). Final plots,

modeling, and the GUI were made using MATLAB R2019b; Figures were assembled together

using CorelDraw 2020 (64−bit).
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Table 2.1: Derived Quantities and Confidence Intervals Resulting from Model Fit to Data

Derived Quantity Formula Value (95% CI Range)

Average RNAP2 burst size β 15.4 (11.76-61.83)
Average RNAP2 burst frequency ω 0.43 (0.33-0.66) min−1

Average RNAP2 arrival rate r = ω · β 6.622 (5.74-27.43) min−1

Average time RNAP2 spends in cluster τCluster = 1/(kesc + kab) 0.692 (0.02-0.79) min
Average RNAP2 in cluster µCluster = r/(kesc + kab) 4.624 (0.46-5.26)

Probability of RNAP2 in cluster to escape f = kesc/(kesc + kab) 0.4615 (0.10-0.56)
Average mRNA burst size βmRNA = f · β 7.11 (4.90-8.26)

Average mRNA production rate rmRNA = µCluster · kesc 3.083 (2.49-3.52) min−1

Average actively transcribing RNAP2 µmRNA=µCluster·kesc/kc 15.512 (13.69-17.34)
Average total RNAP2 at transcription site µTotal = µCluster + µmRNA 20.136 (14.62-21.28)

Average time for mRNA completion τmRNA = 1/kc 5.032 (4.59-5.91) min
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Table 2.2: List of primers for ChIP-qPCR as shown in Figure 1. All primer sequences are 5’ to 3’.

Name Forward Primer Reverse Primer

Up GGATGACCCGGAGAGAGAAGTG AAGCAGCTGCTTATATGCAGG
TSS GCATATAAGCAGCTGCTTTTTGCC TCCCTGTTCGGGCGCCACT
Pt3 AAGGGAAACCAGAGGAGCTCTC CCCATCTCTCTCCTTCTAGCCTC
Pt4 CCATCCCTTCAGACAGGATCAGAAG GCTCTTCCTCTATCTTGTCTAAAGCTTCC
Pt5 GGAGGAGATATGAGGGACAATTGGA AAGGAACAAAGCTCCTATTCCCACT
Pt6 TGTCTGGTATAGTGCAGCAGCAG GCTGTTGATCCTTTAGGTATCTTTCCAC
Pt7 CTGTGCCTTGGAATGCTAGTTGGA TTCTTGCTGGTTTTGCGATTCTTCA
Pt8 TGGGCAAGTTTGTGGAATTGGT ATGGTGAATATCCCTGCCTAACTCT
Pt9 CAGGCCCGAAGGAATAGAAGAAGA ATTGCTACTTGTGATTGCTCCATGT

Pt10 GACCAATGACTTACAAGGCAGCT CCCTGGTGTGTAGTTCTGCCA

67



Chapter 3

The relationship between histone acetylation,

transcription initiation, and chromatin dynamics,

imaged in living-cells

3.1 Summary

Post-translational protein modifications play an important role in the regulation of gene dynam-

ics. Certain modifications, such as histone acetylation and RNA polymerase II phosphorylation, are

associated with transcriptionally active chromatin. However, the spatial and temporal relationship

between chromatin and post-translational protein modifications, and how these dynamics facilitate

selective gene expression, remain poorly understood. In this study, we address this problem by

developing a general methodology for quantifying in live cells the dynamics of chromatin across

multiple time and length scales in the context of residue-specific protein modifications. By com-

bining Fab-based labeling of endogenous protein modifications with single-molecule imaging, we

track the dynamics of chromatin enriched with histone H3 Lysine-27 acetylation (H3K27ac) and

RNA polymerase II Serine-5 phosphorylation (RNAP2-Ser5ph). Our analysis reveals chromatin

enriched with H3K27ac is separated from chromatin enriched with RNAP2-Ser5ph. Furthermore,

in these separated sites, we show the presence of the two modifications are inversely correlated

with one another on the minutes timescale. We then track single nucleosomes in both types of sites

on the sub-second timescale and again find evidence for distinct and opposing changes in their

diffusive behavior. While nucleosomes diffuse 15% faster in chromatin enriched with H3K27ac,

they diffuse 15% slower in chromatin enriched with RNAP2-Ser5ph. Taken together, these results

argue that high levels of H3K27ac and RNAP2-Ser5ph are not often present together at the same

68



place and time, but rather each modification marks distinct sites that are transcriptionally poised or

active, respectively.2

3.2 Introduction

Transcription in eukaryotic cells occurs in the context of nucleosomes, the fundamental unit

of chromatin. Nucleosomes are composed of a strand of DNA wrapped around an octet of core

histones [1]. This wrapped configuration provides an additional layer of gene regulation as it limits

the accessibility of DNA to transcription machinery [2]. To make genes more or less accessible, the

tails of histones are post-translationally modified at a large number of unique residues. These post-

translational modifications (PTMs) which include acetylation, methylation, ubiquitination, and

phosphorylation, among others change the local chemical environment of chromatin to alter the

ease by which nucleosomes can slide across DNA and interact with one another [3,4]. They also

create binding substrates for chromatin remodelers or transcription factors. Collectively, histone

PTMs are thought to create a code or language that fine-tunes chromatin spatio-temporal dynamics

[35].

Besides histones, the transcription machinery itself is also subject to a variety of PTMs that reg-

ulate gene expression. A critical example is the phosphorylation of RNA polymerase II (RNAP2)

the complex responsible for the transcription of the vast majority of protein-coding genes. RNAP2

is phosphorylated at key residues along a conserved heptad sequence that is repeated (52 times

in humans) within the C-terminus of the large, catalytic RPB1 subunit. Phosphorylation occurs

sequentially and is thought to delineate major events in the RNAP2 transcription cycle [69]. In

general, similar to histone PTMs, RNAP2-specific PTMs create binding substrates to recruit spe-

cific factors that facilitate transcription. As an additional regulatory mechanism, RNAP2 phospho-

rylation alters the local chemical environment, leading to functionally distinct clusters [1012].

2The following chapter is based upon work in which I am first author, currently under review in Science Advances.
Author Contributions: Conceptualization: M.S. and T.J.S. Performed experiments / collected data: M.S. and T.M.
Antibodies and Fab Preparation: M.S. and H.K. Cell Culture: M.S. Software development and implementation: M.S.,
D.K., T.M., T.J.S. Diffusion Analysis: M.S. and D.K. Original draft: M.S. and T.J.S. Review and edits of drafts: M.S.,
T.M., D.K., H.K. and T.J.S. Resources, supervision and funding: T.J.S.
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Histone and RNAP2 PTMs are tightly coupled during gene activation. Histone acetylation

at Lysine 27 (H3K27ac), in particular, is strongly correlated with RNAP2 Serine 5 phosphoryla-

tion (RNAP2-Ser5ph), a marker of transcription initiation and pausing at promoters and enhancers

[13,14]. A wealth of classic biofractionation, immunoprecipitation, and structural studies have led

to a standard textbook model for this correlation [3,15-17]. In the model, acetylation neutralizes

the positive histone charge and reduces hydrogen bond formation. These processes weaken in-

teractions with negatively charged DNA and other nucleosomes, so individual nucleosomes can

move more easily. Acetylation also creates binding substrates for chromatin-remodelers and other

trans-factors with acetyl-binding domains [18]. The end result is decondensed, loose, and more

mobile chromatin where enhancers and promoters can more easily come into contact and RNAP2

can more easily be recruited and initiated for efficient transcription. Super-resolution imaging of

histones in intact, fixed cells further support this model of chromatin decondensation by histone

acetylation [19], and numerous genome-wide studies have confirmed acetylation is co-enriched

with RNAP2-Ser5ph near gene and enhancer transcription start sites [7,14].

Although the textbook model provides a clear snapshot of the impact histone acetylation has

on chromatin and transcription, the dynamics underlying the model remain poorly understood and

have not been validated. This gap arises because PTM dynamics are hard to capture experimen-

tally. Histone acetylation is a dynamic mark whose levels can rapidly change through the fine

tuning of the activities of lysine deacetylases (KDAC) and acetyltransferases (KHAT) [15,20].

RNAP2 phosphorylation also rapidly changes as RNAP2 progresses through the various stages

of the transcription cycle [7,8]. Resolving the spatiotemporal relationships between highly dy-

namic acetylation and phosphorylation is therefore especially challenging. Current knowledge of

PTM relationships has therefore relied on fixed cell assays, including chromatin immunoprecipita-

tion, immunostaining, and western blotting. However, in fixed-cell experiments, the dynamics are

blurred by the experimental necessity of fixation (which mixes signals in time) and, in many cases,

cell population averaging (which mixes signals in space).
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To better resolve PTM dynamics, several live-cell imaging techniques have been developed

over the last decade. First, we and others have developed technology to directly image and quan-

tify endogenous histone and RNAP2 PTMs in living cells [21-26]. In these studies, fluorescent

antibody-based probes are used to rapidly bind and light up residue-specific PTMs in distinct col-

ors. This technology makes it possible to record the temporal fluctuations of the various modifica-

tions and better understand their dynamic relationships. Second, individual genetic loci, genes, and

nucleosomes can now be tracked in living cells, making it possible to directly measure their mo-

bilities. For example, DNA fluorescence amplification tags can be used to track single genetic loci

[27-30], RNA fluorescence amplification tags can be used to track single-gene transcription31,

and both DNA and RNA amplification tags can be combined [32-34]. More recently, advances

in single-molecule fluorescence microscopy [35,36] and fluorescent dye development [37] have

made it possible to track and quantify the mobility of single nucleosomes [35,38-42]. Together,

these new technologies are revealing a high degree of heterogeneity in chromatin mobility, both

within and across cells.

Of the various live-cell imaging studies to date, discrepancies have begun to emerge that raise

several fundamental questions about the dynamic relationship between chromatin, gene activation,

and histone acetylation. Although there seems to be consensus that dense, constitutive heterochro-

matin is less mobile than average [38,39,41,43], the mobility of less dense euchromatin remains

debatable. According to the transcription factory [44,45] or hub [46] model, the transcription

machinery is thought to be relatively immobile, causing nearby chromatin to be constrained or

anchored. Recent support for this model comes from several studies that tracked specific ge-

netic loci in living cells and showed their mobility goes down when associated with transcription

[32-34,47]. Additional support comes from single-nucleosome tracking experiments in which a

variety of global inhibitors and perturbations of transcription were used to show transcription gen-

erally confines single-nucleosome movements [38,48]. Nevertheless, direct imaging of RNAP2

[49] and other components of transcriptional hubs [50,51] has revealed they are highly dynamic

and transient structures, leaving it questionable to what degree they can immobilize chromatin.
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Furthermore, some genes and regulatory elements near genes have been observed to become more

dynamic upon transcription, providing support for an opposing model whereby transcription stirs

up chromatin [52], in opposition to the factory concept. Finally, the same single-nucleosome track-

ing studies that showed transcription slows down chromatin also showed generalized acetylation

speeds it up [38]. These results lead to a paradox: if histone acetylation and transcription initiation

act together at the same place and time in the nucleus, as the standard textbook model predicts,

how can active chromatin be both more and less mobile?

Here we directly confront this conundrum by combining single molecule tracking [35,36] with

Fab-based imaging of live-endogenous modifications (FabLEM) [21,22,24,53]. The combination

of these technologies allow us to simultaneously label and directly monitor (1) chromatin dy-

namics, (2) transcription initiation (RNAP2-Ser5ph), and (3) histone H3 Lysine 27 acetylation

(H3K27ac), all without the use of broad-acting inhibitors or perturbations. Using this approach, we

show that chromatin enriched with H3K27ac is for the most part physically separated from chro-

matin enriched with RNAP2-Ser5ph. We furthermore show that the two modifications localize to

regions that are oppositely correlated with one another and the mobilities of nucleosomes therein

are substantially different. Taken together, our data support a model wherein histone acetylation

and transcription initiation are enriched in functionally separate chromatin regions with distinct

physical behavior.

3.3 Results

3.3.1 Monitoring global chromatin dynamics in the context of histone acety-

lation and RNAP2 phosphorylation

To quantitatively explore the relationship between histone acetylation, RNAP2 phosphoryla-

tion, and chromatin dynamics, we first created an RPE1 cell line that stably expresses Halo-tagged

histone H2B (H2B-Halo; Fig. 3.1A). With this cell line, we investigated the dynamics of chromatin

at multiple time and length scales depending on the concentration of added Halo ligand. At higher

concentrations, we could label a significant fraction of H2B, allowing us to measure the dynamics
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of subcellular chromatin regions on the minutes to hours timescale (Fig. 3.1B); At lower concen-

trations, we could label a tiny subset of H2B, allowing us to measure the dynamics of individual

nucleosomes on the sub-second to minutes timescale (Fig. 3.1C,D).

To place these measurements within the local context of histone acetylation and RNAP2 phos-

phorylation, we used FabLEM23 to co-image endogenous histone H3 Lysine 27 acetylation (H3K27ac)

- marking active genes and enhancer DNA [4,54-56] - and endogenous RNAP2 Serine 5 phospho-

rylation (RNAP2-Ser5ph) - marking transcription initiation sites [8]. We were motivated by our

previous experiments in which we imaged the same modifications at an artificial tandem gene ar-

ray activated by the synthetic hormone dexamethasone [22]. One of our main findings was that

H3K27ac can facilitate gene activation and chromatin decondensation, leading to more efficient

RNAP2 recruitment and promoter escape. Due to the artificial nature of the tandem gene array,

however, we worried about the generalizability of our findings and wondered if more natural and

less repetitive chromatin would behave the same.

To directly test this hypothesis, we co-loaded our stable H2B-Halo cells with the same Fab

(fragmented antigen binding regions) we used in the earlier study and performed 3-color confocal

time lapse microscopy. As illustrated in Fig. 3.2A, we imaged endogenous H3K27ac using an

AF488-conjugated Fab (green), endogenous RNAP2-Ser5ph using a CF640-conjugated Fab (pur-

ple), and H2B-Halo using JFX-554-labeled Halo ligand57 (orange). Unlike standard fluorescent

protein fusion tags like GFP, which are permanently attached, Fabs only bind their targets tran-

siently. This reduces interference with the underlying biology and allows Fabs to rapidly respond

to changes in the post-translational protein modification landscape [24,53]. To further minimize

interference, we kept the concentration of Fab relatively low in cells so target modifications were

far from saturated, as we had in our earlier study [22]. By imaging cells every 2-3 minutes for 100

time points total (representing 200 or 300 minutes, respectively), we generated a complementary

pair of datasets that we could mine to precisely quantify the spatiotemporal relationship between

H3K27ac and RNAP2-Ser5ph across the entire nucleus (Fig. 3.2B, Sup. Movie 1).
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Fig. 3.1: H2B-Halo Stable RPE1 Cell Line Allows For Tracking Chromatin at Multiple Timescales.
(a) Sample images of multiple RPE1 cells in a single frame, stably expressing H2B-Halo, stained with Halo-
JFX554 dye at 200nM concentration. (b) Single cell H2B intensity and dynamics can be tracked for hours
without significant photobleaching (c) Same RPE1 cells as in A), except stained with 500pM Halo-TMR.
Now, single nucleosomes can be identified and tracked in real time with sub-second resolution. (d) Single-
step photobleaching curve for a sample H2B track, along with frames of a tracked H2B before and after
photobleach occurrence.
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Fig. 3.2: Simultaneous imaging of RNAP2-Ser5ph, H2B, and H3K27ac in living RPE1 cells. (a) Left)
Schematic of imaging system. H2B-Halo is stably expressed in RPE1 cells and stained with Halo-JFX-
554 ligand. AF488-H3K27ac and CF640-RNAP2-Ser5ph specific Fab are beadloaded into cells, marking
each modification in real-time. Right) Sample images and composite for all channels. (b) Experimental
time course. Cells are beadloaded with Fab 4 hours prior to imaging, and then H3K27ac, RNAP2-Ser5ph,
and H2B channels are collected in a single axial z-plane every 3 minutes for 300 minutes. (c) Scatterplots
of renormalized H3K27ac, RNAP2-Ser5ph and H2B signal intensities. Each plotted point is the paired
intensity values of the same pixel inside of a single nucleus at a single time point, with 3 representative plots
chosen, one for each pairing of channels.

75



To begin to quantify these data in a simple manner, we asked to what degree the H3K27ac and

RNAP2-Ser5ph signals were spatially correlated. On the one hand, standard immunoprecipitation

assays have long observed a strong positive correlation between histone acetylation and transcrip-

tion [15,58]. According to this body of work, genes with higher H3K27ac levels should have higher

RNAP2-Ser5ph levels [4]. On the other hand, immunoprecipitation assays are typically performed

in a fixed population of cells, so data represent an average cellular state. Thus, it is unclear if two

modifications are actually present at a single site at the same time in individual cells. For example,

it could be feasible that histone acetylation precedes RNAP2 phosphorylation, as we observed at

the tandem gene array [22]. In this case, the two signals could be spatially anticorrelated at any

given time, i.e., they would be spatially segregated.

To test if our data supported either of these two scenarios, we generated scatterplots from the

signal intensities found within the nuclear pixels of all imaged cells. Here, intensity is rescaled

from -1 to 1, with IRS = (I − ⟨I⟩) / (I97.5 − I2.5), where ⟨I⟩ is the average intensity and I97.5

and I2.5 are the 97.5 and 2.5 intensity quantiles, respectively (Fig. 3.2C). This analysis revealed

a complex relationship between the various signals. For example, while the signals were overall

positively correlated, especially the H3K27ac and H2B signals (Fig. 3.2C, right), the correla-

tions were not linear. In particular, in the H3K27ac versus RNAP2-Ser5ph scatterplot (Fig. 3.2C,

left), we observed a negative correlation in the upper-right quadrant, where both signals are rela-

tively enriched. The H2B and RNAP2-Ser5ph had a strong negative correlation, consistent with

dechromatization being coupled to transcription activity (Fig. 3.2C, middle). Thus, there is a

mixture of distinct correlations between signals within our dataset, some positive and some neg-

ative. This would suggest the relationship between chromatin, histone acetylation, and RNAP2

phosphorylation is heterogenous and most likely context dependent.
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3.3.2 Tracking histone acetylation and RNAP2 phosphorylation dynamics

at thousands of endogenous chromatin sites reveals two distinct dy-

namics

To better assess the complex relationships we saw emerging in our scatterplots, we next zoomed

in on individual chromatin sites to track signals at those sites through time. To achieve this, we

created an image processing pipeline consisting of 10 steps (Fig. 3.3A). Briefly, after averaging

over five frames and correcting for cell movement (Fig. 3.3B,C), we used a local adaptive binariza-

tion filter to mask, identify, and track thousands of individual chromatin sites that were enriched

with either H3K27ac or RNAP2-Ser5ph (Fig. 3.3D-F). An example is shown in Fig. 3.5A, where

two individual sites (of many) from a sample cell are tracked through time, the first enriched with

H3K27ac (green) and the second enriched with RNAP2-Ser5ph (purple).

In total, we tracked 15,295 non-specific endogenous chromatin sites spread across the nuclei

of 27 cells, 10,290 enriched with H3K27ac and 5,005 enriched with RNAP2-Ser5ph (Fig. 3.4).

The sites varied in size, with a median cross sectional area of 1.12 ± 0.96 µm2 (SD) for HK27ac-

enriched sites and 0.92 ± 0.70 µm2 (SD) for RNAP2-Ser5ph-enriched sites (Fig. 3.4C). These

domains were too big to be single TADs [59,60] or clutches [19], but rather more on the order of

chromatin territories [61]. Consistent with the negative correlation we saw in the upper quadrant

of our RNAP2-Ser5Ph vs H3K27ac scatterplot, the two sites tended to border one another but were

practically independent, with an overlap that occupied 5 percent of the nucleus or less (see, for ex-

ample, the combined masks and quantification in Fig. 3.4A,B). In other words, the data confirmed

regions of chromatin most enriched with H3K27ac had only moderate amounts of RNAP2-Ser5ph,

and vice versa (Fig. 3.4D).

Given the spatially independent nature of chromatin sites enriched with H3K27ac or RNAP2-

Ser5ph, we next wondered if the two types of sites displayed different dynamics. To address

this question, we quantified the rescaled fluorescence intensities of each track through time (Fig.

3.5B,C). Analyzing these tracks in detail revealed a heterogeneous track-to-track population with

a number of interesting behaviors and trends. First, many regions of chromatin maintained their
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Fig. 3.3: Analysis pipeline for confocal imaging of RNAP2-Ser5ph, H2B, and H3K27ac in living RPE1

cells. (Continued on next page)
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Fig. 3.3: Analysis pipeline for confocal imaging of RNAP2-Ser5ph, H2B, and H3K27ac in living RPE1

cells. (a) Schematic overview of the analysis pipeline used to process confocal images and track regions of
H3K27ac and RNAP2-Ser5ph. (b) Five frames are collected per time point and averaged to reduce noise
from freely diffusing background Fab. (c) Each cells nucleus is individually registered to the H2B channel to
correct for any cell movement during imaging. Pre- and Post-registration max projections of an example cell
are shown. (d) Local adaptive binarization is used to identify regions of a nucleus enriched for H3K27ac or
RNAP2-Ser5ph. For additional information see materials and methods. The same binarization parameters
are applied to all cells in all cases. After binarization, components less than 10 pixels are removed to reduce
speckle noise, and then dilated by a single pixel to fill in gaps and smooth edges. (e) An outline of final
binarization components (blue) overlaid on the original Fab image. (f) Demonstration of tracking individual
H3K27ac chromatin regions through time. Components with a line trace (green) show the detected regions
centroid movement over time. Components without a shown line trace did not meet the minimum require-
ment of 10 frame length for tracking and were discarded.

enriched status (in either H3K27ac or RNAP2-Ser5ph) for half an hour or longer, with only mi-

nor fluctuations (Fig. 3.3C, bottom). When fluctuations did occur inside of H3K27ac enriched

areas, we noticed that all three signals tended to shift in sync (Fig. 3.5B). Conversely, inside of

RNAP2-Ser5ph enriched chromatin, increases in transcription signal tended to be accompanied by

decreases in the H3K27ac and H2B signals and vice versa (Fig. 3.5C).

To assess the generalizability of these trends, we aligned all H3K27ac and RNAP2-Ser5ph sig-

nal peaks in both sets of tracks (see small arrows in Fig. 3.5B,C for a few sample peaks). We then

examined the behavior of all signals when one signal peaked. For example, how H2B and RNAP2-

Ser5ph responded when H3K27ac reached a local maximum. As expected, this revealed the dy-

namics of H3K27ac and RNAP-Ser5ph differed in the two types of sites. In H3K27ac-enriched

sites, local peaks in one modification were predictive of small local peaks in the other modification,

whereas in RNAP2-Ser5ph enriched sites, local peaks in one modification were predictive of small

local troughs in the other modification (Fig. 3.5D,E). This opposing behavior, while subtle, was

consistent across experimental replicates (Fig. 3.6A,B) and independent of whether we aligned

signals by peaks (Fig. 3.5D,E, Sup. Fig 4A,B) or troughs (Fig. 3.6A,B). To further confirm the

opposing behavior, we calculated the cross-correlation between the two modifications using sig-

nals from all tracks at all timepoints. In line with our peak alignment results, this demonstrated the
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Fig. 3.4: Characterization of H3K27ac and RNAP2-Ser5ph Regions: Overlap, Nuclear Area, and

Intensity. (a) Sample images from 8 cells demonstrating the location and overlap between H3K27ac and
RNAP2-Ser5ph masks. (b) Distribution of mask area as a fraction of nuclear area, with the overlap between
masks also shown. Expected overlap if independent represents the amount of expected overlap if each
masks area were independent and uniformly distributed throughout the nucleus. n=27 cells, 2700 masks.
(c) Top) Histogram of area of detected regions for both H3K27ac and RNAP2-Ser5ph masks. n=228,610
regions for H3K27ac, n=143,854 regions for RNAP2-Ser5ph. Bottom) Histogram of track lengths for both
H3K27ac and RNAP2-Ser5ph regions. (d) Distribution of average intensities in all signals for all H3K27ac
and RNAP2-Ser5ph tracks (i.e. each tracks signal is averaged, and contributes one data point to the distri-
bution).
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Fig. 3.5: Hours-long tracking of chromatin regions enriched for H3K27ac and RNAP2-Ser5ph. (a)

Left) A local adaptive binarization filter is used to identify and isolate regions of chromatin enriched for
specific post-translational modifications. Right) Enriched regions are tracked through time. An individual
sample of H3K27ac enriched and RNAP2-Ser5ph enriched tracks are shown. (b) Time traces from a sam-
ple track of chromatin enriched for H3K27ac, with average levels of H3K27ac, RNAP2-Ser5ph, and H2B
within the region plotted. Identified peaks within H3K27ac and RNAP2-Ser5ph signals are labeled in green
and purple, respectively. (c) Same as B, for RNAP2-Ser5ph enriched region. (d) Left) Aligned H3K27ac
(n=2228 peaks) peaks from all H3K27ac enriched chromatin tracks (n=10,290 tracks total; n = 2743 greater
than 30 frames). All signals were aligned based upon the detected peaks timepoints. Right) Aligned RNAP2-
Ser5ph detected peaks (n=2387) in the same tracks. (e) Left) Aligned RNAP2-Ser5ph peaks (n=874 peaks)
from all RNAP2-Ser5ph enriched chromatin tracks (n=5,005 tracks total; n = 965 greater than 30 frames).
All signals were aligned based upon the detected peaks timepoints. Right) Aligned H3K27ac peaks (n=683)
in the same tracks.
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two modifications are positively correlated with one another in sites enriched with H3K27ac but

negatively correlated with one another in sites enriched with RNAP2-Ser5ph (Fig. 3.6C).

Based on these observations we can conclude three things. First, the fact that peaks did not al-

ways align with peaks (and troughs did not always align with troughs) confirmed our analysis was

free of focus drift or illumination issues that would cause signals to artifactually dim or brighten

in sync. Second, despite H2B and H3K27ac being present together within nucleosomes, our peak

analysis found the two signals can be decoupled when acetylation levels are high. Specifically,

when we aligned RNAP2-Ser5ph peaks occurring inside highly acetylated tracks, a distinct trough

in H2B appeared despite an increase in H3K27ac (Fig. 3.5D, right). Conversely, when we aligned

RNAP2-Ser5ph troughs in the same tracks, a distinct peak in H2B appeared despite a drop in

H3K27ac (Fig. 3.6A, bottom-right). These data therefore provide direct evidence that H3K27ac

can act independently of and even counter changes in nucleosome density. Third, the temporal

correlation we measured between H3K27ac and RNAP-Ser5ph dramatically changed depending

on which modification was enriched. When H3K27ac was enriched, the signals fluctuated in a

correlated manner, whereas when RNAP2-Ser5ph was enriched, the signals fluctuated in an anti-

correlated manner (Fig. 3.6C). We therefore conclude chromatin enriched with either H3K27ac or

RNAP2-Ser5ph display distinct dynamics from one another on the minutes timescale.

3.3.3 Single Particle Tracking of H2B at Transcriptionally Enriched Sites

Reveals Chromatin Slowdown

Given the differences in the temporal correlations we observed between sites enriched with

H3K27ac and RNAP2-Ser5ph, we were curious if the two types of sites also exhibited different

dynamics on shorter length and timescales. In particular, we wondered if chromatin within each

site exhibited unique microscopic dynamics that could help explain or predict our longer-term

observations. Our experimental system was uniquely poised to address this question because we

could adjust our imaging setup in a straight-foward manner to enable the tracking of individual

nucleosomes on the milliseconds time scale while still co-imaging PTMs using FabLEM (Fig.
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Fig. 3.6: Peak and Trough Detection Combined with Cross-Correlation Analysis Verify H3K27ac,

RNAP2-Ser5ph and H2B Dynamic Behavior. (a) Detected peaks and troughs in all H3K27ac enriched
tracks for two data sets of n=13 cells and n=15 cells. Both RNAP2-Ser5ph and H3K27ac peaks and troughs
were detected, and all 3 signals were aligned based upon those peaks and troughs. (b) Same as (A), for
RNAP2-Ser5ph enriched regions. (c) Cross correlation of various signals inside of H3K27ac and RNAP2-
Ser5ph enriched regions, calculated for all tracks of length 20 frames or greater. Error bars are standard
deviation obtained via bootstrapping (n=1000).
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3.1C,D), and single-particle tracking and the corresponding analysis of trajectories is a useful way

to decode the dynamics of intracellular components [62-65].

We first focused on transcriptionally active regions marked by RNAP2-Ser5ph. We hypothe-

sized nucleosomes in these regions would either diffuse faster or slower than normal. In support of

slower nucleosomes, several recent reports [33,38,66] have shown an anti-correlative relationship

between chromatin mobility and transcriptional activity, consistent with the presence of hypoth-

esized transcription factories or hubs that lock down chromatin [44]. In support of faster nucle-

osomes, on the other hand, it has been observed that some enhancers and promoters are more

mobile after differentiation-induced transcription activation in embryonic stem cells, leading to

the proposition that RNAP2 transcription activity stirs the local chromatin environment [52].

To see which of these two opposing scenarios is dominant, we again bead-loaded RPE1 cells

stably expressing H2B-Halo with AF488 labeled Fab specific to RNAP2-Ser5ph. To enhance

fluorescence signal-to-noise and enable long-term tracking of single fluorophores, we switched

from confocal to highly inclined laminated optical (HILO) sheet microscopy [36] (Fig. 3.7A). To

acquire many tracks with minimal crossing events, we sparsely labeled H2B-Halo with a reduced

form of TMR ligand that is stochastically photoactivated during imaging [67]. Finally, we adjusted

our imaging rate to a little over ten frames per second to exclusively track chromatin-incorporated

H2B, an indicator for single nucleosomes [35,38] (Fig. 3.7B).

Using this experimental setup, we collected tens of thousands of tracks from 31 cells across 3

experimental replicates and created an analysis pipeline (Fig. 3.8A). To isolate tracks associated

with RNAP2-Ser5ph, we again applied a local adaptive binarization filter to the nuclei of each cell

to highlight all sub-nuclear regions enriched with the specific PTM (Fig. 3.7B, Fig. 3.8B,C). We

then selected all tracks that remained inside of the mask for at least ten consecutive frames (Fig.

3.7C, Fig. 3.8D). This left us with hundreds to thousands of single-nucleosome tracks per cell to

quantify chromatin mobility in the context of RNAP2-Ser5ph.

To ensure that our masking process was not creating a selection bias amongst our tracks, we

created a control mask. For this, we isolated and identified each region of connected pixels in
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Fig. 3.7: Single-particle tracking of H2B located within transcriptionally active regions marked by

RNAP2-Ser5ph (Continued on next page).
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Fig. 3.7: Single-particle tracking of H2B located within transcriptionally active regions marked by

RNAP2-Ser5ph. (a) Imaging scheme for single-particle H2B tracking experiments utilizing HILO mi-
croscopy setup. A combination of H2B-Halo and Fab specific for RNAP2-Ser5ph are utilized to track single
molecules of H2B in the context of transcription. (b) Top Row: Left) Sample single frame of RNAP2-
Ser5ph Fab in living RPE1 cells. Middle) Sample single frame of single-molecule H2B-Halo in the same
cell. Right) Colored composite of RNAP2-Ser5ph and H2B channels in purple and orange, respectively.
Bottom Row: Left) Outlines of RNAP2-Ser5ph local adaptive binarization mask overlaid upon the 100-
frame average image from which the mask was extracted. Middle) Single local adaptive binarization mask
of RNAP2-Ser5ph enriched regions. Right) RNAP2-Ser5ph mask with overlaid H2B-Halo tracks in or-
ange. (c) Selected zoom from (B) showing sample full traces of Halo-H2B tracks occurring both inside
and outside RNAP2-Ser5ph enriched regions. (d) Sample single-cell fit for the ensemble MSD of all H2B
tracks lasting 10 frames or longer, localized in a randomized mask control (gray, n=5860 total tracks across
10 randomizations) or in RNAP2-Ser5ph enriched, transcriptionally active regions (purple, n=463 tracks).
Determined diffusion coefficient (Kα) and alpha coefficient (α) for this fit are labeled. (e) Difference in
Kα and α for RNAP2-Ser5ph enriched regions vs a randomized mask control. Each data point represents
the difference in fit coefficients for a single cell fit (n=31 cells), relative to the mean value, with each cell
comprising hundreds to thousands of H2B tracks. Significance determined via students t-test.

each mask, and each region was then separately moved by a randomized vector. This procedure

created a random mask with a similar morphology to our original mask, but randomly dispersed

throughout the nucleus (Fig. 3.8E,F). In so doing, we could compare nucleosome dynamics inside

the original RNAP2-Ser5ph mask to average nucleosome dynamics inside a large collection of

morphologically identical random masks. This process is critical because restricting tracks to any

masked region inherently selects for slower tracks and the amplitude of this selection bias depends

on the precise size, shape, and morphology of the mask in question (Fig. 3.8G).

To quantitatively compare dynamics in our original and random masks, we fit the ensemble

and time-averaged mean-squared displacement (MSD) of nucleosomes to a model of anomalous

diffusion [68,69] such that MSD = Kαt
α
lag. Here, Kα is the so-called generalized diffusion

coefficient and α is the anomalous exponent (Fig. 3D). Similar to other reports [35,38,70], our

fitted Kα was in the range of 0.03 ± 0.01 µm2/sec, while our fitted α was consistently ∼0.45

± 0.1 (even after correcting for both static and dynamic localization errors and eliminating their

effect using a resampling approach [71]). Normal diffusion would be characterized by α=1. In our

case the exponent α indicates the nucleosomes in the cell nucleus are subdiffusive, i.e., their MSD

is sub-linear in lag time.
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Fig. 3.8: Analysis Pipeline for Tracking Single Nucleosomes in the Context of Post-Translational Mod-

ifications. (Continued on next page).
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Fig. 3.8: Analysis Pipeline for Tracking Single Nucleosomes in the Context of Post-Translational Mod-

ifications. (a) Schematic overview of the image processing pipeline for H2B single-molecule tracking ex-
periments. (b) Fab and single-molecule H2B are imaged in an alternating fashion, for 5000 total frames
(3.7min). (c) 100 Fab images are used to create an average intensity image, reducing the noise generated
by freely diffusing Fab. A local adaptive binarization algorithm is then applied to create a mask of enriched
regions. (d) Determination is made whether single nucleosome tracks are inside or outside of the mask,
and tracks outside of a mask are not used in subsequent analysis. (e) To create a randomized mask, first
the connected pixels in a mask are segmented into separate regions, or components. Entire components are
shifted by an individually randomized vector, creating a mask with random distribution of components, but
whose morphology is analogous to the original mask. (f) Overlap between real and randomized masks. Dis-
tribution of overlap is quantified and compared to an in-silico control, the expected overlap between masks
if all pixels in the nucleus were randomized individually. n=25 real and randomized masks (g) Log-log plot
of all nuclear H2B MSD in a single cell vs those inside of 10 sets of 25 randomized masks for the same cell.
The EA-TA-MSD for H2B inside randomized masks is always slightly decreased, demonstrating the need
for a randomized mask control.

To control for cell-to-cell variability, we subtracted the fitted Kα and α values of nucleosomes

inside randomized masks from those inside RNAP2-Ser5ph enriched masks. This generated a ∆α

and ∆K for each cell, allowing us to directly compare chromatin dynamics at a single-cell level

and controlling for any cell-to-cell variability. As shown in Fig. 3E, the percent change in these

differences provided a convenient single-cell measure of the impact RNAP2-Ser5ph enrichment

has on single-nucleosome mobilities.

According to our fits, nucleosomes diffusing near chromatin sites enriched with RNAP2-

Ser5ph experienced no significant change in the type of diffusion they underwent (∆α∼0, Fig. 3E,

right). Despite that, the nucleosome diffused 15 percent more slowly, characterized by a marked

decrease in the diffusion coefficient. This substantial reduction in the mobility of nucleosomes

near sites of transcription initiation supports the transcription factory/hub model [44]. Further-

more, because our measurements were at random sites in a random set of cells, our data suggest

nucleosome slowdown near transcription initiation is a common event that does not depend on

specific perturbations or drug treatments.
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3.3.4 Enrichment of H3K27ac Predicts an Increased Nucleosome Diffusion

We next turned our attention to histone acetylation, applying the same methodology to chro-

matin sites enriched with H3K27ac. According to the textbook model, histone acetylation should

weaken DNA-nucleosome interactions, theoretically opening up chromatin structure to facilitate

nucleosome mobility. In principle, we would therefore predict acetylated nucleosomes have a

higher mobility than average. On the other hand, we just observed that less dense, transcriptionally

active chromatin can have reduced mobility. The direct relationship between chromatin density

and mobility is therefore not obvious. So far the only study [38] that observed increased single-

nucleosome mobility in the context of acetylation relied on the use of Trichostatin-A (TSA), a

broad inhibitor of HDAC proteins that have many non-histone targets [72]. It is therefore unclear

how chromatin will behave in regions enriched for H3K27ac.

To more directly address this question, we performed the same experiment as above, except

we now loaded cells with AF488 labeled Fab specific for H3K27ac. As before, we tracked single

nucleosomes, created real and randomized masks for H3K27ac enrichment, and isolated tracks

inside of those regions (Fig. 3.9A, Sup Movie 3). We then fit the ensemble and time-averaged

MSD from each cell inside the masks to extract Kα and α (Fig. 3.9B), calculated ∆K and ∆α for

each cell, and plotted the distributions together (Fig. 3.9C).

As we saw with RNAP2-Ser5ph, our data indicate nucleosomes in regions enriched with

H3K27ac did not experience any significant change in the type of diffusion they underwent (∆α ∼0,

Fig 4D, right). However, in stark contrast to what we saw with RNAP2-Ser5ph, we now observed

a significant increase in the diffusion coefficient Kα. Specifically, our data suggest nucleosomes

diffuse ∼15 percent faster than normal when associated with chromatin enriched for H3K27ac

(∆K>0, Fig 4D, left). These data therefore provide direct live-cell support that acetylated nucleo-

somes move more freely in 4D space, as the standard model of histone acetylation would predict.

Furthermore, the fact that we observed a speed up in nucleosomes in this case rather than a slow

down suggests our general strategy for measuring nucleosome dynamics in the context of specific

PTM masks is unbiased. Taken together, our data support a model whereby H3K27ac and RNAP2
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Fig. 3.9: Single-particle tracking of H2B inside of H3K27ac enriched chromatin regions. (a) Top
Row: Left) Sample single frame of H3K27ac Fab in living RPE1 cells. Middle) Sample single frame of
single-molecule Halo-H2B in the same cell. Right) Colored composite of H3K27ac and H2B channels
in green and orange, respectively. Bottom Row: Left) Outlines of H3K27ac local adaptive binarization
mask overlaid upon the 100-frame average image from which the mask was extracted. Middle) Single local
adaptive binarization mask of H3K27ac enriched regions. Right) H3K27ac mask with overlaid Halo-H2B
tracks in orange. (b) Selected zoom from (A) showing sample full traces of Halo-H2B tracks occurring both
inside and outside RNAP2-Ser5ph enriched regions. (c) Sample single-cell fit for the ensemble MSD of all
H2B tracks lasting 10 frames or longer, localized in a randomized mask control (gray, n=1892 total tracks
across 10 randomizations) or in H3K27ac enriched chromatin (green, n=445 tracks). Determined diffusion
coefficient (Kα) and alpha coefficient (α) for this fit are labeled. (c) Difference in Kα and α for RNAP2-
Ser5ph enriched regions from a randomized mask control. Each data point represents the difference in fit
coefficients for a single cell fit (n=30 cells), relative to the mean, with each cell comprising thousands of
H2B tracks. Significance determined via students t-test.
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Ser5ph mark opposing ends of the nucleosome mobility landscape, with H3K27ac marking sites

of increased mobility and RNAP2-Ser5ph marking sites of decreased mobility.

3.4 Discussion

Despite the well known correlation between histone acetylation, chromatin structure, and gene

activity, the dynamic relationship between these factors has remained largely unexplored in living

cells. In this study we addressed this issue by combining single-molecule tracking with live-cell

imaging of PTMs. Using this unique combination of technologies, we quantified the dynamic

interplay between endogenous histone acetylation marked by H3K27ac, endogenous transcription

initiation marked by RNAP2-Ser5ph, and chromatin mobility marked by stably expressed H2B-

Halo.

Our work revealed several fundamental relationships (Fig. 3.10). First, we showed chromatin

that is highly enriched with H3K27ac was generally segregated from chromatin that was highly en-

riched with RNAP2-Ser5ph. This was a bit surprising given the strong and positive genome-wide

correlation between H3K27ac and RNAP2-Ser5ph regularly observed via chromatin immunopre-

cipitation. A straightforward explanation for this apparent discrepancy is that individual chromatin

sites oscillate between two states, one enriched with H3K27ac and one enriched with RNAP2-

Ser5ph. Over time or across a cellular population this would result in an average co-enrichment

in signals. Alternatively, given the apparent temporal stability of many of the regions we tracked,

a single genetic locus could move back and forth between stable, preformed sites enriched with

either H3K27ac or RNAP2-Ser5ph. Such models are not unprecedented as we observed a similar

phenomenon at the MMTV tandem gene array [22]. In that study, H3K27ac levels at the array

were high prior to activation, but the levels rapidly dropped post-activation when RNAP2-Ser5ph

rapidly rose. Similarly, in another study with zebrafish embryos, high H3K27ac were observed at a

developmental gene prior to its activation, but levels again dropped once RNAP2 was recruited24.

Beyond these specific examples, it is now generally accepted that the vast majority of genes dis-

play bursty transcription [73-75], transitioning between active and inactive states. In light of this,
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Fig. 3.10: Two state model of RNAP2-Ser5ph and H3K27ac enriched chromatin domains. Inside
the nucleus, two distinct sites are characterized by enrichment for RNAP2-Ser5ph or H3K27ac with little
overlap. H3K27ac enriched regions represent poised chromatin, which is slightly more dense than aver-
age chromatin but has increased single nucleosome mobility. In combination, these factors reinforce 3D
target searching, increasing the probability of contact between genetic elements or interacting proteins.
RNAP2-Ser5ph enriched regions are areas of high transcriptional activity, where chromatin is decondensed
but stabilized by the presence of bound transcription machinery.

it is tempting to speculate that bursty genes also oscillate between PTM states, having high levels

of H3K27ac at one time followed by high levels of RNAP2-Ser5ph at another time. Unfortunately,

we were unable to confirm any state-transitions in this study because we could only track a spe-

cific site while it remained enriched. In the future this shortcoming could be reconciled by directly

labeling and tracking single genetic elements while co-imaging H3K27ac and RNAP2-Ser5ph.

Second, we showed the H3K27ac and RNAP2-Ser5ph signals were positively correlated through

time in sites enriched with H3K27ac, but negatively correlated in sites enriched with RNAP2-

Ser5ph. These distinct time-dependent spatial correlations persisted for up to 20 minutes (Sup Fig.

3.9C), a timescale on par with the transcription cycle of average-sized genes according to RNAP2

FRAP and MS2-based gene tracking experiments [76-78]. The data therefore suggest the rela-

tionship between H3K27ac and RNAP2-Ser5ph may change throughout the transcription cycle. In

sites poised for transcription (which we define here as high H3K27ac and low RNAP2-Ser5ph),

increases in H3K27ac levels help recruit RNAP2 and vice versa (green sites in Fig. 3.10). On the
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other hand, in transcriptionally active sites (high RNAP2-Ser5ph, lower H3K27ac; purple sites in

Fig. 3.10), increases in H3K27ac lead to a loss in RNAP2-Ser5ph and vice versa, most likely due

to enhanced RNAP2 promoter escape or pause release by H3K27ac [13,22] and the decondensa-

tion of nucleosomes by active RNAP2. This dual behavior is consistent with what we observed at

the MMTV tandem gene array [22]. In that study, we showed H3K27ac at the array prior to its

activation was predictive of (1) the efficiency of transcription factor recruitment immediately after

hormone induction and (2) later RNAP2 promoter escape and chromatin decondensation. Whereas

the former would positively correlate with RNAP2-Ser5ph, the latter would negatively correlate.

Thus, our data support a model wherein H3K27ac plays multiple roles in tuning gene activation

efficiency.

Third, we showed that single nucleosomes diffused ∼15% slower than normal in transcrip-

tionally active sites enriched with RNAP2-Ser5ph and ∼15% faster than normal in sites enriched

with H3K27ac. Taken together, these data paint a heterogenous picture of the chromatin mobility

landscape [43], one that is dynamically colored by local enrichments in specific PTMs (Fig. 3.10).

While the molecular details of this two-state model have yet to be clarified, it does answer the

conundrum between standard model predictions in acetylated and transcriptionally active regions.

Namely, H3K27ac and RNAP2 can have separate impacts on chromatin landscape and mobility

because they are acting in different places and times in living cells.

Regarding the slowdown of nucleosomes we observed in the context of transcription, our re-

sults are consistent with previous reports tracking single-genomic loci [33,66], as well as with a

similar study tracking single nucleosomes in the presence of transcriptional inhibitors [38]. Going

beyond those previous studies we have now linked the slowdown to RNAP2-Ser5ph, a specific

PTM associated with transcription initiation/pausing [7,14]. Furthermore, we did so without the

use of drugs or broad-acting perturbations. Our data therefore support a model wherein transcrip-

tion initiation is processed predominantly in factories [44] or hubs [50,51] that tend to lockdown

nearby chromatin rather than stir it up [52]. While the lockdown we observe is consistent with

traditional notions of transcription factories, we cannot rule out other models of lockdown. For
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example, crowding within phase-separated condensates [79] or within stiff transcriptional loops

[80] could also restrict chromatin mobility. Similarly, we cannot exclude the possibility that some

genetic loci behave differently. This is because we had no way of labeling the genomic context of

each track. In other words, we could not say if a subset of fast or slow tracks were associated with

a specific gene or a specific chromosomal locus. Furthermore, because we focused exclusively on

RNAP2-Ser5ph, we may have missed some portion of transcription sites. Recently, there is grow-

ing evidence that transcription initiation (marked by RNAP2-Ser5ph) and elongation (marked by

RNAP2-Ser2ph) are spatially separated [12,81]. Thus, it is possible that chromatin enriched with

actively elongating RNAP2 may still associate with highly mobile nucleosomes [81]. In the future

it will therefore be interesting to compare nucleosome mobilities within the context of a wider

range of RNAP2 PTMs.

Regarding the enhanced mobility of nucleosomes we observed in the context of H3K27ac, our

results are again consistent with a previous report that tracked nucleosomes in the presence of in-

hibitors [38]. As before, we go beyond this work by directly tracking nucleosomes in the context of

a specific PTM without the use of inhibitors, which have many off-target and non-specific effects.

Furthermore, by focusing on the H3K27ac modification, a well known marker of promoters and

enhancers [55], our data suggest these elements are especially dynamic prior to transcription acti-

vation, in line with the predictions of the standard model of gene activation by histone acetylation.

Although we did not examine other residue-specific histone acetylation marks, such as H3K18ac

or H3K9ac, we expect many will behave similarly, not only because of the earlier experiments

with TSA [38], but also from the classic viewpoint that acetylation acts redundantly to neutralize

histone charge [3]. In particular, we expect H3K27ac is most likely redundant because it is written

by the promiscuous p300/CBP lysine acetylase subfamily [82] and its complete removal has little

impact on fly development and mouse embryonic stem cell differentiation [83,84]. Nevertheless, it

will be interesting to examine other acetylations one by one. H3K9, in particular, would be an in-

teresting comparison since it plays a distinct role in nuclear receptor transactivation and is written

independently of H3K27ac by the Gcn5/PCAF lysine acetylase subfamily [85].
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In summary, we have combined single-nucleosome tracking with live-cell, multicolor PTM

imaging to reveal two types of distinct intranuclear regions that are enriched with RNAP2-Ser5ph

or H3K27ac and that display distinct dynamics across multiple time and length scales. We believe

this imaging strategy, combined with computational tools to track, extract, and analyze dynamics

within masked regions of cells in an unbiased fashion, create a powerful experimental platform to

better elucidate the role residue-specific PTMs play in gene expression networks. The techniques

we have developed here can now be used to study a suite of other modifications. For example,

beyond acetylation, it will be interesting to mask chromatin marked by other histone PTMs, both

individually and in combination. Our methodology to track nucleosomes in the context of PTMs

can also be generalized to track other proteins, such as transcription factors or chromatin remod-

elers. As the number of PTM-protein combinations is huge, our general method can be broadly

applied to help elucidate the hidden roles PTMs play in diverse gene and chromatin regulatory

networks.

3.5 Materials and Methods

Cell culture and care

Human retinal epithelial cells (hTERT-RPE1, ATCC) were grown in 10% (v/v) FBS (Atlas) /

DMEM (Thermo Scientific). Media was supplemented with 1 mM L-glutamine (Gibco) and 1%

(v/v) Pen/Strep (Invitrogen/Gibco) and cells were grown at 37◦C in 5% CO2. Cell density was

maintained between 15-80%. RPE1 cells were purchased from ATCC and were authenticated via

STR profiling by ATCC and tested negative for mycoplasma contamination. Cells were stored at

-80◦C in Cellbanker1 (Amsbio LLC), and thawed >1 week prior to any imaging.

Stable cell line creation

RPE1 cells were transfected with a Halo-H2B plasmid containing a Neomycin-resistance selec-

tion site. Transfection was performed with an LTX Lipofectamine with Plus Reagent kit (Thermo

Fisher), per the manufacturers instructions. Briefly, an 80% confluency, 35mm MatTek Chamber

was washed and the media was replaced with 1.75 mL Opti-MEM (Thermo Scientific) directly
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before transfection. The transfection solution included 2.5 µg DNA plasmid, 7.5 µl Plus reagent,

and 7.5 µl Lipofectamine, and the remainder Opti-MEM for a total solution volume of 250 µl. This

solution was incubated for 515 min at room temperature before being added to the cell chamber.

Cells were incubated in this transfection solution for 24 h before the media was changed back to

10% FBS-DMEM. Cells were then transferred to a 10cm dish and allowed to replicate for 14 days

under selection at 750µg/ml Geneticin G418 Sulfate (Gibco). Cells were then stained with Halo-

JF646 at 500nM for 30 min, immediately washed with 1X PBS, and sorted via flow cytometry

(FACS) to obtain a consistent population of stable H2B-Halo expressing RPE1 cells. The stable

line was maintained under a constant selection of 400µg/ml Geneticin.

Fab generation and dye conjugation

RNAP2-Ser5Ph and H3K27ac specific Fab were generated and affinity purified as previously

described [21]. Briefly, Fab were generated from monoclonal antibodies using the Pierce Mouse

IgG1 Fab and F(ab’)2 Preparation Kit (Thermo Fisher). Antibodies were first digested into Fab in

a Zeba Desalt Spin Column (Thermo Fisher) containing immobilized Ficin while gently rotating

for 35 h at 37◦C. Fab were purified from the digest by centrifugation in a NAb Protein A column.

Eluted Fab were concentrated to >1 mg/mL and stored at 4◦C. Fab labeling with AF488 and CF640

was performed in small batches using 100 µg Fab. The dye was an AlexaFluor488 ester (Invitro-

gen) or CF640 (Biotium) dissolved in DMSO and either used immediately or stored at 20◦C. For

labeling, 100 µg of Fab was dissolved in a final volume of 100 µl of 100 mM NaHCO3 (pH 8.5)

plus 4 µl of AF488 or 2 µl of CF640 dye. Fabs were incubated with dye for ∼2 h at room temper-

ature with constant gentle rotation and agitation. The Fab were separated from unconjugated dye

in an equilibrated PD MiniTrap G-25 desalting column (GE Healthcare). Fab were concentrated in

an Amicon Ultra-0.5 Centrifugal Filter Unit (NMWL 10 kDa; Millipore) to >1 mg/ml. The degree

of labeling (DOL) was calculated using the following equation:

DOL =
ϵIgG
ϵdye

∗ 1

(AFab

Adye
)−1 − CF

(3.1)
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Fab is the extinction coefficient of Fab (70,000 M−1 cm1), dye is the extinction coefficient of

the dye used for conjugation (71,000 M−1 cm1 for AF488 and 105,00 M−1 cm1 for CF640), A280

and Adye are the measured absorbances of dye-conjugated Fab fragments at 280 nm and at the

peak of the emission spectrum of the dye (488 nm for AF488, 637 nm for CF640), respectively,

and CF is the correction factor of the dye (the ratio of the absorbances of the dye alone at 280 nm

to at the peak). If the DOL was <0.7, this protocol was repeated on the same Fab to increase their

DOL to ∼1. Fab were then stored at 4◦C for later use.

Bead loading of Fab and Halo-ligand staining prior to imaging

To bead load RNAP2-Ser5Ph and H3K27ac specific Fab, cells were plated at 75% confluency

on a 35 mm glass-bottom chamber (MatTek) 24 hours before imaging. Cells were bead loaded as

described previously86. Briefly, 1.5µg of each Fab required for an experiment is added together

and diluted to 5µl in 1x PBS. Cell media is removed, and the 5 µl mixture of Fab was pipetted

directly on top of the cells, followed by a sprinkling of 100 µm glass beads to form a monolayer

on top of the cells (Sigma Aldrich). The entire chamber is then lifted and firmly tapped on the

worktop 6-8 times inside of the culture hood. The media was then immediately replaced and cells

were returned to the incubator. After 4 h of recovery, cells were washed three times in phenol-

free DMEM with 10% FBS and 1 mM L-glutamine. For single molecule experiments, HaloTag-

TMR ligand was first incubated in 100mM NaBH4 / 1X PBS for 10 minutes, and then diluted to

500pM and cells were stained. For non-single molecule experiments, HaloTag-JaneliaFlour-X554

(JFX554) was used at 200nM concentration. In all cases cells were incubated with HaloTag ligand

for 30 minutes, then followed by 3x (3 washes in DMEM with 10% FBS and 1 mM L-glutamine

followed by 5 minutes of incubation). Cells were moved to the microscope stage-top incubator for

imaging 4h post-bead loading.

Live cell imaging with the confocal microscope

Live cell images were acquired on an Olympus (IX83) inverted spinning disk confocal micro-

scope equipped with a Cascade II EMCCD camera. A 100x oil immersion objective with a pixel

size of 0.096 µm was used for all images. Cells were plated 24 hours before imaging, beadloaded
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4-5 hours before imaging, and stained with Halo-JFX554 30 minutes before imaging, as described

above. The chamber was allowed to acclimate in the stage-top incubator for 2-3 hours before final

image collection to prevent focal shift. 488 nm, 561 nm, and 637 nm lasers were used in all cases.

5 frames were acquired in each channel, for each cell, every 2 or 3 minutes.

Confocal image registration

A sequence of post-processing functions was applied to all confocal images prior to any bina-

rization or tracking of specific subnuclear regions. First, for each channel, the 5 images collected

at each time point were averaged together. To correct for cell movement, a maximum intensity

projection of all 100 time points of H2B images was created for each cell, and a mask of nucleus

movement was drawn by hand around the maximum projection. The mask of nucleus movement

was multiplied by all images, leaving only the nucleus of interest. The resultant nuclear H2B

images were fed into the FIJI [87] plugin Register Virtual Stack Slices [88], which aligned each

nuclear image. This created a list of transformation functions for each time point for each cell,

which were then used in conjunction with FIJI plugin Transform Virtual Stack Slices to regis-

ter the Fab channels for each cell, ensuring that the exact same transformation is applied to all

channels.

Identification of sub-nuclear enriched regions with local adaptive binarization

To isolate sub-nuclear regions enriched for RNAP2-Ser5Ph or H3K27ac, custom code was

written which utilized a built-in Mathematica function, LocalAdaptiveBinarize. First, a nuclear

mask was drawn by hand, and multiplied by all images to isolate only the nucleus. Each nuclear

image had its intensities normalized from 0 to 1, and a function was applied to each pixel:

Ilt = α ⟨In⟩+ βσn + γ (3.2)

where Ilt is the local threshold, ⟨In⟩ and σn represent the local mean and standard deviation in

the neighborhood of n pixels. The values α, β, γ are user-defined constants. If a pixels value is

higher than the resultant function, it is set to 1, else it is set to 0. For all masks created, the same

parameters were used. These are: n=441 (21x21 window), α=0.94, β=0.6, γ=0.05. The resulting
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binary image had speckle noise eliminated by applying a 10-pixel size filter, and the remaining

regions were dilated by 1 pixel to smooth and fill in gaps.

Tracking of RNAP2-Ser5Ph and H3K27ac enriched regions

The local adaptive binarization masks from above were then tracked using FIJI plugin Track-

Mate [89] (v7.6.1) using the following parameters: LoG Detector; Estimated Blob Diameter: 15.0;

Pixel Threshold: 0.01; Sub-Pixel Localization: Enabled; Simple LAP Tracker; Linking Max Dis-

tance: 10 pixels; Gap-Closing Max Distance: 3 pixels, Gap-closing Max-Frame Gap: 2 frame.

The resulting tracks were fed into custom Mathematica code which finds the region associated

with each x-y coordinate for each track. A region was defined as the set of connected pixels with a

value of 1 that are also within 5 pixels in any direction from the X-Y centroid. The values of each

channels raw data pixels (H3K27ac, H2B, RNAP2-Ser5Ph) were then rescaled for each nuclear

image, with -1 and 1 set to the 2.5 and 97.5 quantiles, respectively, to account for outliers. All

3 channels pixel intensities within the tracked region were then extracted and averaged together,

resulting in a single value for H3K27ac, H2B, and RNAP2-Ser5Ph for each tracked region, for

each time point. If the resulting time traces had missing data points due to track gaps, these values

were linearly interpolated from adjacent data (less than 3% of total data).

Correlation and Cross-Correlation Analysis

To calculate the correlation of H3K27ac, H2B, and RNAP2-Ser5Ph rescaled intensity traces,

the Pearson correlation coefficient was calculated. The mean time-lag cross correlations were

obtained by calculating the Pearson correlation coefficient for each track individually at various

time lags, and then weighting each time lag by the length of the track used to calculate it. Then all

tracks cross correlation curves were averaged. The error of cross correlation curves was obtained

via bootstrapping. To bootstrap, intensity traces were randomly selected from the pool of data,

with replacement, equal to the size of the dataset. Then, the mean cross correlation is calculated

as above, and the process is repeated 1000 times. The error is reported as the standard deviation of

all 1000 bootstrapped cross correlation curves.

Peak and trough calling analysis
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To find peaks in the H3K27ac and RNAP2-Ser5Ph rescaled intensity tracks, the scipy [90]

function in Python scipy.signal.find_peaks() was used using a prominence of 0.15, a width of 2 and

distance of 10. Troughs were found the same way after signals were inverted. For this analysis,

tracks of length < 30 time points were ignored. Also, if peaks were within 10 time points of the

beginning or end of a track, they were ignored (to facilitate easier alignment of all peaks).

Live cell imaging on the HILO microscope

All live-cell imaging was performed on a custom built widefield fluorescence microscope with

a highly inclined thin illumination scheme described previously. Briefly, the microscope equips

three solid-state laser lines (488, 561, and 637 nm from Vortran) for excitation, an objective lens

(60X, NA 1.49 oil immersion, Olympus), an emission image splitter (T660lpxr, ultra-flat imaging

grade, Chroma), and two EMCCD cameras (iXon Ultra 888, Andor). Achromatic doublet lenses

with 300 mm focal length (AC254- 300-A-ML, Thorlabs) were used to focus images onto the

camera chips instead of the regular 180 mm Olympus tube lens to satisfy Nyquist sampling (this

lens combination produces 100X images with 130 nm/pixel). A single camera was used to capture

both Fab (AF488, Thermo-Fisher) and Halo-H2B stained with Halo-ligand (TMR, Promega). A

high-speed filter wheel (HS-625 HSFW TTL, Finger Lakes Instrumentation) is placed in front

of the camera to minimize the bleed-through between the red and the green signals (593/46 nm

BrightLine for the red and 510/42 nm BrightLine for the green, Semrock). All single molecule

imaging was performed on a single focal plane for each cell. The laser emission, the camera

integration, and the emission filter wheel position change were synchronized by an Arduino Mega

board (Arduino). Image acquisition was performed using open source Micro-Manager software

[91] (1.4.22).

Live RPE1 cells were placed into a stage-top environmental chamber at 37◦C and 5% CO2

(Okolab) to equilibrate for at least 30 min before image acquisition. Imaging size and exposure

time were set to 256 by 256 pixels and 30 msec, respectively. The resultant imaging rate was 23hz,

(43.34 ms per frame). Fab and single-molecule images are alternated, resulting in 86.68 ms per
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frame for each channel. Laser powers were measured at the back focal plane to be 150 µW for 488

nm and 3.4 mW for 561 nm.

Single-molecule H2B tracking and Mask Assignment

Single-molecule tracks were identified using TrackMate 5.0.1 [92] with the following parame-

ters: LoG Detector; Estimated Blob Diameter: 5.0; Pixel Threshold: 100; Sub-Pixel Localization:

Enabled; Simple LAP Tracker; Linking Max Distance: 3 pixels; Gap-Closing Max Distance: 2

pixels, Gap-closing Max-Frame Gap: 1 frame.

Movies were 5000 total frames, 2500 of Fab and 2500 of single molecule H2B in an alternating

fashion. Masks were generated by first averaging 100 frames of Fab images, then applying the

local adaptive binarization algorithm as above, thereby generating 25 masks which updated every

8.2 seconds. Single-molecule H2B tracks were then assigned to a mask based upon maximum

residence time. Tracks were determined to be inside or outside of H3K27ac, RNAP2-Ser5Ph, or

randomized masks based upon their sub-pixel X-Y coordinates. Tracks which crossed between

mask borders were split, and track segments which resided in an area for at least 10 consecutive

frames were kept.

Diffusion analysis (Generating EA-TA-MSD curves, truncating tracks based on length,

and fitting for K and alpha)

TrackMate files were fed into a custom MatLab script for analysis. To calculate the time-

averaged mean square displacement (TAMSD) for each track, all tracks were first truncated to

include only their first 10 frames. TAMSD was calculated as follows [93]:

δ2(n∆t) =
1

N − n

N−n
∑

j=1

(r[(j + n)∆t]− r[j∆t])2 (3.3)

where r is xy position as a function of time, the overbar indicates a temporal average,t is the

frame time, tlag = nδt is the lag time, and N is the number of data points in the trajectory. The

ensemble averaged TAMSD (EA-TA-MSD) was calculated by averaging all single-nucleosome

TAMSD results for each cell . A localization error of 30nm was roughly determined from the

intercept of the EA-TA-MSD curve, and a correction was applied to all curves prior to fitting. The
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first five points of the logarithm of EA-TA-MSD vs logarithm of time curve for each cell were used

in a linear fit to obtain K (generalized diffusion coefficient) and (anomalous exponent) according

to:

⟨

δ2(tlag)
⟩

∼= Kαt
α
lag (3.4)

To obtain Kα and α for each individual cell, Kα and α obtained using randomized masks were

subtracted from Kα and α obtained using the real-mask.

Randomized mask generation

A randomized mask was created from the local adaptive binarization of real data through the

following process. Each subnuclear component, defined as the series of connected foreground

pixels within the local adaptive binarization, had its pixel locations identified. For each component,

a randomized vector was created with value between -20 and 20 for both the x and y directions.

Each component was then shifted in its entirety by pixels equal to the value of the randomized

vector. The result was a randomized, binarized mask which has a morphological nature based on

the data from which it was created, but with each subnuclear component randomly placed.

Resampling MSD Curves to Calculate α Without Static and Dynamic Errors

MSD data obtained form single particle tracking are prone to static and dynamics errors,

making it challenging to obtain a reliable estimation of the anomaly exponent α [94,95]. In or-

der to eliminate both types of errors, we employ a resampling approach as proposed by Weiss

[71]. Namely, we analyzed nucleosome trajectories within a real and control mask with minimum

lengths 20 or 30 frames. We employed two different trajectory lengths to ensure that the approach

is robust in terms of number of frames. For each dataset, we resampled the trajectories, taking only

even or odd positions, resulting in the two trajectories with frame times 2∆t for each original one

with frame time ∆t. The TA-MSD was calculated for the original and resampled data, δ2(tlag).

Then a translated MSD functional is computed for each v(tlag,∆t) = δ2(tlag) − δ2(∆t), so that

the exponent α is found from the relation:
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v(tlag, 2∆t) = 2αv(tlag,∆t) (3.5)

where v(tlag, 2∆t) is the functional for the resampled data. The exponent α is thus:

α =
1

log2

⟨

log[v(tlag, 2∆t)]

log[v(tlag,∆t)]

⟩

(3.6)

after averaging over different lag times. The from three independent data sets were then aver-

aged to find the anomaly exponent for H3K27ac and RNAP2-Ser5ph data, and for their associated

control masks.
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Chapter 4

Bead loading proteins and nucleic acids into

adherent human cells

4.1 Summary

Bead loading is an inexpensive assay for loading membrane, impermeable particles into live

adherent cells. This protocol has proven extremely useful for loading probes for single cell or a sin-

gle molecule or fluorescence microscopy experiments. Bead loading allows researchers to quickly

load all sorts of molecules, including proteins, DNA, RNA, synthetic particles, or a combination

of these simultaneously into single cells. 3

4.2 How to introduce plasmids and proteins into cells

Loading macromolecules into mammalian cells necessitates methodology which allows them

to cross the cells plasma membrane (Stewart et al., 2016). Several methods can introduce plas-

mids into mammalian cells through transfection, including liposomal transfection (Felgner et al.,

1987) and DEAE-dextran transfection (Schenborn Goiffon, 2000). However, methods for loading

proteins or membrane-impermeable particles into cells are more limited.

Several techniques have bypassed this difficult hurdle using various strategies. First, microin-

jection delivers particles through a micropipette into cells live on a microscope (Celis, 1984).

While arguably the most controlled and least invasive method, this technique is relatively low

throughput because cells must be loaded one-by-one. Further, microinjection requires specialized

3Chapter 4 is adapted from Cialek, C. A., Galindo, G., Koch, A. L., Saxton, M. N., Stasevich, T. J. Bead Loading
Proteins and Nucleic Acids into Adherent Human Cells. J. Vis. Exp. (172), e62559, doi:10.3791/62559 (2021).
Author contributions: C.A.C. acquired/analyzed all data, did all experiments, and made all graphs, and made Table
4.1 (except imaging HeLa and RPE1 cells in 4.4A,B, contributed by M.N.S.). A.L.K., C.A.C. M.N.S. and T.J.S.
wrote the manuscript. G.G. and M.N.S. designed and created the figures. A.L.K., C.A.C., G.G., M.N.S. and T.J.S.
edited the manuscript and figures. Dr. Phil Fox and Dr. Linda Forero gave valuable advice on bead loading different
cell types.
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equipment and is technically demanding. Second, electroporation is a way to electro-inject pro-

teins into cells via voltage-induced membrane disruption (Chakrabarti et al., 1989; Potter, 2003;

Wilson et al., 1991). However, this method again requires specialized, expensive equipment and

the shock can cause cell stress and mortality. Further, cells must be trypsinized before elec-

troporation and subsequently replated, limiting the timeframe at which cells can be investigated

post-electroporation. Third, cell membranes may be chemically modified for temporary reversible

permeabilization (Fawell et al., 1994; Prior et al., 1992). Steptolysin-O (SLO) loading inserts

an endotoxin into cell membranes which forms temporary pores, allowing exogenous membrane-

impermeable particles, including proteins and DNA plasmids, to enter cells (Walev et al., 2001).

After a 2 hour recovery, about half the cells repair these pores and halt internalizing particles

from the solution. However, this technique requires a long recovery time and is incompatible with

cell types that cannot tolerate endotoxins. Fourth, mechanical disruption loads particles into cells

through physical perturbation of the cell membrane (Pitchiaya et al., 2012). This can be done in

multiple ways, including scratching, scraping, and rolling beads atop cells (McNeil et al., 1984;

Ortiz et al., 1987). As early as 1987, beads have been used to mechanically load proteins into

cells (McNeil Warder, 1987b). More recently, we have optimized and adapted the bead loading

technique beyond proteins to include loading of plasmids and RNA, as described here.

Bead loading is an easy, inexpensive, and fast method for loading protein and plasmids into

adherent human cells. Glass beads are briefly rolled atop cells, temporarily disrupting their cellu-

lar membrane. This allows particles in solution to enter. Since bead loading has low efficiency, it

is best suited for single-molecule or single-cell microscopy experiments. Bead loading can intro-

duce a wide variety of proteins, including fragmented antibodies (Fab; (Hayashi-Takanaka et al.,

2011a; T. Morisaki et al., 2016)) purified proteins like scFvs (Tanenbaum et al., 2014), intrabodies

(Jedlitzke Mootz, 2021), or mRNA coat proteins like MCP (Coulon et al., 2014; Pichon et al.,

2020). Plasmid expression vectors can also be added to the protein solution and bead loaded si-

multaneously (Koch et al., 2020a; Moon, 2020; Moon et al., 2019). Beyond proteins and plasmids,

molecules as large as 250 nm polystyrene beads have been introduced into cells via bead loading
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(personal correspondence). Bead loading is incredibly inexpensive, costing less than a penny per

experiment in materials and requiring no additional expensive equipment. The cost is further re-

duced by minimizing the amount of probes used per experiment, since only the cells in the center

14 mm-diameter microwell of an imaging chamber are loaded. It should be noted that the limited

loading area means that bead loading is not ideal for bulk-cell loading.

In this chapter, we demonstrate the bead loading process, including both how to construct the

bead loading apparatus and how to perform an experiment (Fig. 4.1). We show that proteins, RNA,

and DNA can be loaded into various cell types. Further, we demonstrate both by representative

images and quantification that two different proteins simultaneously bead loaded have highly cor-

related cellular concentrations andrelatively low variance. We discuss variations in the protocol

based on cell type and loading of protein, plasmid or RNA. Though beads are thought to perforate

and disrupt the cell membrane, when performed properly, the bead loading process dislodges only

a small number of cells from the bottom of the imaging chamber and after a short recovery period

cells continue to grow and divide. This methodology is ideal for live-cell microscopy experiments,

including single-molecule protein and RNA tracking, post-translational modification detection, ob-

servation of dynamic cellular mechanisms, or subcellular localization monitoring(Forero-Quintero

et al., 2020; Hayashi-Takanaka et al., 2011a; Koch et al., 2020a; Lyon et al., 2019b; T. Morisaki et

al., 2016).

4.3 Bead loading proteins and plasmids into adherent human

cells

The most common application of bead loading is to introduce one or more types of protein

into adherent human cells. To illustrate this, we bead loaded cells with a solution of a Cy3- and

Alexa488-conjugated Fab protein. Though not every cell in the microwell was bead loaded, the

cells that were loaded almost always had both Cy3- and Alexa488-labeled proteins together (Fig

4.2A). According to an earlier estimate, when 1 µl of 0.5 mg/mL ( 2.5 µm) Fab is bead loaded
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Fig. 4.1: Bead loading apparatus, technique, and timeline..
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(Hayashi-Takanaka et al., 2009), as in Fig. 4.2A, each cell is loaded with roughly a million Fab

molecules.

Plasmid DNA encoding GFP (1 µg of plasmid DNA, 1.8 microliters of 557 ng/µl) added with

0.5 µg Cy3-labeled protein was also introduced into cells via bead loading and subsequently ex-

pressed and visualized (Fig. 4.2B). The GFP fluorescence represented that the GFP-encoded plas-

mid was not only loaded into cells but also expressed. Thus, in the same cell, bead loading can

introduce a protein probe (like Cy3-labeled Fab) and reporter plasmid (like GFP), as performed

in our lab previously.(Koch et al., 2020a; Moon, 2020; Moon et al., 2019) We quantified 40 per-

cent of cells were bead loaded with Fab protein and 21 percent of the bead-loaded cells expressed

the co-loaded plasmid, as shown in the representative fields-of-view in Fig. 4.2B. We typically

load each chamber with 1-2 µg of plasmid, approximately the same amount as lipofections. Bead-

loaded cells express widely varying levels of plasmids (Fig. 4.2C,D). To specifically measure this,

we used the Fisher Ratio test to compare the distributions of protein and plasmid intensity data.

We found that though the protein 1 and 2 had similar intensity distributions to one another (p =

1) each protein had a significantly smaller distribution than the plasmid (p = 3.2e-6 and 1.8e-5).

Though this could be from variability in how many plasmids are loaded per cell, we suspect that

the greater source of variability comes from the many steps required for plasmid expression – in-

cluding being imported into the cell nucleus, transcription, and translation – that are likely to vary

greatly between cells. In contrast, the levels of bead-loaded proteins had little cell-to-cell variance,

and the levels of two simultaneously loaded proteins highly correlated with each other (Fig. 4.2C-

E). Plasmid expression can be seen as early as 2-4 hours post bead loading but may occur later

depending on when optimal plasmid expression is obtained. We recommend performing a time

course to determine the best window of expression for a specific plasmid spanning 2-24 hours post

bead loading. This can be done in one chamber with long timeframe imaging or by bead loading

and staggering multiple chambers.
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Fig. 4.2: Bead loading introduces low variability in protein concentration but high variability in plas-

mid expression.. (a) Cells were bead loaded with 0.5 µg of each of the proteins Alexa488-conjugated
anti-H3K27Acetyl Fab (green) and Cy3-conjugated anti-RNAPII-Serine5phosphorylation Fab (red) in 4
µl of bead loading solution. Cells were DAPI-stained (blue) then live-imaged immediately. Scale bar
measures 20 µm. (b) Cells were bead loaded with 0.5 µg of Fab protein (Cy3-conjugated anti-RNAPII-
Serine5phosphorylation, red) and 1 µg of plasmid encoding superfoldGFP-H2B (green) in 4 µl of bead
loading solution. After 24 hours, cells were DAPI-stained (blue) and imaged live. Scale bar measures 30
µm. (c-e) Protein 1 (JF646-HaloLigand-labeled HaloTag-MCP), protein 2 (Cy3-conjugated anti-FLAG Fab)
and a plasmid encoding EGFP (N-EGFP-LacZ) were bead loaded together into cells. The total intensity in
each fluorescent channel was measured in a 1.3 x 1.3 µm patch in the cytoplasm of each cell. N = 25 cells.
(c) Representative cells expressing the bead loaded plasmid, N-EGFP-LacZ. The same imaging conditions
and intensities were used for all cells. Spots are aggregates of the expressed protein. Scale bar measures 10
µm. (d) The chart shows each cells total intensity of either protein 1, protein 2, or EGFP expressed from the
plasmid. Each channel was normalized to the median. Bonferroni-corrected P values were calculated by the
Fisher Ratio test, comparing if the distribution of protein or plasmid intensity data has the same variability.
Each point represents a cell. (e) The total intensities for either both proteins, protein 1 and the plasmid, or
protein 2 and the plasmid are plotted against each other. Calculated R2 values are displayed. Each point
represents a cell.
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4.4 Bead loading and cell health

Bead-loaded cells remain adherent and are healthy enough to grow and divide. Bead-loaded

human U2OS cells were imaged directly before, directly after, and 24 hours after bead loading.

Proper bead loading had almost no noticeable effect on the number of cells or their morphology,

as shown in this representative field of view (Fig. 4.3A, left, middle). In contrast, poor bead

loading with too many beads and excessive tapping force is depicted in Fig. 4.3B. This caused

much cell loss (large patches of the coverglass without cells and detached, floating, out-of-focus

cells), poor cell morphology (cells appearing rounded up and poorly adhered), and clusters of beads

remaining on the coverglass after bead loading. Though cells are thought to undergo mechanical

damage during bead loading, cells grew and proliferated in the properly bead loaded chamber, as

evidenced by the increased number of cells 24 hours after bead loading (Fig. 4.3A, right). The

magnitude of the effect to cell viability can be assessed through a variety of assays, such as a MTT

assay, to compare bead-loaded to mock loaded cells (Kumar et al., 2018). Further, we show here

and previously that the bead loaded cells, themselves, undergo cell divisions (Fig. 4.3C) and the

timing of mitosis was not affected by bead loading (Stasevich et al., 2014), which serves as further

evidence to sustained cell health after bead loading.

4.5 Loading different cell types and materials via bead loading

Bead loading is a versatile technique, accommodating several types of adherent cell lines and

various types of macromolecules. We demonstrate this variety by loading RPE1 and HeLa cell

lines with Fab (Fig. 4.4A, B). Table 4.1 provides further examples of bead loading in different cell

lines, in our lab and beyond, and points out some of the nuanced differences between bead loading

protocols from other labs. Of note, the diameter of glass beads used for loading varies greatly

between labs, though most efficient loading was found for small, 75 µm diameter beads in several

cell lines (McNeil Warder, 1987b). Further, our lab has begun bead of RNA as well (currently

unpublished). Fig. 4.4C displays a representative U2OS cell bead-loaded with a Cy5-RNA 9mer

and Cy3-DNA 28mer together.
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Fig. 4.3: Bead loaded cells remain adherent and are healthy enough to grow and divide.. (a) Cells were
bead loaded with 0.5 µg of each of the proteins Alexa488-conjugated anti-H3K27Acetyl Fab (green) and
Cy3-conjugated anti-RNAPII-Serine5phosphorylation Fab (red) in 4 µl of bead loading solution. Cells were
DAPI-stained (blue) then live-imaged immediately. Scale bar measures 20 µm. (b) Representative image
of U2OS cells bead loaded with components from A but with harsh tapping and too many beads. The red
arrow identifies extra glass beads. Scale bar measures 2 mm. (c) U2OS cells were loaded with 1.5 µg of the
14.4 kbp plasmid smFLAG-KDM5B-15xBoxB-24xMS2, 0.5 µg of Cy3 conjugated anti-FLAG Fab (green),
130 ng HaloTag-MCP (magenta) in 8 µl of bead loading solution. Directly before imaging, the HaloTag was
stained with JF646-HaloLigand. The MS2 stem loops of the mRNA transcribed from the reporter plasmid
are labeled by MCP (magenta spots), and FLAG-tagged translated reporter protein is labeled via anti-FLAG
Fab (green colocalization to mRNA). Mature Fab-labeled protein localizes to the nucleus. This cell was
imaged 4-15 hours after bead loading. Yellow arrows identify the cell nucleus before and nuclei after cell
division. Scale bar measures 5 µm.
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Fig. 4.4: Bead loaded cells remain adherent and are healthy enough to grow and divide.. (a-b) RPE1
(A) and HeLa (B) cells were bead loaded with 1.5 µg of a nuclear Fab protein (anti-RNAPII-Serine5-
phosphorylation) in a 4 µl loading solution. Each cells nucleus (nuc) and cytoplasm (cyto) are marked.
Cells were imaged 6 hours after being bead loaded. Scale bars measure 5 µm. (c) Human U2OS cells were
bead loaded with both Cy5-RNA 9mer (magenta) and Cy3-DNA 28mer (green) oligos, 10 picomoles of
each, in 4 µl bead loading solution. Cells were imaged 4 hours after being bead loaded. All cell nuclei are
highlighted by a dashed line. The cells nucleus (nuc) and cytoplasm (cyto) are marked. Scale bar measures
5 µm.
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4.6 Bead loading of live, adherent cells is inexpensive and ver-

satile

The bead loading technique described here is a cost-effective and time-efficient method for

introducing macromolecules and other types of particles into adherent cells. This versatile process

can load protein (Fig. 4.2A; (Forero-Quintero et al., 2020; Hayashi-Takanaka et al., 2011a; Lyon

et al., 2019b; T. Morisaki et al., 2016)), a combination of protein and plasmids (Fig. 4.2B-E;

(Koch et al., 2020a)), RNA (Fig. 4.4C), 100 and 250 nm polystyrene beads (Ashok Prasad lab,

unpublished), synthetic dyes (Jones et al., 2011) or quantum dots (Sabri, 2020; T. Emerson et

al., 2014). Bead loading may have the capability to load other types of membrane-impermeable

particles as well. Its most-used application is for loading antibodies or Fabs to target endogenous

epitopes, like post-translational modifications (PTMs), in live cells. Targets like PTMs are often

difficult to label in live cells without established PTM-specific genetically encoded tags, such as

a mintbodies (Sato et al., 2013, 2018). In contrast, bead loading can introduce multiple types

of probes, reporters, or other molecular tools together into the same cell for monitoring multiple

readouts simultaneously. We anticipate that bead loading will be a useful technique for loading a

variety of macromolecules or particles.

A major advantage of bead loading is the low cost: each experiment costs less than a penny. A

bead loader apparatus can be made easily using inexpensive materials costing in total about $150,

which is significantly less expensive than any other cell loading method. The cost of a bead loader

apparatus can be further reduced to under $10 by replacing the metal reusable chamber with a

plastic one. For this, either drill a hole in a 35 mm chamber or remove the glass from a 35 mm

glass-bottom chamber, then securely fasten the mesh in place with tape. In lieu of an apparatus,

bead loading can even be performed using a wide-bore p-1000 pipette tip to scoop and sprinkle

beads onto cells, though this variation adds variability in the size and number of beads.

A major benefit of bead loading is that cells retain normal overall morphology, recover rapidly,

and continue to grow and divide for the U2OS, RPE1, and HeLa cells studied here and other

122



cell lines studied elsewhere (Fig. 4.3, Fig. 4.4A,B, Table 4.1; (Stasevich et al., 2014)). During

bead loading, cells undergo physical stress and sometimes dislodge and peel ( 5 percent of cells

peel under optimal conditions, but greater cell loss can happen if bead loading is performed too

forcefully or too many glass beads are loaded atop the cells, depicted in Fig. 4.3B). However,

cells appear healthy and can be imaged as soon as 30 minutes after bead loading (Fig. 4.3A).

We generally give cells a 30-minute recovery period but anticipate that imaging sooner post-bead

loading is feasible. A major drawback of this technique is that the cells need to be capable of

withstanding minor physical stress during loading and remain securely adhered to the coverslip.

Poorly/non-adherent cell lines or cells grown on coated plates (e.g. HEK and stem cells) detach

upon the gentle tapping during bead loading. Further, in our experience, primary neurons are too

sensitive for bead loading.

Bead loading is best for single-cell or single-molecule experiments due to its low efficiency. In

our experience, bead loading demonstrated around 20-40 percent protein loading efficiency, and

about 20 percent of the bead loaded cells also expressed a co-loaded plasmid (Fig. 4.2A,B). We

speculate that bead loaded plasmids had low efficiency because plasmids must not only enter cells

but also be expressed. Increasing the amount of plasmid in the bead loading solution may increase

how many cells express the plasmid, yet also could increase the level of expression per transfected

cell and cause overexpression. The low efficiency of bead loaded plasmid expression can be cir-

cumvented by using alternative transfection protocols, such as lipofection, prior to bead loading the

proteins or probes (Lyon et al., 2019b; T. Morisaki et al., 2016). Additionally, we noticed that in-

cubating cells in optimal media for 30 minutes before bead loading may assist plasmid expression.

Due to low plasmid expression, we do not use bead loading as an alternative method to lipofection

exogenous expression. However, for cells that are unresponsive or intolerant to lipofection, bead

loading may provide an alternate, albeit low-efficiency, method for transient plasmid expression.
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4.7 Protocol

4.7.1 Clean, sterilize and dry glass beads so that they do not clump and can

spread evenly atop cells.

1.1 Sterilize approximately 5 mL glass beads in NaOH. Measure the beads in a 50 mL conical

tube. Add 25 mL of 2 M NaOH and mix gently using a shaker or rotator for 2 hours.

1.2 Decant the NaOH, retaining as many beads as possible. If the beads are in suspension, spin

down the tube of beads briefly in a centrifuge (1 minute at 1000 rcf).

1.3 Wash the beads thoroughly with cell culture-grade water until the pH is neutral (use pH test

strip on the eluent to confirm a neutral pH). Decant the wash water each time, as before.

1.4 Wash the beads thoroughly with 100% ethanol 2-3 times. Decant the ethanol each time, as

before.

1.5 Dry the beads. Sprinkle the beads to form a thin layer inside a sterile container (such as a

10 cm petri dish). Leaving the container open, let the beads air dry in a biosafety cabinet overnight.

Ensure that the beads are completely dry by tapping or gently shaking the container and checking

that the beads have a sandy texture with no clumping or flaking.

1.6 UV-sterilize the dry beads for 15 minutes.

4.7.2 Assemble the bead loader apparatus.

2.1 Fasten a patch of mesh (polypropylene or equivalent material, 105 µm openings to allow

beads to pass through) to cover the entire opening of the beads holding chamber with either tape

or clamping the mesh between male and female ends of a metal reusable imaging chamber (Fig.

4.1A).

2.3 UV-sterilize the apparatus for 15 minutes.

2.4 Add beads to the apparatus and seal tightly with parafilm. NOTE: It is essential that the

beads are completely clean and dry at this step. They should be loose and look sandy with no

clumps. If they do not appear so, re-wash and completely dry the beads.
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2.5 Store the apparatus in a sealed, dry container desiccated by silica gel or other desiccant

medium. If the beads become damp, which will be apparent by bead clumping, thoroughly dry and

sterilize the bead loader and replace with fresh beads. This will prevent any mold or bacteria from

growing on or around the beads within the bead loader. NOTE: The bead loader apparatus can be

made in different ways. See details in Chapter 4.5.

4.7.3 Prepare glass-bottom chambers of adherent cells

3.1 Seed adherent mammalian cells onto a 35 mm glass-bottom chamber. Ensure cells are ap-

proximately 80 percent confluent at the time of bead loading. (See Table 4.1 for more information

on various cell types and notes on the effectiveness of bead loading in different cell types.) NOTE:

Cells can be seeded in only the microwell in the center of the chamber to conserve how many cells

are used.

3.2 Incubate the cells under normal conditions until they are completely adhered to the glass.

NOTE: It is essential that cell density is high enough and that the cells are securely adhered to

the glass. If these requirements are not met, cells will likely peel off during bead loading. The

timeline between cell seeding and bead loading can be lengthened to ensure proper cell adhesion

and confluency.

4.7.4 Bead loading cells

Optional: Wash cells briefly with PBS then add 2 mL optimal media. Incubate for at least 30

m.

4.1 Make a solution of 3-8 µl containing desired plasmids, protein, and/or particles. Use 1 µg

(0.1 - 1 pmol) of each type of plasmid and 0.5 µg (0.01 nmol) protein, depending on experimental

requirements. Use a low-retention tube for proteins so that they are not left behind on tube walls.

Bring the solution up to a minimum of 3 µl with PBS. Adjust solution volume as necessary to coat

the entire area of cells to be loaded (i.e. chambers microwell, Fig. 41B).

4.2 Mix the solution thoroughly by pipetting up and down and/or flicking the tube.

4.3 Briefly spin the solution down to the bottom of the tube in a tabletop microfuge.
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4.4 Move bead loading solution and chamber of cells into a tissue culture hood. Perform the

remaining steps in the tissue culture hood using sterile technique.

4.5 Remove media from cells and temporarily store it in a sterile tube.

4.6 Gently suck off all media from around the edges of the chamber. Tilt the chamber at

approximately a 45ř angle and suck off the remaining drop of media in the center microwell.

During media removal, make sure not to let the pipette tip touch the glass, which may result in cell

peeling and loss. Move quickly to the next step so that the cells are not dry for long.

4.7 Gently pipette the bead loading solution onto the glass microwell in the center of the cham-

ber. Optional: Incubate with gentle rocking for 30 seconds, without allowing the chamber to dry

up completely.

4.8 Gently disperse a monolayer of glass beads on top of the cells, preferably using a bead

loading apparatus (Fig. 4.1A). The beads should cover the cells in the glass-bottom microwell

completely.

4.9 Pinching the chamber with two fingers, tap it against the hood surface by lifting it 2 inches

and bringing it down firmly. Use a force approximately equivalent to dropping the dish from that

height. Repeat for 10 taps total. Note: Ensure that taps do not substantially peel the cells. Tapping

can be optimized for cell type. If cells load poorly, tap harder, but if many cells peel off, tap more

lightly.

4.10 Gently add media back into the chamber by pipetting slowly onto the plastic side of the

chamber. Try to suck off any floating beads without disturbing cells. Add more pre-warmed media

at this step if too much was removed.

4.11 Incubate cells for 0.5 - 2 hours in the incubator.

4.12 UV-sterilize the bead loader for 15 minutes before returning it to storage under desiccating

conditions.

4.13 Add dye (e.g. DAPI or HaloTag ligand stain, if required by experiment) as per manufac-

turer’s recommended protocol.
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4.14 Wash the cells 3 times with media before imaging to remove beads and excess loading

components in solution. Avoid pipetting directly onto cells to keep them from peeling.

4.7.5 Imaging the bead loaded cells

5.1 Image the cells immediately or when required by the experiment. Use a microscope capable

of capturing fluorescence (lasers or monochromatic light source). Ensure that the excitation wave-

lengths are appropriate for the chosen fluorophore or dye (e.g. 488 nm wavelength light for GFP).

Note: Bead loaded proteins may be imaged once the cells have recovered (as soon as 30 minutes

post loading for the cell lines described here). Plasmid expression takes 2 or more hours depend-

ing on expression vector elements (Fig. 4.1C, and further explanation in the Chapter 4.5). Note:

Imaging of bead-loaded cells can be performed on any microscope equipped with the appropriate

fluorescent sources associated with loaded probes, a camera capable of capturing fluorescence im-

ages, such as an EMCCD or sCMOS camera, and an incubator to control temperature, humidity

and carbon dioxide.
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Chapter 5

Final Conclusions and Future Directions

Overall, each chapter of this thesis has a significant portion of space dedicated to discussion

of the work therein, including interpretation of the data and implications for the field as a whole. I

do not wish to rehash those conclusions, however, there some components of this work that deserve

further focused attention. I will lay out my general thoughts as well as considerations for future

experimentation here.

5.1 The masking process: applications and considerations

5.1.1 Masking as a methodology

In Chapter 3, a process for utilizing local adaptive binariztion on fluorescence microscopy im-

ages to characterize the location of a specific cellular activity is described. In this case, transcrip-

tion initiation and histone acetylation. Given the multiplexed nature of fluorescence microscopy,

this allowed for tracking of single nucleosomes in a cellular context inside of single, living cells.

This is a powerful technique, combining the powerful spatiotemporal resolution of single-molecule

imaging with the specificity of antibody-based labeling (i.e. Fab, intrabodies etc.). However, there

are some important considerations when applying this type of masking.

First, it is important that there is significant signal to noise ratio in the image to be masked.

With any type of thresholding, if the image is noisy then there will be significant noise in the

mask. As a mask is a binary image, you thereby lose the gradation of intensity values, and there

is less certainty that all components of the mask are reflective of truly enriched regions. Given

that we utilized Fab, which bind transiently, there is a significant number of freely diffusing Fab

which contribute to background noise. In both image modalities utilized in Chapter 3, signal-

to-noise ratio was increased by averaging a series of images together. This totaled 100 images
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with relatively low exposure when doing fast, single-molecule imaging, or 5 images with higher

exposure time when doing long time course imaging.

It is also important to balance the need for signal with how frequently a mask is updated.

Update frequency should be primarily calculated based upon how often significant changes in the

signal are expected. For example, if transcription has a typical lifetime of minutes, mask frequency

may not be very important if imaging quickly, and masks could even be spread out to preserve cell

health and prevent photobleaching. In the case of acetylation, turn over can be quite rapid, meaning

that frequent imaging is crucial. In each case, it is also important to remember auxiliary factors

such as chromatin drift.

When considering co-localization from two imaging channels within a mask, it is also impor-

tant to consider imaging volume. That is, the combination of axial and lateral resolution in each

pixel. In this case the same general principles apply as colocalizing two point sources. Mean-

ing that if a component of a mask is very small, there is much less certainty that the factor being

masked is colocalized with another channel. For this reason, it is important to eliminate speckle

noise by applying a size or speckle filter. This has the added benefit of also reducing speckle noise

originating from low signal to noise ratio, as low SNR tends to result in mask components with a

relatively small area.

Lastly, it is important to consider the effects of masking when tracking individual molecules

in another channel. When performing diffusion calculations on particles found within a mask, the

mask will create a natural bias which selects for immobile particles. Although we believed this

would likely not be an issue with chromatin, one of the most immobile molecules in the nucleus,

we still found a significant effect. Thus, it is crucial to create a control mask when performing

diffusion analysis. This was done by moving each component of a mask by a randomized vector,

essentially creating a new nuclear mask with the same general morphology as the original mask.

Extra caution should be taken if applying this methodology to fast moving molecules (i.e. tran-

scription factors), as a mask would naturally select for more immobile elements and thus may be

artefactually interpreted as increased binding.
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All combined, however, as long as the above can be properly controlled and accounted for,

multi-color imaging with local adaptive binarization masking is a promising technical solution for

defining enrichment in fluorescent images. This technique therefore has many broad and interest-

ing potential applications, some of which I will discuss below.

5.1.2 Histone modifications and masking

In Chapter 3.3, the mobility of individual nucleosomes inside of regions enriched for H3K27ac

was measured. It was found that this chromatin was 15% more mobile. Now that this technology

has been validated and developed, the next logical step is to expand this analysis to other histone

post-translational modifications and characterize chromatin dynamics within enriched regions. It

would be particularly interesting to examine H3K27-trimethyl (H3K27me3). Unlike H3K27ac,

H3K27me3 is associated with gene silencing and the formation of compact, transcriptionally re-

pressive chromatin domains. Given that H3K27ac and H3K27me3 are mutually exclusive modifi-

cations, it would be interesting to compare the two directly inside of living cells.

As this work primarily focused on characterizing transcriptionally active chromatin (H3K27ac

and RNAP2-Ser5ph enriched), examining H3K27me3 enriched regions would provide insight into

the dynamics of heterochromatic regions. It would be predicted, based upon standard models of

heterochromatin, that H3K27me3 enriched chromatin should be relatively immobile, to prevent

interactions with TFs and to restrict enhancer promoter interactions. However, H3K27me3 asso-

ciated genes are not constitutively silenced, so they may exhibit unique behavior. This behavior

could be compared to regions of known permanent silencing, such as the inactive X-locus, to test

for functional difference in heterochromatic states.

Lastly, many histone PTM writing proteins are known to interact with specific modifications.

It would be interesting to examine the binding behavior of these enzymes within PTM enriched

regions, as they may exhibit specific behavior or demonstrate a propensity to perpetuate specific

marks. Ultimately, however, masking technology provides a promising platform for interrogating

the behavior and relationship between many combinations of post-translational modifications.
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5.1.3 Other applications and considerations

One primary limitation of expanding the analysis of PTMs is the nature of how they are de-

tected. Simply, Fabs are created from antibodies which must themselves be created. This can be

a very involved process, involving extensive testing and validation to insure proper specificity. As

a secondary consideration, even if commercially available, the amount of antibody necessary to

create a significant portion of Fab can be expensive. While there is a suite of already developed

antibodies for a host of post-translational modifications, there are other potential processes for an-

tibody development and production. Specifically, if the polypeptide sequence of an antibody is

already known, then the complementary determining region (CDR) sequences can be combined

with mouse or rabbit antibody scaffolds, and then expressed and harvested from HEK293 cells.

While some preliminary progress has been made on this end, further testing and validation is re-

quired for histone PTM specific antibodies.

Fortunately, however, the masking process is applicable to biological questions beyond post-

translational modifications. As long as a region of biological activity can be marked, the power of

single-molecule tracking can be leveraged to interrogate the behavior of protein or RNA associated

with any targetable cellular activity. Ultimately, the combination of masking and single-molecule

microscopy is a powerful and versatile tool for studying the nature of highly dynamic cellular life.
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