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ABSTRACT 

 

 

 

A THEORETICAL AND NUMERICAL INVESTIGATION OF WARM-PHASE 

MICROPHYSICAL PROCESSES  

 

Several studies examining microphysical processes are conducted with an emphasis on 

further understanding warm-phase processes, particularly condensation. In general, these studies 

progress from simple to complex representations of microphysical processes in models. In the 

first study, a theoretical, analytical expression for the condensational invigoration, that is the 

invigoration in the warm-phase of a cloud due to changes in the condensation rate, of a polluted, 

cloudy parcel of air relative to a clean, cloudy parcel of air is developed. The expression is 

shown to perform well compared to parcel model simulations, and to accurately predict the 

invigoration to within 30% or less. The expression is then used to explore the sensitivity of 

invigoration to a range of initial conditions. It is found that the invigoration, in terms of added 

kinetic energy, is more sensitive to the cloud base temperature than to the initial buoyancy of the 

parcels. Changes in vertical velocity between clean and polluted parcels of up to 4.5 m s
−1

 at 1 

km above cloud base are theoretically possible, and the difference in vertical velocity decreases 

when the initial vertical velocity of either parcel is large. These theoretical predictions are 

expected to represent an upper limit to the magnitude of condensational invigoration and should 

be applicable to both shallow cumulus clouds as well as the warm phase of deep convection.  

In the second study, the focus shifts to the comparison of the representation of 

microphysical processes in single- and double-moment microphysics schemes. Single-moment 

microphysics schemes have long enjoyed popularity for their simplicity and efficiency. 
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However, it is argued that the assumptions inherent in these parameterizations can induce large 

errors in the proper representation of clouds and their feedbacks to the atmosphere. For example, 

precipitation is shown to increase by 200% through changes to fixed parameters in a single-

moment scheme and low cloud fraction in the RCE simulations drops from ~15% in double-

moment simulations to ~2% in single-moment simulations. This study adds to the large body of 

work that has shown that double-moment schemes generally outperform single-moment 

schemes. It is recommended that future studies, especially those employing cloud-resolving 

models, strongly consider moving to the exclusive use of multi-moment microphysics schemes. 

An alternative to multi-moment schemes is a bin scheme. In the third study, the 

condensation rates predicted by bin and bulk microphysics schemes in the same model 

framework are compared in a novel way using simulations of non-precipitating shallow cumulus 

clouds. The bulk scheme generally predicts lower condensation rates than does the bin scheme 

when the saturation ratio and the integrated diameter of the droplet distribution are identical. 

Despite other fundamental disparities between the bin and bulk condensation parameterizations, 

the differences in condensation rates are predominantly explained by accounting for the width of 

the cloud droplet size distributions simulated by the bin scheme which can alter the rates by 50% 

or more in some cases. 

The simulations are used again in the fourth study in order to further investigate the 

dependency of condensation and evaporation rates to the shape parameter and how this 

dependency impacts the microphysical and optical properties of clouds. The double-moment 

bulk microphysics simulations reveal that the shape parameter can lead to large changes in the 

average condensation rates, particularly in evaporating regions of the cloud where feedbacks 

between evaporation and the depletion of individual droplets magnify the dependency of the 
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evaporation rate on the shape parameter. As a result the average droplet number concentration 

increases as the shape parameter increases, but changes to the cloud water content are small. 

Taken together, these impacts lead to a decrease in the average cloud albedo. Finally, the 

simulations indicate that the value of the shape parameter in subsaturated cloudy air is more 

important than the value in supersaturated cloudy air, and that a constant shape parameter may 

not be a poor assumption for simulations of non-precipitating shallow cumulus clouds. 

  

 

 

 

  



 v 

ACKNOWLEDGEMENTS 

  

First and foremost I would like to acknowledge by advisor, Susan van den Heever, for 

her guidance, insightful discussions, and willingness to send me to conferences during my time 

as a PhD candidate. I would also like to thank my committee members for taking the time to 

serve and meet with me several times over the course of the last three years. In Chapter 2, Leah 

Grant is responsible for introducing the prediction of vertical velocity in the parcel model and I 

have had many useful conversations with Daniel Rosenfeld about condensational invigoration. In 

Chapter 3, Emily Parker assisted in analyzing the simple thunderstorm simulations, and Matthew 

Igel provided the radiative-convective equilibrium simulations. Chapters 4 and 5 would not have 

been possible without the bin microphysics code that was provided by Alexander Khain. I would 

like to thank all of the past and current members of the van den Heever Cloud Processes Group 

for their helpful comments and discussions. I am especially grateful to Stephen Saleeby and 

Stephen Herbener for their continued work to improve RAMS and to Leah Grant for letting me 

continually interrupt her work in order to talk about mine. Finally, Matthew Igel was both a 

group member and is still my husband and has discussed my work, offered advice, and supported 

me more than anyone else. This material is based upon work supported by the National Science 

Foundation Graduate Research Fellowship Program under Grant DGE-1321845 as well as 

National Aeronautics and Space Administration Grants NNX 13AN66H and NNX 13AQ33G. 

  

  



 vi 

TABLE OF CONTENTS 

 

 

 

ABSTRACT .................................................................................................................................... ii 

ACKNOWLEDGEMENTS .............................................................................................................v 

1. INTRODUCTION .......................................................................................................................1 

2. A THEORETICAL FRAMEWORK FOR PREDICTING THE MAGNITUDE OF 

CONDENSATIONAL INVIGORATION .......................................................................................8 

2.1 Introduction ............................................................................................................................8 

2.2 Theoretical Framework ........................................................................................................10 

2.3 Parcel Model Experiments ...................................................................................................16 

2.4 Comparison to the Parcel Model ..........................................................................................17 

2.5 Exploration of the parameter space ......................................................................................19 

2.6 Conclusions ..........................................................................................................................23 

2.7 Appendix A ..........................................................................................................................25 

2.8 Appendix B ..........................................................................................................................26 

2.9 Figures..................................................................................................................................28 

3. MAKE IT A DOUBLE? SOBERING RESULTS FROM SINGLE- AND DOUBLE- 

MOMENT MICROPHYSICS SIMULATIONS ...........................................................................33 

3.1 Introduction ..........................................................................................................................33 

3.2 Theoretical Considerations ..................................................................................................38 

3.3 Simulations with Single-Moment Schemes .........................................................................42 

a. Simulation Design ..............................................................................................................42 

b. Cloud Processes .................................................................................................................43 

c. Other Thermodynamic and Radiative Impacts ..................................................................45 

3.4 Single- vs. Double-Moment Schemes ..................................................................................47 

a. Simulation Design ..............................................................................................................47 

b. Bulk Cloud and Rain Properties ........................................................................................49 

c. Representative Parameters .................................................................................................52 

3.5 Conclusions ..........................................................................................................................53 

3.6 Appendix A ..........................................................................................................................56 

3.7 Tables and Figures ...............................................................................................................58 

4. CONDENSATION RATES IN BIN AND BULK MICROPHYSICS SCHEMES ..................64 

4.1 Introduction ..........................................................................................................................64 

4.2 Condensation/Evaporation Rate Formulations ....................................................................66 

4.3 Simulations ..........................................................................................................................68 

4.4 Results ..................................................................................................................................68 

a. Binned Instantaneous Rates ...............................................................................................68 



 vii 

b. Shape Parameter .................................................................................................................71 

4.5 Discussion and Conclusions ................................................................................................73 

4.6 Appendix A ..........................................................................................................................75 

a. Implementation of the HUCM SBM Scheme into RAMS .................................................75 

b. Simulation Setup ................................................................................................................76 

c. Shape Parameter Fitting .....................................................................................................77 

4.7 Table and Figures .................................................................................................................78 

5. IMPACTS OF THE SHAPE OF THE CLOUD DROPLET SIZE DISTRIBUTION ON THE 

MICROPHYSICAL AND OPTICAL PROPERTIES OF SHALLOW CUMULI .......................82 

5.1 Introduction ..........................................................................................................................82 

5.2 Methods................................................................................................................................85 

5.3 Results ..................................................................................................................................87 

a. Shape Parameter Distributions ...........................................................................................87 

b. RDB Simulations ...............................................................................................................88 

c. Theoretical Expectation .....................................................................................................89 

c. Condensation Rates ............................................................................................................90 

d. Macroscopic Cloud Characteristics ...................................................................................95 

f. Cloud Optical Properties ....................................................................................................98 

5.5 Conclusions ........................................................................................................................101 

5.6 Tables and Figures .............................................................................................................104 

6. CONCLUDING REMARKS ...................................................................................................113 

REFERENCES ............................................................................................................................116 



 1 

1. INTRODUCTION 

 

Cloud microphysics is a key component of the atmospheric system and it impacts our 

weather and climate in a number of significant ways. Most obviously, it is critical for 

determining how much precipitation reaches the Earth’s surface. Precipitation includes 

everything from weak drizzle to blizzards and damaging hail, all of which have large impacts on 

society. But, as important as precipitation is, it is not the only reason to care about cloud 

microphysics. It plays an important role in determining the magnitude and location of latent 

heating in clouds, which in turn is an important process that contributes to the buoyancy and 

dynamics of clouds and the generation of gravity waves. Thus, cloud microphysics is also critical 

for understanding storm dynamics. The microphysical structure of clouds is also important for 

evaluating how sunlight and other radiation are scattered, reflected, and absorbed and how this 

radiation warms and cools the atmosphere. Through its role in determining both latent and 

radiative heating and cooling, cloud microphysics speaks directly to Earth’s energy balance. 

Finally, a knowledge of cloud microphysics is necessary to understand how increasing pollution 

will impact clouds by altering all of these processes that are impacted by cloud microphysics. 

However, in spite of the many components of the atmospheric system that cloud microphysics 

influences, the study of cloud microphysics for its own sake is of scientific interest, and is an 

area that needs to be well understood before it can be accurately used in the study of other 

atmospheric phenomena, such as those discussed above. 

For liquid water hydrometeors, the basic microphysical processes are nucleation (the 

formation of new droplets), condensation and evaporation (the growth and decay of droplets), 

collision-coalescence (the behavior of droplets during collisions), break-up (the behavior of 
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droplets when they become large), and sedimentation (the physics governing how droplets fall). 

These processes are all reasonably well understood individually when considering just one or 

two droplets at a time with perhaps sedimentation being best understood and break-up being least 

well understood. The main difficulty in the study of cloud microphysics is in describing how 

these processes all interact and proceed simultaneously, and in doing so on spatial scales that are 

much larger than the hydrometeors themselves. For example, a small radar sampling volume or a 

small atmospheric model grid box might be on the order of 10
6 
m

3
 or 0.001 km

3
 in size. A small 

cloud droplet may have a diameter of 10 µm, and a large raindrop may have a diameter of 1 mm. 

Assuming both have mass concentrations of 1 gram per cubic meter of air, then there are 2 

quadrillion cloud droplets or 2 billion rain drops in the radar sampling volume or model grid box. 

So, while theoretical work and laboratory experiments have been largely successful in 

developing mathematical equations to describe processes such as condensation and collision-

coalescence for individual drops (Pruppacher and Klett 2010), using these equations to explain 

the behavior of the immense number of hydrometeors in real clouds is challenging. 

For condensation, the simplest way to avoid worrying about individual droplets in a 

model is to assume that the atmosphere is never supersaturated, and that those thermodynamic 

conditions that give rise to supersaturation immediately result in the condensation of water until 

saturation is achieved. This process is called saturation adjustment (MacDonald 1963) and has 

been used in numerous microphysics schemes (e.g. Soong and Ogura 1973; Rutledge and Hobbs 

1983; Bryan and Fritsch 2002; Morrison et al. 2009). In using this saturation adjustment 

approach, nothing needs to be known about the characteristics of the cloud droplets or rain drops 

since the amount of water condensed is entirely controlled by the atmospheric conditions. 

However, observations of clouds and aerosol spectra suggest that the atmosphere is able to 
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achieve supersaturated conditions (e.g. Twomey 1959; Hudson 1980; Hoppel 1996). Most 

estimates of supersaturation have been made for stratus clouds and fog; estimating the 

supersaturation in convective updrafts is more difficult, but theoretical estimates suggest it could 

be 10% or higher (Fukuta 1993). Modeling studies indicate that magnitude of the supersaturation 

is a competition between the rate of generation due to adiabatic cooling and the rate of 

condensation which depends on the number and size of the cloud droplets, and it in turn impacts 

the updraft strength of the cloud (Kogan and Martin 1994; Khain et al. 2004, 2005, 2008; Lee et 

al. 2008; Storer and van den Heever 2013; Seiki and Nakajima 2014; Koren et al. 2014). While 

numerous studies have shown that these relationships exist, a simple theoretical framework does 

not exist with which to understand how the magnitude of the supersaturation and the updraft 

strength are related. This problem will be addressed in Chapter 2 where it is hypothesized that a 

simple description of condensation can be used to derive reasonable upper estimates of the 

change in kinetic energy and updraft velocity between clouds with different maximum 

supersaturation values. 

For all other microphysical processes, and for non-saturation adjustment condensation 

schemes, some properties about the hydrometeors must be known in order to predict the rates of 

these processes. For many applications, a first step is to assume that statistical probability 

distribution functions (PDFs) can be used to characterize the distribution of individual 

hydrometeor sizes or masses in order to describe the large quantities of hydrometeors in the 

atmosphere. In both observational analysis and modeling, a gamma (Γ) PDF or an exponential 

PDF (a special case of the gamma PDF) is typically assumed since this function has been found 

to fit well to many observed distributions of hydrometeors (e.g. Marshall and Palmer 1948; Gunn 
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and Marshall 1958; Ulbrich 1983; Liu et al. 1995; Haddad et al. 1996). There are many ways to 

express the gamma PDF; in this dissertation, the size distribution (n(D)) will be expressed as 

 � � =
!

!!!(!)

!

!!

!!!

�
!!/!! 

following Walko et al. (1995). In this equation, D is the hydrometeor diameter, N is the total 

number concentration, ν is referred to as the shape parameter, and Dn is referred to as the 

characteristic diameter. In the radar community, it is more common to see the gamma PDF 

written as  

 � � = �!�
!
�
!!"       or         � � = �

(!.!"!!)!!!

!!!(!!!)

!

!!

!

�
!(!.!"!!)!/!! 

as in Gorgucci et al. (2002) where µ=ν-1 is also called a shape parameter, Λ=Dn
-1

 is called the 

slope parameter, N0=NDn
−1
Γ(ν) is the intercept parameter, and D0 is the median diameter. An 

exponential PDF is obtained in all formulations when ν=1 or µ=0. Regardless of the formulation, 

there are three independent parameters in the distribution; in the first formulation, these 

parameters are N, ν and Dn. There is a strong interest in determining the appropriate values of 

these parameters for various hydrometeor types for a number of reasons. For example, knowing 

the values of these parameters can help to constrain relationships between radar reflectivity and 

rain rate or snowfall rate (e.g. Ulbrich and Atlas 1998; Liao et al. 2014; Thompson et al. 2015). 

For satellite retrievals, these values are needed in order to retrieve measurements of the effective 

radius and optical depth (Platnick and Valero 1995; Painemal and Zuidema 2011; King et al. 

2013). In cloud microphysical model parameterizations, assuming a PDF to describe the 

hydrometeor size distribution will reduce the number of variables that need to be predicted (e.g. 

Khain et al. 2015). Such parameterizations are referred to as “bulk” microphysics 

parameterizations or schemes. In most bulk microphysics parameterizations, at least one of these 

parameters, if not two, must be held fixed or otherwise diagnosed (often somewhat arbitrarily), 
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but the values that are chosen may strongly influence the simulations (Ferrier et al. 1995; 

Morrison and Grabowski 1998; Gilmore et al. 2004; van den Heever and Cotton 2004; Yussouf 

and Stensrud 2012; Adams-Selin et al. 2013). 

 The first of the three independent parameters, N, is the total number concentration, and is 

the value that is obtained when the PDF is integrated over all sizes. In some bulk microphysics 

schemes, N, or more often the closely related quantity the mass mixing ratio, r, is the only 

quantity predicted for each of the hydrometeor categories (e.g. Lin et al. 1983; Walko et al. 1995; 

Straka and Mansell 2005; Hong and Lim 2006). These are known as single-moment bulk 

microphysics schemes because only one moment of the distribution is predicted. In these 

schemes, usually the shape parameter and intercept parameter are held fixed, and the 

characteristic diameter is diagnosed. Though these schemes tend to be simple, increasingly they 

are being replaced by double-moment bulk microphysics schemes in which two moments of the 

distribution, typically the number concentration and mass mixing ratio, are predicted (e.g. Ferrier 

1994; Meyers et al. 1997; Milbrandt and Yau 2005a; Morrison et al. 2005; Seifert and Beheng 

2006; Mansell et al. 2010). A more in-depth discussion of single- and double-moment schemes is 

presented in Chapter 3 where it is argued that there are compelling reasons to favor double-

moment schemes for most atmospheric modeling applications based on past literature results, 

simple theoretical arguments, single-moment scheme sensitivity tests, and multi-cloud 

simulations. 

 Even in double-moment schemes, the shape parameter must be held fixed or diagnosed 

based on other cloud properties. It is a poorly constrained parameter based on observations 

(Miles et al. 2000; Bringi and Chandrasekar 2001; McFarquhar et al. 2014). Specification of this 

parameter in models can be circumvented by moving to triple-moment schemes or to bin 
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microphysics schemes in which PDFs are not assumed but, instead, the diameter range over 

which the hydrometeor species exists is broken into bins, and the number concentration (or mass 

mixing ratio) of each bin is explicitly predicted (e.g. Khain et al. 2015). In this way the size 

distribution shape can evolve freely and there is no need to specify distribution parameters as 

was necessary in the single- and double-moment bulk microphysics schemes. However, whereas 

in bulk schemes there are at most three quantities predicted for each hydrometeor type, in 

spectral bin schemes thirty or more bins may be used to represent each species and hence thirty 

or more quantities need to be predicted. Thus, while spectral bin schemes are typically thought to 

more accurately describe microphysical processes (e.g. Beheng 1994; Seifert and Beheng 2001; 

Morrison and Grabowski 2007; Milbrandt and Yau 2005; Milbrandt and McTaggart-Cowan 

2010; Kumjian et al. 2012), they are much more computationally expensive to run. Partly for this 

reason bulk schemes are used currently in all operational weather and climate forecast models. In 

fact, bin schemes have only recently been used in 3D, rather than 2D, simulations of the 

atmosphere for research purposes (e.g. Ovthchinnikov and Kogan 2000). So, while bin schemes 

are becoming more popular for basic research applications (a situation that is enhanced by 

increasing computational resources), there is still a need to develop and improve bulk 

microphysics parameterizations.  

To that end, condensation and evaporation rates in simulations using bin and bulk 

microphysics schemes are compared in Chapter 4 in order to identify ways in which the 

condensation rates in bulk microphysics schemes might be improved. It is found that the fixed 

shape parameter in bulk microphysics schemes is the primary reason why condensation and 

evaporation rates do not agree with those in bin schemes. Motivated by this finding, additional 

simulations are run using a double-moment bulk scheme to determine how the shape parameter 
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can impact the microphysical and optical properties of clouds. These results are discussed in 

Chapter 5. In this chapter, it is hypothesized that in the absence of drizzle formation the shape 

parameter influences properties of clouds primarily through changes to the evaporation process, 

and that representing the spatial variability of the shape parameter may not have a large impact 

on these cloud properties. 

In summary, the dissertation is organized such that the degree of microphysical 

complexity being discussed increases with each chapter. First, in Chapter 2, there is a primarily 

theoretical discussion of condensation and how it relates to convective invigoration in warm 

clouds. In Chapter 3, I investigate the sensitivity of a single-moment scheme to the choice and 

value of fixed parameters and compare its performance to a double-moment scheme. The focus 

shifts to a comparison of double-moment bulk and spectral bin microphysics schemes in Chapter 

4. Lastly, in Chapter 5, the sensitivity of the double-moment bulk scheme to a fixed shape 

parameter is tested with guidance from observations and the bin microphysics scheme. Final 

conclusions are presented in Chapter 6.  
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2. A THEORETICAL FRAMEWORK FOR PREDICTING THE MAGNITUDE OF 

CONDENSATIONAL INVIGORATION 

 

2.1 Introduction 

The interaction of aerosols and clouds is of interest because of changes in the cloud 

radiative properties and precipitation production that aerosols can cause. Changes to the cloud 

microphysical properties due to increases in aerosol concentration lead to increases in the cloud 

albedo, as first proposed by Twomey (1974, 1977), and to decreases in precipitation from 

shallow warm clouds, as first suggested by Squires (1958). In addition, aerosols can alter the 

cloud dynamics, which can lead to further changes to the radiative properties of clouds and their 

precipitation production. The impacts on radiative properties and precipitation production caused 

by aerosol-induced changes in dynamics can often be larger than the impacts caused by the direct 

changes to the cloud microphysics alone (Tao et al. 2012). The question of how aerosols impact 

the dynamics of both shallow and deep convective clouds is one that has received much attention 

in the literature.  

Most commonly, aerosol-cloud dynamical feedbacks are discussed in terms of 

invigoration. “Invigoration” is typically defined as an increase in the cloud vertical velocity (e.g. 

Andreae et al. 2004; Rosenfeld et al. 2008; Li et al. 2011; Fan et al. 2013; Storer and van den 

Heever 2013).  In convective clouds, invigoration is thought to occur in two stages: one stage in 

the warm phase of the cloud, and a second when ice is formed. Invigoration in the ice phase, 

though the most commonly mentioned method of invigoration in the literature, will not be 

discussed here.  Andreae et al. (2004), Khain et al. (2005), van den Heever et al. (2006), 
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Rosenfeld et al. (2008), Fan et al. (2013), Storer and van den Heever (2013), and Altaratz et al. 

(2014), among others, discuss this process in detail.  

In the warm phase, increased condensational growth of cloud droplets occurs under more 

polluted conditions. This idea was demonstrated by Kogan and Martin (1994) using simulations 

and was shown analytically to be true by Pinsky et al. (2013). With more condensational growth 

of cloud droplets, more latent heat is released, buoyancy increases, and the cloud becomes 

invigorated. A number of studies have shown directly that the changes in condensational growth 

due to a larger number of droplets leads to increases in vertical velocity in warm shallow clouds, 

and that this effect saturates at a few hundred CCN cm
−3

 (Kogan and Martin 1994; Seiki and 

Nakajima 2014; Koren et al. 2014; Saleeby et al., 2015; Sheffield and van den Heever 2015). 

This process has been termed “condensational invigoration” (Seiki and Nakajima 2014). 

Condensational invigoration is also addressed by others who, through simulations of deep 

convective clouds, show that condensation in the warm phase and updraft strength both increase 

in more polluted clouds (Khain et al. 2004, 2005, 2008; Lee et al. 2008; Lebo and Seinfeld 2011; 

Storer and van den Heever 2013).  However, two outstanding questions remain. First, what 

should the magnitude of condensational invigoration be from a theoretical standpoint? And 

second, how does this magnitude vary for a wide range of initial conditions?  

In section 2.2, we introduce a theoretical framework with which to understand the 

maximum possible condensational invigoration. Rather than using vertical velocity to quantify 

condensational invigoration, we will use kinetic energy, which, as will be seen below, is more 

convenient for quantifying condensational invigoration in this theoretical framework. We 

describe parcel model experiments in section 2.3, and analyze these experiments in order to 

assess the validity of the theoretical expression in section 2.4. Finally, we use the derived 
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theoretical expression to explore the magnitude of condensational invigoration for various initial 

conditions in section 2.5. The results are summarized in section 2.6. 

 

2.2 Theoretical Framework 

The objective of this study is to develop an expression for the upper limit of the 

difference in kinetic energy of two parcels, one clean and one polluted, as a function of height 

when all else is equal. The kinetic energy of a parcel, which is a quantity closely related to the 

convective available potential energy (CAPE), is equivalent to the path integral of the buoyancy 

of a parcel. Therefore, we begin by writing an expression for the Reynolds-averaged buoyancy 

(B) of a parcel of air with temperature (T), water vapor mixing ratio (rv), and liquid water mixing 

ratio (rl), at a height (z) above cloud base as: 

� � = �
!! ! !!!(!)

!!(!)
− �! �                                                                                        (2.1) 

where    �! = � 1+
!!!

!
�!                                                                                           (2.2) 

is a commonly-used approximation to the virtual temperature, the overbar indicates the 

environmental value, and ε is the ratio of the molecular weights of water to dry air (0.622). 

Pressure gradient forces and entrainment are neglected. Note that these factors would generally 

reduce the net acceleration of the parcels and hence they do not hinder us from analytically 

expressing an upper limit of invigoration. For now, we assume that �! is independent of height. 

We will show later that this assumption does not strongly impact the results.  

The virtual temperature of the parcel changes as the height above cloud base increases 

due to adiabatic cooling, latent heating, and vapor depletion. This is expressed as: 

 �! � = �! − �!� +
!

!!

�! � 1+
!!!

!
�!!

− �! �                                                  (2.3) 



 11 

where the subscript 0 indicates the value at cloud base, Γd is the dry adiabatic lapse rate, L is the 

latent heat of vaporization and cp is the specific heat capacity of air at constant pressure.  

After substituting Eq. 2.3 into Eq. 2.1, the difference in buoyancy between a clean (c) and 

polluted (p) parcel that are otherwise identical can be expressed as: 

�! � − �! � =

�
!

!!!!

1+
!!!

!
�!!

+
!!!

!!!

Γ!� − �! − 1 �!" � − �!" � −
!"(!!!)

!"!!!

�!" �
!
− �!" �

!                                                                                                                      

(2.4) 

Magnitudinal estimates of each term indicate that the terms with rv0, Γd, or rl
2
 are at least two 

orders of magnitude lower than the highest order term and can be neglected when �! and T0 are 

estimated to be 300K, �!! to be 15 g kg
−1

, and z to be less than 5 km. Thus Eq. 2.4 reduces to:  

�! � − �! � = � �!" � − �!" �                                                                             (2.5) 

where      � = �
!

!!!!

−
!!!

!

!!

!!

− 1                                                                                (2.6) 

At this point progress cannot be made unless the dependence of the liquid water mixing 

ratio (rl) on the height above cloud base (z) is known.  For this we turn to the work of Pinsky et 

al. (2013), hereafter referred to as P13. P13 developed an approximate, universal, analytical 

equation for the derivative of liquid water with respect to height (their Eq. 39):  

!!∗

!!∗
= ℎ

∗
− �∗ �∗!/!                                                                                                    (2.7) 

where Q* and h* are the universal cloud water mixing ratio and height, respectively. The 

universal solution can be transformed into actual solutions through the use of scaling factors that 

are described in P13. P13 assume that the variables A1 and A2 (see Eq. 2.9 below) and the 

vertical velocity of the parcel are constant with height and that the liquid water content at cloud 

base is zero in order to arrive at Eq. 2.7. This latter assumption was relaxed in Pinsky et al. 
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(2014), but was not found to strongly impact our results. The assumption of constant vertical 

velocity results in the underestimation of the maximum supersaturation and overestimation of 

condensed liquid water, particularly at levels below the level of maximum supersaturation (not 

shown). Though unavoidable here, this assumption will not be made elsewhere in this theoretical 

framework.  

The numerical solution to Eq. 2.7 is shown in Figure 2.1. Unfortunately, a simple analytic 

expression for this solution does not exist. However, we can approximate the solution in Figure 

2.1 with a piece-wise function. We fit the lower portion of the solution with a polynomial, and 

the upper portion of the solution with a line; these best-fit curves are also shown in Figure 2.1, 

and are seen to approximate the numerical solution very well. We transition the fit from the 

polynomial to the line at the level of maximum supersaturation, which is uniquely defined in the 

universal framework developed by P13. In other words, there exists a unique relationship 

between the maximum supersaturation (Smax), the height of the maximum supersaturation (zmax), 

and the cloud water mixing ratio at this height (rlmax; see Eq. 35 in P13). The best-fit piecewise 

function shown in Figure 2.1 is expressed as: 

�∗ ℎ∗ =
�! ℎ

∗
�!

!!            , ℎ∗ < �! 

�! ℎ
∗
− �! + �!, ℎ

∗
≥ �!

                                                                        (2.8) 

where C2=1.904, C3=0.846, B1=2.4, and B2=1.09. C1 (not used here) and C2 are constants 

determined by P13, and C3=C2–C1. Physically, C2 is the universal height of maximum 

supersaturation, and C3 is the universal cloud water content at C2. B1 and B2 are the best-fit 

parameters we found in Figure 2.1.  

The universal quantities are transformed back to physical quantities using the 

relationships in P13 (their Eq. 37) such that we now have: 
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�! � =
�!!"# � �!"#

!!                         , � < �!"# 

�!�!�!
!!

� − �!"# + �!!"# , � ≥  �!"#
                                                       (2.9) 

where A1 and A2 are defined by P13 as �! =
!

!!!

!!!

!!!!!
− 1  and �! = �!!

!!
+

!
!

!!!!!
!
, Ra and Rv 

are the dry air and water vapor gas constants, respectively, and rlmax and zmax (and also Smax) are 

functions only of the cloud base vertical velocity and cloud droplet number concentration for a 

given initial cloud base temperature and pressure (Figs. 2.2 and 2.3; see also P13 Eqs. 32-34
1
 

which are reproduced here in section 2.7). It is seen that zmax, Smax, and rlmax increase rapidly as 

the cloud base vertical velocity increases, and that these quantities decrease as the cloud droplet 

concentration increases (Fig. 2.2). Additionally, Smax is least sensitive to the cloud base 

temperature, whereas rlmax is most sensitive (Fig. 2.3). zmax, Smax, and rlmax are all more sensitive 

to the droplet concentration than to the cloud base temperature, particularly at low droplet 

concentrations (Fig. 2.3). Because the equations developed by P13 do not account for buoyancy 

and feedbacks to vertical velocity as the parcel rises, the values of zmax, Smax, and rlmax are all 

underestimates of their true values for the case where vertical velocity increases above cloud 

base. 

Substituting Eq. 2.9 into Eq. 2.5 yields a simple, piece-wise equation for the difference in 

buoyancy between a clean and polluted parcel: 

�! � − �! � =

� �!"!"# � �!!"#

!!
 − �!"!"# � �!!"#

!! , � < �!!"# 

� �! � − �!!"# + �!"!"# − �!"!"# � �!!"#
!!  , �!!"# >  � ≥  �!!"#

� �! �!!"# − �!!"# + �!"!"# −  �!"!"#  , � ≥  �!!"#

    

 (2.10)  

                                                        
1 Note that the coefficient in P13 Eq. 34 should be C2–C1, not C2/C1–1. 
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where �! = �!�!�!
!!.  Note that Smax for a polluted parcel will be less than that of a clean 

parcel (P13), and thus zpmax<zcmax and rlpmax<rlcmax since Smax, zmax, and rlmax are all linearly 

related.  

Finally, we integrate both sides of Eq. 2.10 with respect to z. Such integration of each 

buoyancy term on the left-hand side yields kinetic energy (K). The kinetic energy in this case is 

the same as CAPE, but we refer to it as kinetic energy in order reinforce the fact that this 

quantity is directly related to vertical velocity, and that the difference in kinetic energy or vertical 

velocity is a measure of invigoration. The integrated form of Eq. 2.10 is: 

�! � − �! � = ��(�) =

!

!!!!
�!"!"#  

!
!!!!

!!!"#
!!
− �!"!"#

!
!!!!

!!!"#
!!

                                                              , � < �!!"# 

�
!!

!
� − �!!"#

!

+ �!"!"# � − �!!"# −
!!"!"#

!!!!

!
!!!!!!!!"#

!!!!

!!!"#
!!

+ Δ� �!!"#  , �!!"# >  � ≥   �!!"#

� �! �!!"# − �!!"# + �!"!"# −  �!"!"# (� − �!!"#) +  Δ�(�!!"#)     , � ≥   �!!"#

  

(2.11) 

Note that had we developed an equation for the vertical velocity difference, the full 

expression for buoyancy would need to be integrated for the clean and polluted parcels 

separately (Eq. 2.1 with Eq. 2.3) so that the square root of each could be taken, and there would 

be no cancellation of terms as we have done in developing the kinetic energy difference 

expression (Eq. 2.11). This is the primary reason why the kinetic energy difference expression is 

simpler than the equivalent expression for the vertical velocity difference. 

 All three parts of this piece-wise equation show that the change in kinetic energy 

between a polluted parcel and a clean parcel is proportional to the height of maximum 

supersaturation and to the cloud water mixing ratio at that height of both the clean and polluted 

parcels. However, since Smax, rlmax, and zmax are all linearly proportional to one another, these 

equations could be rewritten in terms of any one of these quantities.  
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These equations can be simplified if we consider the case of a polluted parcel with an 

infinite aerosol concentration. In this case, the condensation rate becomes infinitely fast (since 

condensation rate is directly proportional to the droplet concentration which is infinite) and 

therefore the polluted parcel will condense any supersaturation immediately. Spmax, rlpmax, and 

zpmax are thus all equal to zero. This case is equivalent to saturation adjustment, and can be 

considered infinitely polluted. In such a case, the first part of the piece-wise equation (Eq. 2.11) 

vanishes, and the second two parts reduce to: 

��(�) =

 

�
!!!

!

!
−

!!"!"#

!!!!

!
!!!!

!!!"#
!!

                                             , � <  �!!"#

� �!�!!"# −  �!"!"# (� − �!!"#)+  Δ�(�!!"#) , � ≥  �!!"#

                  (2.12) 

 Thus far we have assumed that the environmental virtual temperature profile is 

isothermal. We now assess the magnitude of the error associated with this assumption. Since the 

third line of Eq. 2.10 contributes most to the total invigoration, especially when zcmax is small, we 

will reintegrate that equation, but now we assume that �! = �!! − Γ!� in coefficient a such that 

now the environmental virtual temperature is a linear function of height. Note that all other terms 

in line 3 of Eq. 2.10 are independent of z. Reintegration of this equation from zcmax to some 

arbitrary height z above cloud base yields: 

�� � = �
! !! !!!"#!!!!"# !!!"!"#! !!"!"# � − �!!"# +  Δ� �!!"#                        (2.13) 

�
!
= �

!

!!
!
!!!

!
!! !"

!!!!!!!

!!!!!!!!!"#

!! !!�!!"#

− 1                                                                          (2.14) 

The result is the same as in line 3 of Eq. 2.11, but the coefficient a in Eq. 2.11 has been redefined 

to be a’ in Eq. 2.13. Using these two coefficients, the error imposed by assuming an isothermal 

atmosphere in Eq. 2.11 can be calculated for different values of Γe. This error is shown in Figure 

2.4 as a function of height above cloud base and for two values of zcmax, 10m and 100m. At 1 km 
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above cloud base, the error is about 2% for an environmental lapse rate of 10 K km
−1

 and about 

4% for the extreme lapse rate of 20 K km
−1

. This is a small error, even in the extreme case, and 

hence it is justifiable to neglect the environmental profile of virtual temperature. It should be 

emphasized again that the invigoration is expressed as the difference in kinetic energy between a 

clean and polluted parcel; although � �  for each parcel individually would be expected to be 

highly sensitive to Γe, �� �  is not. 

 

2.3 Parcel Model Experiments 

A Lagrangian parcel model (Heymsfield and Sabin 1989; Feingold and Heymsfield 1992; 

Saleeby and Cotton 2004) was used in order to assess the validity of our theoretical expression 

for the change in kinetic energy between a clean and polluted parcel. The parcel model predicts 

the evolution of a lognormally distributed population of dry aerosol particles as they grow by 

condensation to cloud droplet sizes, as well as the vertical velocity of the parcel. Further details 

about the parcel model can be found in section 2.8.  

Simulations were run with the parcel model using two different environmental 

conditions. Since the theoretical expression assumed an isothermal atmosphere, the parcel model 

environmental conditions used a temperature of 288K or 298K that was constant with height and 

a constant water vapor mixing ratio such that the relative humidity at 500m was 70%. The parcel 

was initialized at 500m with a temperature perturbation of 0.5K, a relative humidity of 99%, and 

a vertical velocity of 0.5 m s
−1

. These initial conditions were chosen so most parcels grow to at 

least 1km above cloud base. A time step of 0.1 s is used. Simulations were ended when the 

parcel stopped rising. Although the use of an isothermal atmosphere is unrealistic, both Figure 

2.4 and additional parcel model simulations (not shown) indicate that the invigoration is 
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minimally sensitive to the environmental conditions. Thus, despite the use of an isothermal 

atmosphere, these tests can be representative of either shallow convection or the warm-phase of 

deep convection. 

Eight simulations were run with the parcel model using each of the two environmental 

conditions. The aerosol concentration was doubled with each test, starting at 25 cm
−3

 and ending 

at 1600 cm
−3

.  A lognormal distribution for the aerosol particles with a median radius of 40 nm 

and a geometric standard deviation of 1.8 was assumed for all simulations. The eighth simulation 

was run using saturation adjustment instead of explicit condensation for each environmental 

condition, and these simulations will subsequently be referred to as the “infinitely polluted” 

simulations since the condensation rate becomes infinitely fast in this situation, as explained in 

section 2.2. 

 

2.4 Comparison to the Parcel Model 

We will focus our analysis of Eq. 2.11 on the situation in which the polluted parcel is an 

infinitely polluted parcel (Eq. 2.12). In this situation, only the clean parcel properties, rlcmax and 

zcmax, impact the invigoration since the polluted parcel properties, rlcmax and zcmax, are zero. Also, 

recall that the initial temperature, water vapor mixing ratio, and vertical velocity of the two 

parcels are assumed to be identical, and that the parcels are both rising in the same environment. 

First, according to Eq. 2.12, the invigoration of the infinitely polluted parcel relative to the clean 

parcel increases as zcmax increases at levels below zcmax. This is the expected behavior since as 

zcmax increases, Scmax also increases, more water is retained as vapor and less latent heat is 

released in the clean parcel. However, since the maximum supersaturation often occurs within a 

few tens of meters above cloud base, the invigoration that occurs below zcmax will be small 
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compared to the invigoration achieved at higher heights. Above zcmax, the invigoration in terms of 

kinetic energy (Eq. 2.12) is composed of two terms, one proportional to –zcmax
2
, and one 

proportional to z⋅zcmax (recall that rlcmax is linearly proportional to zcmax). This latter term will 

always be the larger one in absolute magnitude (since by construction z> zcmax in this regime) and 

will become increasingly dominant with height above cloud base. Therefore, at heights just 

above zcmax, the dependency of ΔK on zcmax will appear quadratic, and as z increases further, the 

dependency will become more linear. These two terms also show that the invigoration in terms 

of kinetic energy increases linearly with height above zcmax. Lastly, Eqs. 2.11 and 2.12 both 

indicate that the invigoration will be only weakly dependent on the initial buoyancy of the 

parcels through coefficient a (assuming that the initial vertical velocity is the same for both 

parcels).  

A comparison of the change in kinetic energy, or the invigoration of an infinitely polluted 

parcel relative to a clean parcel, between the theoretical predictions and the parcel model 

simulations described in section 2.3 is shown in Figure 2.5 as a function of zcmax, Scmax, and rlcmax 

for four different levels above cloud base. To calculate the theoretical prediction in each of the 

subplots a-c in Figure 2.5, we rewrote Eq. 2.12 so that it was only a function of z and the cmax 

variable of interest. For example, in Figure 2.5a, rlcmax in Eq. 2.12 is replaced with rlcmax 

=A1A2
−1

C3C2
−1

zcmax (P13) so that only zcmax appears in the equation. The values of the cmax 

variables are taken from the parcel model simulations rather than calculating them from the 

parcel initial conditions using Eqs. 32-34 in P13 (section 2.7). While the latter method is 

possible, we wish to assess the error associated with the theoretical prediction developed here, 

and not the error associated with calculating the cmax variables from initial conditions that was 

developed by P13.  
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The magnitude of the invigoration simulated by the parcel model behaves in much the 

way as predicted by the theoretical model described above. Both the parcel model and the 

theoretical prediction show decreasing sensitivity of the invigoration to zcmax, Scmax, and rlcmax as 

these quantities increase (i.e. as the clean parcel becomes cleaner), and that the sensitivity to 

these quantities becomes more linear as the height above cloud base increases.  

The error made by the theoretical prediction using zcmax and Scmax (Fig. 2.5d-e) is largest 

for high aerosol concentration in the clean parcel (low zcmax and low Scmax). At these aerosol 

concentrations, using rlcmax as the prediction variable results in the lowest errors, which are 25% 

or less (Fig. 2.5f) in nearly all cases. For low aerosol concentrations in the clean parcel, zcmax and 

Scmax perform better than rlcmax. The error is about 40% or less when using zcmax as a predictor, 

and Scmax performs best at the lowest aerosol concentration tested where the error is about 30% or 

less. For all predictors, the errors are lower when the environmental temperature is warmer. 

Overall, Figure 2.5 indicates that the theoretical prediction works well for at least one of the 

prediction variables over a range of aerosol concentrations and environmental conditions. 

Furthermore, except at 250m above cloud base or less, the errors are positive, indicating that the 

theoretical prediction gives an upper limit to the magnitude of the invigoration. The theoretical 

prediction can also be expected to give an upper limit since processes that have been neglected 

here, including entrainment and the vertical pressure gradient force, are expected to further 

decrease the magnitude of invigoration. 

 

2.5 Exploration of the parameter space 

Since the theoretical prediction has been shown to perform well in comparison with the 

parcel model, we can use the simplified theoretical prediction (Eq. 2.12) to easily explore the 
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sensitivity of condensational invigoration to the initial cloud base condition T0 and the 

environmental condition T̅v. Figure 2.6 shows the change in kinetic energy at 1km above cloud 

base between a clean parcel and an infinitely polluted parcel as a function of the cloud base 

temperature (T0) and the initial virtual temperature perturbation (�!! − �!!) for low (Fig. 2.6a-c) 

and high (Fig. 2.6d-f) values of zcmax, Scmax, and rlcmax, where low and high values of these 

parameters are based on Figure 2.5. Low values of zcmax, Scmax, and rlcmax correspond to high 

values of cloud droplet concentration and low values of cloud base vertical velocity in the clean 

parcel whereas high values of zcmax, Scmax, and rlcmax correspond to low values of cloud droplet 

concentration and high values of cloud base vertical velocity (Fig. 2.2). Recall also that although 

the theoretical prediction assumes an isothermal atmosphere, the results discussed here are 

applicable to the warm phase of all convective clouds within the first kilometer above cloud base 

since the sensitivity of the prediction to the environmental profile of temperature is minimal (Fig. 

2.4) 

The initial virtual temperature perturbation is proportional to the parcel’s initial buoyancy 

(Eq. 2.1). Figure 2.6 uses Eq. 2.12 to show that the change in kinetic energy only weakly 

increases as the initial buoyancy increases (by at most by 2% for a perturbation of 5K) for all 

cloud base temperatures and for both low and high values of zcmax, Scmax, and rlcmax. To explain 

the lack of sensitivity to buoyancy, we will consider just the case of constant rlcmax. The amount 

of latent heat released, which drives the magnitude of invigoration, is directly proportional to the 

amount of liquid that has condensed. For a constant rlcmax, the total amount of latent heat released 

by the time zcmax is reached is also constant for a given cloud base temperature, and thus the 

magnitude of invigoration at zcmax is not be expected to depend strongly on the buoyancy. 

However, note that in order to maintain a constant rlcmax when buoyancy is increased, the number 
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of cloud droplets must be increased or the cloud base velocity must be decreased, or a 

combination of the two. This is because when buoyancy is increased, the vertical velocity will 

increase more quickly and there will be less time for condensation. Increasing the droplet 

concentration will speed the condensation rate. Decreasing the cloud base vertical velocity will 

increase the available time for condensation – both options have the effect of compensating for 

the decreased available time for condensation that is induced by higher buoyancy such that rlcmax 

can remain constant. The invigoration, in terms of added kinetic energy, increases with buoyancy 

because, above zcmax, higher vertical velocity induced by the higher buoyancy will reduce the 

time available for condensation and the resultant latent heat release in the clean parcel (in the 

infinitely polluted parcel, condensation is instantaneous so the amount of condensation is 

unchanged). Thus the difference in kinetic energy between the infinitely polluted parcel and the 

clean parcel will be increased. A similar line of reasoning applies for the case of a constant zcmax 

or Scmax.  

On the other hand, the invigoration in terms of kinetic energy changes more substantially 

as the cloud base temperature increases. For constant values of zcmax or Scmax (Fig. 2.6a-b, d-e), 

the invigoration increases as the cloud base temperature increases, by up to 50% for zcmax and by 

up to 80% for Scmax. These increases occur primarily because at warmer temperatures, the 

saturation water vapor mixing ratio is higher, and thus greater differences in condensed water 

between clean and polluted parcels occur for the same supersaturation. The opposite trend is seen 

when rlcmax is held constant (Fig. 2.6c, f). In this case the invigoration magnitude decreases as the 

cloud base temperature increases, but only by 7% or less. By holding rlcmax constant, the 

difference in condensed water, which is the main driver behind the invigoration magnitude, is 

highly constrained. Furthermore, in order to maintain a constant rlcmax as the cloud base 
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temperature is increased, the maximum supersaturation (Scmax) must be reduced and occur at a 

lower height (zcmax). These qualitative relationships can be inferred from Figure 2.3. In other 

words, at higher temperatures, water is condensed more quickly and as a result, the height of 

maximum supersaturation decreases. It is this reduction in Scmax and zcmax that leads to a small 

decrease in the invigoration as the cloud base temperature increases in Fig. 2.6c and 2.6f.  

While the focus here has been on invigoration in terms of kinetic energy, invigoration is 

more traditionally described in terms of vertical velocity. There is no way to simply convert the 

change in kinetic energy derived above to a change in vertical velocity. One of the vertical 

velocity values must already be known in order to obtain the vertical velocity difference from the 

expression for the kinetic energy difference (Eq. 2.11 or 2.12). In field measurements or in a 

numerical model, this is not an issue, since vertical velocity and not kinetic energy is typically 

the quantity that is measured or predicted. Rather than derive a new expression for the change in 

vertical velocity, which would not be as simple as it has been for kinetic energy (see the 

discussion in section 2.2), we specify a value of the vertical velocity for the clean parcel at the 

height above cloud base of interest, and calculate the change in vertical velocity between that 

clean parcel and an infinitely polluted parcel from the kinetic energy difference.  

Figure 2.7 shows these vertical velocity differences as a function of cloud base 

temperature and the clean parcel vertical velocity at 1km above cloud base for the same low and 

high values of zcmax, Scmax, and rlcmax as in Figure 2.6. As the cloud base temperature increases, 

the change in vertical velocity increases for constant zcmax or Scmax (Fig. 2.7a-b, d-e) and 

decreases for constant rlcmax (Fig. 2.7c, f) as we would expect based on the kinetic energy results 

(Fig. 2.6). However, the change in vertical velocity is more strongly dependent on the vertical 

velocity of the clean parcel at 1km than on the cloud base temperature. As the clean parcel 
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velocity increases, the invigoration in terms of vertical velocity rapidly decreases. Thus, clean 

clouds that are already vigorous are less sensitive to changes in zcmax, Scmax, and rlcmax in terms of 

vertical velocity than clouds that have small updraft speeds. This result supports conclusions of 

previous studies that have examined the sensitivity of aerosol-induced invigoration to different 

environmental stability conditions (Storer et al. 2014; Stolz et al. 2015) 

Figures 2.6 and 2.7 are also useful for investigating the upper limit of invigoration. Recall 

from Figure 2.5 that Scmax gives the lowest errors for high values of zcmax, Scmax, and rlcmax (low 

values of aerosol concentration in the clean parcel).  Figures 2.6e and 2.7e indicate that the 

maximum change in kinetic energy between a clean and infinitely polluted parcel for the 

conditions considered here is about 12 m
2 
s
−2

 and that the maximum change in vertical velocity is 

about 4.5 m s
−1

, respectively. For more typical values of aerosol concentration, the invigoration 

in terms of vertical velocity is usually less than 2 m s
−1 

(Fig. 2.7a-c). However, our analysis does 

not account for processes such as entrainment and mixing which will likely reduce the magnitude 

of invigoration, particularly in shallow clouds, which tend to be more dilute than deep convective 

cores since shallow clouds are narrower (e.g. Simpson et al. 1965).  Therefore, the analysis 

should not be interpreted as the expected magnitude of invigoration in real clouds, but rather as 

an upper estimate of this magnitude.  

 

2.6 Conclusions 

Condensational invigoration is a phenomenon that has been discussed previously by the 

community, particularly in the context of aerosol-cloud interactions (Kogan and Martin 1994; 

Khain et al. 2004, 2005, 2008; Lebo and Seinfeld 2011; Storer and van den Heever 2013; Koren 

et al. 2014; Seiki and Nakajima et al. 2014). However, the magnitude of condensational 
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invigoration is not well known and is typically only discussed in specific cases or idealized 

studies. In this study, we developed an analytical expression to describe the change in kinetic 

energy between a clean and polluted parcel in order to explore the magnitude of condensational 

invigoration which is applicable to any warm phase convection, whether it be shallow convection 

or deep convection that goes on to have an ice phase. The expression relied on the work of 

Pinsky et al. (2013) in order to describe the evolution of liquid water with height.  

The new analytical expression revealed that the change in kinetic energy, which is a 

quantity that can be used to quantify the magnitude of condensational invigoration, between an 

infinitely polluted parcel and a clean parcel at a given height above cloud base can be expressed 

as a function of the maximum supersaturation for the clean parcel (Scmax), the height at which 

that maximum supersaturation occurs (zcmax), or the liquid water mixing ratio at that height 

(rlcmax). When written this way, the analytical expression was not explicitly dependent on the 

initial aerosol concentration and the cloud base vertical velocity of the clean parcel. Furthermore, 

it was shown that the change in kinetic energy is minimally sensitive to the environmental profile 

of temperature, and thus the analytical expression can be applied to both shallow clouds and the 

warm phase of deep convective clouds. Predictions made by our analytical expression for the 

change in kinetic energy were compared to results from parcel model simulations. It was seen 

that the errors made by the analytical expression at heights of up to 1 km above cloud base were 

25% or less for at least one of the three possible prediction variables, for nearly all of the parcel 

model tests.  

We used the new analytical expression to explore the sensitivity of condensational 

invigoration to the cloud base temperature and the initial buoyancy of the cloud. The 

invigoration, measured in terms of kinetic energy or vertical velocity and expressed as a function 
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of zcmax, Scmax, and rlcmax, was nearly insensitive to the initial buoyancy of the cloud parcel, and 

was more strongly dependent on the cloud base temperature. Analysis at 1km above cloud base 

showed that the change in kinetic energy varied by up to 80% for typical values of cloud base 

temperature. This added kinetic energy increases linearly with height above the height of 

maximum supersaturation. The analytical expression was then used to also determine the 

magnitude of invigoration in terms of vertical velocity. In order to do so, the velocity of the clean 

parcel was specified and as a result, a range of values was possible for the change in vertical 

velocity given a particular change in the kinetic energy. Our analysis indicated that the change in 

vertical velocity decreased as the vertical velocity itself increased, but can be as much as about 

4.5 m s
−1

 at 1km above cloud base for an ultra-clean cloud. More typical values of invigoration 

are less than 2 m s
−1

. As a consequence, condensational invigoration is likely to be a minor effect 

in most situations. The estimates of invigoration developed here are expected to be an upper limit 

on the change in velocity realized in real clouds, since we expect that entrainment and the 

vertical pressure gradient force would decrease the magnitude of condensational invigoration.  

Future work should address how mixing and other processes, such as rain formation and 

condensate unloading, further alter the invigoration magnitude. 

 

2.7 Appendix A 

 The dependencies of zmax, Smax, and rlmax on droplet concentration (N), cloud base vertical 

velocity (w), cloud base temperature (T), and cloud base pressure (p) were developed by P13. 

Their equations (32-34) are reproduced here for reference.       
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and ρa is air density, ρw is water density, ka is the coefficient of air heat conductivity, ew is the 

saturation vapor pressure over a flat surface of water, and D is the coefficient of water vapor 

diffusion. Other symbols are defined in the main text. 

 

2.8 Appendix B 

The parcel model has been slightly modified for the current study. As before 

modification, the model prognoses the height, pressure, temperature, and droplet diameter of the 

initially deliquesced aerosol particle distribution using the variable coordinate ordinary 

differential equation solver (VODES; Brown et al. 1989), which is an iterative method for 

solving the equations. The only microphysical process that is represented in the parcel model is 

condensation. Collision-coalescence, ice phase processes, precipitation fallout, and the effects of 

entrainment are not included. A prognostic equation for vertical velocity has been added in order 

to allow for latent heating and buoyancy feedbacks to the parcel vertical velocity. The vertical 

velocity (w) is predicted using the Reynolds-averaged buoyancy term as follows:  

                                             

        where    

and where t is time, and all other symbols have the same definition as in the main body of the 

text.  
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Finally, the saturation ratio is diagnosed rather than predicted. Since the mixing ratio of 

the total water (vapor plus liquid) is known and must remain constant in the absence of 

entrainment, the vapor mixing ratio can be diagnosed from the predicted liquid water mixing 

ratio. The latter is determined from the size and number distributions of the droplets. The 

saturation vapor mixing ratio is determined from the prognosed parcel temperature. The actual 

vapor mixing ratio and the saturated vapor mixing ratio are then used to calculate the saturation 

ratio, and hence the supersaturation.  

A saturation adjustment option was added to the parcel model in order to conduct the 

experiments of interest. When this option is used, the model behaves as described above while 

the saturation ratio is less than 1. When the saturation ratio is greater than 1, the height, pressure, 

and temperature is first updated assuming dry adiabatic processes. Then an iterative method is 

used to calculate the amount of condensed water and latent heating. The equations for the moist 

physics are iterated until the saturation ratio is 1 with an absolute tolerance of 10
−8

.  
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2.9 Figures 

 

Figure 2.1. The thick black line shows the solution to Eq. 2.7. The blue and red lines show the 

best-fit piece-wise function (Eq. 2.8) to Eq. 2.7, and the yellow filled-circle indicates the point of 

maximum supersaturation that separates the two portions of the piece-wise function.  

 

Figure 2.2. zmax (m), Smax (%), and rlmax (g kg
−1

) as a function of cloud droplet concentration and 

cloud base vertical velocity for a cloud base temperature of 10°C and cloud base pressure of 

950mb.  
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Figure 2.3. (a) zmax (m), (b) Smax (%), and (c) rlmax (g kg
−1

) as a function of droplet concentration 

and cloud base temperature for a cloud base vertical velocity of 2 m s
−1

 and a cloud base pressure 

of 950mb. 

 

 

Figure 2.4. Percent error in Eq. 2.11 due to assuming an isothermal environmental lapse rate for 

a range of non-isothermal environmental lapse rates (K km
−1

). Solid lines show the error for zcmax 

=10m, and dashed lines show the error for zcmax =100m.  
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Figure 2.5. (a-c) Kinetic energy difference between an infinitely polluted parcel and clean 

parcels as a function of (a) zcmax, (b) Scmax, and (c) rlcmax. Solid lines show results from the parcel 

model and dashed lines show results from the theoretical prediction (Eq. 2.12) for four different 

levels above cloud base (colors). Dark colors (blue, green, red) show results where the 

environmental temperature is 288K, and light colors (light blue, light green, pink, gray) show 

results where the environmental temperature is 298K. (d-f) As in (a-c) except showing the 

percent error of the theoretical prediction. The dots indicate the values for the seven different 

aerosol concentrations used in the parcel model simulations described in section 2.3. Note that 

larger values of zcmax, Scmax, and rlcmax
 
correspond to lower aerosol concentrations. 
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Figure 2.6. Change in kinetic energy (m
2
s
−2

) between an infinitely polluted parcel and a clean 

parcel at 1km above cloud base as a function of cloud base temperature and the cloud base 

virtual temperature perturbation where (a, d) zcmax is held constant, (b, e) Scmax is held constant, 

and (c, f) rlcmax is held constant. In (a-c) the contour interval is 0.1 m
2
s
−2

 and in (d-f) it is 0.5 m
2 

s
−2

. 
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Figure 2.7. Change in vertical velocity between a clean parcel and an infinitely polluted parcel at 

1km above cloud base as a function of cloud base temperature and the vertical velocity of the 

clean parcel at 1 km where (a, d) zcmax is held constant, (b, e) Scmax is held constant, and (c, f) 

rlcmax is held constant. The contour interval is 0.25 m s
−1

 in (a-c) and is 0.5 m s
−1

 in (d-f). 
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3. MAKE IT A DOUBLE? SOBERING RESULTS FROM SINGLE- AND DOUBLE- 

MOMENT MICROPHYSICS SIMULATIONS
2
 

 

3.1 Introduction 

The parameterization of cloud microphysics has long been one of the greatest challenges 

for atmospheric models with grid spacings of a few kilometers or less.  Due to the small length 

scale at which microphysical processes occur (microns-millimeters) and the sheer number of 

cloud droplets, ice crystals, and rain drops (up to ~10000 cm
−3

), it is not feasible to simulate 

microphysical processes explicitly in domains with volumes of even a few cubic kilometers 

given current computational resources. Many microphysical parameterization frameworks, 

wherein microphysical processes are not explicitly simulated, have therefore been designed to 

circumvent this problem, the two most frequently used today being single-moment and double-

moment bulk schemes.  

The goal of this paper is to motivate the use of double-moment schemes over single-

moment schemes. This will be done in several ways. First, here in the introduction, an overview 

of microphysics schemes is given, and the past work comparing single- and double-moment 

schemes is presented. In section 3.2, the sensitivity of different microphysical processes to fixed 

parameters that are necessary in single-moment schemes will be investigated from a simple 

theoretical perspective.  In section 3.3, idealized simulations of convection using a single-

moment scheme are presented to show the range of results that can be achieved by simply 

changing the fixed parameters. Though the differences obtained in simulations using single- and 

                                                        
2 This chapter is previously published in the peer-reviewed literature. Igel, A. L., M. R. Igel, and 

S. C. van den Heever, 2015: Make it a double? Sobering results from single- and double-moment 

microphysics simulations. J. Atmos. Sci. 72, 910-925. doi: http://dx.doi.org/10.1175/JAS‐D‐

14‐0107.1. © Copyright 2015 American Meteorological Society. Used with permission. 
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double-moment schemes have been described in the past, less attention has been given to the 

range of results that can achieved by varying the fixed parameters within the same single-

moment scheme such as has been done by Ferrier et al. (1995), Gilmore et al. (2004), van den 

Heever and Cotton (2004) Yussouf and Stensrud (2012), and Adams-Selin et al. (2013). The 

range of results will be demonstrated for a simple simulation in this study to advocate further for 

the phasing out of single-moment schemes, particularly when conducting research simulations. 

Lastly, comparisons between simulations run with both single- and double-moment schemes for 

a system in radiative-convective equilibrium (RCE) are presented in section 2.4.  Basic 

comparisons are made between observations and the RCE simulations that suggest that the 

double-moment simulations capture the tropical cloud and precipitation characteristics more 

realistically than single-moment schemes.  

Single-moment schemes require minimal memory and computational burden compared to 

more complex schemes.  Many single-moment schemes predict the mixing ratio of each 

hydrometeor species and keep either the mean diameter or number concentration fixed, such that 

the other can be diagnosed (Lin et al. 1983; Walko et al. 1995; Straka and Mansell 2005; Hong 

and Lim 2006).  Depending on the complexity of the scheme, the size distribution of each 

species can be monodisperse, or a distribution shape may be assumed. In the case of an assumed 

exponential distribution, the intercept parameter is commonly held constant rather than the 

number concentration or the mean diameter. Irrespectively, there is a fixed relationship between 

number concentration, diameter, and other specified parameters of the assumed distribution.  

Though not common, some schemes diagnose the intercept parameter based on environmental 

conditions so that it can vary in space and time (Hong et al. 2004; Thompson et al. 2004).  

Nonetheless, the inability of single-moment schemes to allow the number concentration and 
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mean diameter of hydrometeors to vary independently severely limits their ability to simulate 

clouds with characteristics consistent with observations across a wide range of atmospheric 

conditions. 

Double-moment schemes, as their name implies, predict two moments of the distribution, 

usually the mixing ratio and number concentration of each hydrometeor species (Ferrier 1994; 

Meyers et al. 1997; Milbrandt and Yau 2005a; Morrison et al. 2005; Seifert and Beheng 2006; 

Mansell et al. 2010).  Some schemes are mixed-moment with one moment of some hydrometeor 

species being predicted, such as cloud water and ice crystals, and two moments of other species 

being predicted (Thompson et al. 2008; Hong et al. 2010).  Double-moment schemes allow for a 

more realistic representation of clouds, since both number concentration and diameter are 

allowed to vary independently in space; however, the shape of the distributions usually remains 

fixed. A fixed distribution shape is not always the case; Milbrandt and Yau (2005), for example, 

developed diagnostic equations for the shape parameter of the precipitating hydrometeors.  

When both the mixing ratio and number concentration of a hydrometeor species are 

predicted, the representation of many microphysical processes can be improved. Two such 

processes, condensation and collision-coalescence are discussed below in section 3.2. Another 

process that is improved is sedimentation, or the falling of hydrometeors (Wacker and Seifert 

2001; Milbrandt and Yau 2005a; Milbrandt and McTaggart-Cowan 2010). In the real 

atmosphere, large, more massive drops fall faster than small drops which leads to an effect 

known as size sorting. Size sorting cannot be predicted in a single-moment scheme unless one of 

the fixed parameters is allowed to vary with height (Milbrandt and McTaggart-Cowan 2010) but 

can be predicted in any multi-moment scheme by using different fall velocities for the different 

predicted moments of the hydrometeor size distribution. Though generally sedimentation is 
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improved in double-moment schemes over single-moment schemes, double-moment schemes 

tend to be overly aggressive in their sorting, and methods have been suggested to ameliorate this 

problem (Milbrandt and Yau 2005a; Wacker and Lüpkes 2009; Mansell 2010; Milbrandt and 

McTaggart-Cowan 2010). 

While the representation of microphysical processes can be improved since more 

variables exist in double-moment schemes than single-moment schemes to describe the cloud 

properties, new assumptions must also be made. For example, since the predicted mean diameter 

of rain can reach large values, the raindrop break-up process must be parameterized. However 

this is a poorly understood process, and simulations can be sensitive to how it is implemented 

(Morrison and Milbrandt 2011; Morrison et al. 2012; Van Weverberg et al. 2014). Also, the 

number and size of raindrops to create during processes such as hail shedding and ice melting 

need to be parameterized, but is not constrained well by observations (see e.g. Meyers et al. 

1997). Uncertainties exist regarding how many cloud droplets and ice crystals to create upon 

nucleation. Such decisions usually require some assumptions about the aerosol particle 

distribution. The Hallett-Mossop ice multiplication process is another poorly understood ice 

nucleation mechanism that can have large impacts on cloud properties depending on how it is 

parameterized (Connolly et al. 2006). These are just some of the problems that must be 

addressed in double-moment schemes but not in single-moment schemes.  

Despite these new assumptions, double-moment schemes have been shown to be 

generally more successful than single-moment schemes in reproducing observations of a number 

of different cloud systems including squall lines (Morrison et al. 2009; Van Weverberg et al. 

2012; Baba and Takahashi 2013), supercells (Dawson et al. 2010; Jung et al. 2012), scattered and 

isolated convection (Swann 1998), mesoscale cloud systems (Lee and Donner 2011), tropical 
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cyclones (Jin et al. 2014), Arctic mixed-phase stratus clouds (Luo et al. 2008), orographic clouds 

(Milbrandt et al. 2010), Colorado winter storms (Reisner et al. 1998), and synoptic-scale snow 

events (though single-moment schemes with diagnosed intercept parameters did well) (Molthan 

and Colle 2012). These studies have shown improvements in the representation of a wide range 

of atmospheric variables including liquid and ice water contents, precipitation, radiative fluxes, 

cold pool properties, storm morphology, and dynamics with the use of double-moment schemes.  

Van Weverberg et al. (2014) found that the two kinds of schemes do equally well when 

simulating very intense precipitation due to the poor representation of rain break-up in double-

moment schemes. Relatively few studies have shown no improvement with the use of double-

moment schemes (Van Weverberg et al. 2013; Wu and Petty 2010).  

The improvement that is usually found in simulations when using double-moment 

schemes rather than single-moment schemes does come with increased computation time and 

memory requirements.  That being said, computational capabilities have been rapidly increasing 

and it is suggested here that simulations run for research purposes should no longer use single-

moment schemes. Regardless of whether the focus of a given study is on microphysical processes 

or not, the choice of microphysics scheme will influence the simulated outcome through a 

multitude of dynamic, radiation, thermodynamic, and microphysical feedback processes. 

Therefore double-moment parameterizations should be chosen over single-moment 

parameterizations whenever possible in order to obtain better results as demonstrated by the 

studies cited above and as will be demonstrated below in the current study.  

It should be noted that other kinds of microphysics parameterizations exist for cloud-

resolving models, but are less common. Triple-moment schemes (Milbrandt and Yau 2005b) 

predict the shape parameter of the gamma probability distribution using prognostic equations for 
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the radar reflectivity, which is the sixth moment of the distribution. Spectral bin schemes (Reisin 

et al. 1996; Ovtchinnikov and Kogan 2000; Rasmussen et al. 2002; Khain et al. 2004; Lebo and 

Seinfeld 2011) avoid the need to assume a size distribution function by dividing the distribution 

of a species into discrete bins and prognosing the number and/or the mass mixing ratio of each 

bin separately. Uniquely, Onishi and Takahashi (2012) developed a scheme with a bin 

representation of the warm phase species, and a two-moment bulk representation of the ice phase 

species. Bin-emulating schemes (Feingold et al. 1998; Saleeby and Cotton 2004, 2008; Saleeby 

and van den Heever 2013) have been designed to take advantage of both bulk and bin schemes – 

they are double-moment schemes that use lookup tables for some microphysical process rates 

that have been generated from bin schemes. Finally, the superdroplet method of parameterizing 

microphysics (Shima et al. 2009) uses a novel approach in which the position and physical 

properties of a collection of droplets with identical attributes (or a superdroplet) are prognosed. 

To date, the parameterization has only been developed for the warm phase. These kinds of 

schemes can be good alternatives to single- and double-moment schemes depending on the 

application, although all of them are more computationally expensive. 

 

3.2 Theoretical Considerations 

 In this section, the sensitivity of microphysical processes to fixed hydrometeor 

distribution parameters is explored. For simplicity, the focus of the discussion in this section is 

on the representation of warm phase microphysical processes in single-moment schemes, 

specifically condensation and autoconversion.  However, similar reasoning could just as easily 

be applied to the ice phase for deposition, riming, and other collection processes. Note that the 

processes discussed have more complex representations in most microphysical schemes than are 
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described here. This section is only intended to provide a qualitative sense for the sensitivity of 

each process. 

  Condensation is the first process considered here. In some models, a saturation 

adjustment scheme is employed to calculate condensation. In such schemes, any supersaturation 

that develops is depleted immediately to form liquid water. When using saturation adjustment 

schemes, both single- and double-moment schemes will predict the same amount of 

condensation given the same supersaturation at any grid point. Lebo et al. (2012) have recently 

discussed saturation adjustment schemes in much more depth. 

In other models, saturation adjustment is not implemented, in which case the 

condensation equation is represented explicitly in some form.  This form will depend on the 

assumed size distribution of the hydrometeors. The gamma size distribution is commonly 

assumed such that the mixing ratio (r) can be expressed as: 
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                                                                                                             (3.1)  

(e.g. Walko et al. 1995) where NT is the total number concentration of droplets, � is the mean 

number diameter, ν is the distribution shape parameter, and ρa is air density. If ν=1, the 

distribution is equivalent to a Marshall-Palmer distribution.  Following Walko et al. (1995) and 

neglecting the effects of ventilation, the equation for the rate of condensation (C; the time rate of 

change of the hydrometeor mass mixing ratio) can be expressed simply as  

                � =
!"

!"
= 2� � − 1 ��!�                                                                                                    (3.2) 

where S is the saturation ratio and G is a function of temperature and pressure that represents the 

impacts of latent heat release and other nonlinearities, the specifics of which are not germane to 

the discussion.  
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These equations can be used to show how the properties of a distribution will impact 

condensation rates in a single-moment scheme. It can be seen from Eq. 3.1 that for a fixed 

mixing ratio and a fixed shape parameter �! ∝ �
!!.  By substituting this relationship into Eq. 

3.2 it can be shown that � ∝ �!! for a fixed diameter or that � ∝ �!
!/! for a fixed number 

concentration, all else being equal.  The different powers on diameter and number concentration 

in these simple relationships indicate that the condensation rate will be comparatively more 

sensitive to the choice of fixed diameter. For example, for a doubling in the choice of fixed 

diameter, the condensation rate will be reduced by a factor of 4.  On the other hand, a doubling 

of the fixed number concentration will increase condensation by only a factor of 1.6.  Thus, 

changing either parameter will result in significant changes to the condensation rate, with the rate 

being more sensitive to changes in mean diameter.  While such variability of the diameter and 

number concentration is common in real-world clouds, it cannot be represented by single-

moment schemes. It should be noted though that when the supersaturation is low enough to be 

almost entirely consumed in one time step, saturation adjustment and supersaturation allowing 

condensation schemes will give very similar answers and the sensitivity to fixed parameters will 

be reduced. 

 The sensitivity of collision-coalescence to the choice of the fixed parameter in single-

moment schemes is more difficult to determine because there are many different ways in which 

this process has been parameterized. Sophisticated Kessler-type parameterizations (e.g. Manton 

and Cotton 1977; Baker 1993; Boucher et al. 1995; Liu and Daum 2004) show the 

autoconversion rate to be proportional to �!
!!/! with no dependence on �.  Given that 

�! ∝ �
!!, the autoconversion rate must be proportional to � if the diameter is fixed.  Using the 

same example as before, doubling a fixed diameter will double the autoconversion rate, and 
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doubling a fixed number concentration will decrease the rate by a factor of 1.3, and by a factor of 

2.2 for a tenfold increase. As with the condensation rate, we see that the autoconversion rate is 

more sensitive to a change in the mean diameter than to a change in the number concentration.   

As shown above and summarized in Table 3.1, condensation and collision-coalescence 

have sensitivities to �! and �, although in the opposite sense.  That is, growth of cloud water 

through condensation is increased and depletion through collision-coalescence is decreased for 

either a decrease in mean diameter or an increase in number concentration, assuming the same 

cloud water content.  Therefore the two processes will feed back on one another to cause cloud 

water content to be even more disparate for a change in diameter or number concentration. For 

example, during a single model time step for a fixed cloud water content, a population of larger, 

less numerous cloud droplets � ↑,�! ↓  will grow more slowly and have less additional mass at 

the end of the time step than a population of smaller, more numerous droplets � ↓,�! ↑ . 

During the same time step, this population of droplets � ↑,�! ↓  will self-collect more quickly 

to create rain, further reducing the cloud water content relative to the scenario with smaller, more 

numerous droplets � ↓,�! ↑ . The processes act together to reduce the amount of cloud water 

present at the next model time step in � ↑,�! ↓  relative to � ↓,�! ↑ . These processes and 

their subsequent feedbacks occur simply due to somewhat arbitrarily chosen microphysical 

parameters. Due to the nonlinear interaction of these processes as well as their different 

timescales, it is difficult to determine a priori how much quantities such as cloud water mixing 

ratio will vary due to changes in the fixed parameter values. The full implications of these 

changes in condensation and collision-coalescence rates and all other process rates, especially 

when multiple liquid and ice hydrometeors are being simulated, are best explored by running 

numerical simulations.   
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3.3 Simulations with Single-Moment Schemes 

a. Simulation Design 

To explore the range of results that can be obtained by simply changing the value of a 

fixed parameter, simulations of an idealized ordinary thunderstorm are run using the Regional 

Atmospheric Modeling System (RAMS) (Cotton et al. 2003).  RAMS is used because its double-

moment microphysics scheme (Meyers et al. 1997) can be run in a single-moment mode with 

either a fixed diameter or fixed number concentration. This capability allows for the exploration 

of the sensitivities of a simulation to either parameter. Many of the more recent advances to the 

RAMS double-moment scheme, such as its bin-emulating features and the second cloud mode 

(Saleeby and Cotton 2004, 2008; Saleeby and van den Heever 2013), were not used in order to 

keep the physics between the two schemes as similar as possible. 

Four simulations of the idealized ordinary thunderstorm are performed: two with a fixed 

mean cloud droplet diameter, and two with a fixed cloud droplet number concentration. The 

other species (rain, snow, aggregates, graupel, and hail) each have a fixed mean diameter and 

thus are also run in single-moment mode. The settings for the fixed parameters in each 

simulation are summarized in Table 3.2. Pristine ice is run in double-moment mode in all 

simulations since the single-moment option has been deprecated in RAMS.  All species have a 

fixed distribution shape parameter of 2. Though only the cloud droplet properties are being 

varied in these experiments, it is expected that there will be changes to both the warm and ice 

phases of the storm as a result since ice is often nucleated from and can grow through the 

collection of supercooled cloud droplets. Both phases will therefore be examined here.  

The values chosen for the fixed cloud droplet parameters in these sensitivity tests are 

meant to be representative of lower and upper limits of values typically used in previous studies.  
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However, determining these limits is sometimes difficult as these values are frequently not 

reported in the literature.  For the mean cloud droplet diameter, 5 and 25microns are chosen 

(referred to as D5 and D25, respectively), and for number concentration, 100 and 1000 mg
−1

 are 

selected (referred to as N100 and N1000, respectively).  These values represent a reasonable 

range for the parameters based on observations (Pruppacher and Klett 2010). 

In order to simulate an isolated, deep convective storm, the convective sounding of 

Weisman and Klemp (1982) is used to initialize the domain homogeneously horizontally.  The 

horizontal wind is set to zero to simulate an ordinary thunderstorm rather than a supercell. The 

model domain is 200x200km in area with a 1 km horizontal grid spacing. Forty levels are used in 

the vertical dimension with a grid spacing of 100m at the surface being stretched to 1000m aloft 

with the model top at 23.3 km.  The model time step was 5s. A 2K warm, square bubble, 20 x 20 

km and 3 km deep, was used to initiate the convection. 

 

b. Cloud Processes 

Time series of cloud water growth (net condensation) and loss (autoconversion, 

accretion, riming) processes are shown in Fig. 3.1a along with the domain average cloud water 

path (Fig. 3.1b). From these figures, it is clear that changing the cloud droplet properties has an 

immediate impact on the condensation and collision-coalescence rates that lead to changes in the 

total cloud water content. As expected from the theory discussed above in section 3.2, a smaller 

cloud droplet diameter (D5) leads to initially higher condensation rates and lower collision-

coalescence rates, resulting in a cloud water path that is ~6 times larger than that for D25. Also 

as expected, N1000 initially has a condensation rate ~3% higher than N100, though the absolute 

difference is small and cannot be seen in Fig. 3.1a  (N100, N1000). The collision-coalescence 
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rate in N100 initially increases relative to N1000 as predicted by the theory presented in section 

3.2.  Overall, these changes in process rates result in the cloud water path being highest for D5 

and lowest for D25, and cause the initial trends in precipitation (Fig. 3.1c) to follow those of 

collision-coalescence.  

For the most part, the initial changes in process rates are half as large or less than were 

predicted by theory (see section 3.2), probably because the assumption of fixed cloud water 

content is no longer valid. For example, while for the same cloud water content fewer but larger 

cloud droplets will collect more quickly to form rain and lead to less cloud water at the next time 

step, having less cloud water at the next time step will slow the collision-coalescence process. 

Therefore, because the cloud water content is now different, the difference in rate between the 

two scenarios will be less at the next time step than it was at the first time step.  

The trends in convective mass flux (Fig. 3.1d), defined as the mass flux at points with 

vertical velocity greater than 1 m s
−1

, are in keeping with those for the condensation rate. 

Simulation D5 has a convective mass flux more similar to the constant number concentration 

cases, in part because so much of its cloud water is lofted above the freezing level where it 

causes increases in ice production and latent heating in the mixed-phase region (not shown). 

Simulation D25 has ~1/2 as much convective mass flux as the other three simulations during the 

first 40 minutes. The mass flux, and presumably the updraft speed, is reduced in D25 due to the 

relatively low condensational latent heating (Fig 3.1a) and therefore reduced buoyancy.  These 

changes in convective mass flux alter the morphology of the cloud and have implications for the 

subsequent development of the simulated storm. 

After the initial 30-40 minutes, the microphysical feedbacks to the dynamics begin to 

dominate the differences between the simulations. It is emphasized that the purpose of this study 
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is not to determine the pathways for these feedbacks, but rather only to demonstrate that they 

exist and that they lead to uncertainties in the simulation results.  The D25 case, though it had the 

least convective mass flux initially, sustains the mass flux during the middle period of the 

simulation and ultimately produces the most mass flux at the end of the simulation when 

secondary convection begins to develop.  This fundamental change in the evolution of 

convection is reflected in the precipitation, cloud mixing ratio, and cloud process fields (Fig. 

3.1a-c).  The other three simulations appear to plateau to some degree in these fields whereas 

D25 continues to increase steadily.  Ultimately D25 produces greater than or in excess of 3 times 

more precipitation than its D5 counterpart.  This is a significant increase considering that the 

only difference in the setup of the two simulations is the mean size of the cloud droplets.  

The sensitivity of these simulations to rain drop size is also briefly explored. The initial 

four simulations all had a fixed mean rain drop size of 1mm.  Based on a double-moment 

simulation of this same storm (not shown), 1 mm is a representative mean diameter for raindrops 

near the surface, but it is large for raindrops in rain formation regions.  A fifth simulation 

(D25_RD0.3) again uses a fixed cloud droplet size of 25µm, but reduces the mean raindrop 

diameter to 0.3 mm.  In terms of cloud process rates, cloud water path, and convective mass flux, 

D25 and D25_RD0.3 are more similar to each other than to any other simulation (Fig. 3.1a, b, 

and d).  Nonetheless, convective mass flux during the second half of the two simulations 

becomes increasingly different, and the final precipitation produced in D25_RD0.3 is 

significantly reduced (Fig. 3.1c), in part due to greater rain evaporation caused by small 

raindrops that evaporate more readily (not shown).   

 

c. Other Thermodynamic and Radiative Impacts 
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The atmosphere is a complex system and, not surprisingly, these changes in cloud 

properties and dynamics impact many other aspects of this system.  Changes to the precipitation 

amount and evaporation rates below cloud base lead to an average reduction in surface 

temperature of ~0.5K between the warmest (D5) and coolest  (D25_RD0.3) simulations within 

the cold pool, where the cold pool is defined as all surface points with temperature less than the 

base state surface temperature. In terms of forecasting daily temperature this may not be 

important, but it could be very important for cold pool dynamics and subsequent convective 

development (Tompkins 2001).  A number of other studies have also shown sensitivity of the 

cold pool strength to choices in microphysical parameters (e.g. van den Heever and Cotton 2004; 

Dawson et al. 2010; Adams-Selin et al. 2013).  

Upper level tropospheric moisture is important as a chemical catalyst in the stratosphere 

and in its own right as a greenhouse gas.  Figure 3.2b shows that up to 75% more moisture is 

available in the lower stratosphere in the D5 case, likely because more cloud water was available 

to be transported to the upper atmosphere to form ice in the anvil that subsequently sublimated.  

Accurately predicting stratospheric moisture has been shown to be critical to predicting long-

term temperature trends of the lower stratosphere (Thompson et al. 2012). 

Radiation is another factor that is impacted by changes to the single-moment scheme 

design. Differences in radiation will be largely driven by changes in cloud area, though total 

water content, hydrometeor phase, and other hydrometeor properties will also play a role. Cloud 

area, reflected shortwave fraction, and outgoing longwave radiation are shown in Figure 3.2c-e. 

A column is defined to be cloudy if one or more grid boxes has a hydrometeor mixing ratio 

greater than 0.01 g kg
−1

. The radiative quantities have been averaged over cloudy columns; 

therefore differences in these quantities between simulations do not account for changes in cloud 
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area. The reflected shortwave radiation is consistently ~25% higher in D5 compared to D25 and 

N100 throughout the latter half of the simulations (Fig. 3.2c) due to smaller cloud and ice 

particles. In terms of outgoing longwave radiation, the anvil in D25_RD0.3 emits ~45% more 

longwave radiation than D5 (Fig. 3.2d), which is in part due to D25_RD0.3 having a lower cloud 

top height (not shown).  These changes in radiation have implications for the radiative balance of 

the earth as simulated by CRMs (particularly when they are used for radiative-convective 

equilibrium simulations) and by GCMs and present yet another reason why moving away from 

single-moment schemes to double-moment schemes should be considered.  To put one of these 

values in context, the 45% increase in emitted longwave radiation in D25_RD0.3 compared to 

D5 would be on par with the magnitude of the largest deep convective cloud-climate feedback 

predicted by climate models (Zelinka and Hartmann 2010). 

 

3.4 Single- vs. Double-Moment Schemes 

a. Simulation Design 

It could be argued that perhaps the simulations discussed in the previous section would 

not show such large differences if they were run for a longer period or over a larger domain. 

Furthermore, perhaps a similar range in sensitivity could be obtained by varying the aerosol 

concentration (which is arguably the primary control on the cloud droplet number concentration) 

in a double-moment simulation.  To test some of these possibilities, results from large-domain 

and long-time radiative-convective equilibrium (RCE) RAMS simulations are now presented.   

These simulations were conducted at cloud-resolving grid scale (1km) on a large domain 

(3000x200) with doubly periodic lateral boundary conditions and 65 vertical levels.  The model 

top extends to 25km altitude.  This narrow grid setup has proven useful in the past to allow for 
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large-scale flows while minimizing computational cost (Tompkins 2001; Posselt et al. 2008).  

The simulation is run for 70 days.  The final 10 days will be used for analysis. As in (van den 

Heever et al. 2011), the 0000 UTC 5 December 1992 tropical sounding from TOGA-COARE 

(Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Response Experiment) was 

used to initialize the temperature and moisture fields.  Convection was induced with small, 

random perturbations to the potential temperature field.  No mean wind was imposed, but a 

minimum wind speed of 4m/s was used for the bulk surface flux calculations. A Smagorinsky 

(1963)-type turbulence scheme and the 2-stream radiation scheme that is fully interactive with 

hydrometeors (Harrington 1997) were used. These simulations are designed to represent the 

equilibrium state of the tropical atmosphere and contain the full range of tropical cloud types, 

from shallow, isolated cumulus through to large, deep convective complexes (van den Heever et 

al. 2011).  

The base simulation is run with the double-moment scheme for 70 days; it is in RCE for 

approximately the latter half of that time.  The base simulation is run with the double-moment 

microphysics scheme and has a horizontally and vertically homogeneous aerosol concentration 

of 100 cm
−3

. This base simulation will be referred to as DM_A100.  

DM_A100 is restarted on day 60 and run for ten days with the single-moment 

microphysics scheme (SM_DEF) rather than the double-moment scheme.  The initial mixing 

ratio of all species is kept the same, but the number concentration and mean diameter all change 

instantaneously upon restart. This method of restarting DM_A100 rather than starting a new 

simulation with the single-moment scheme and running it for 70 days is justified in section 3.6. 

SM_DEF is run with a fixed cloud droplet number concentration of 300 mg
−1

.  This droplet 

number concentration is the default value in RAMS; all other parameters are also run with the 
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default values (see Table 3.2). While the default values may not be the most appropriate values 

to use, the default values may be a common and typical choice made by users of cloud models, 

especially those who are not experts in microphysics, regardless of the kind of simulation they 

are running. Therefore, we want to explore the consequences of this potentially naïve choice in 

these RCE simulations.  

A second sensitivity test has also been run in which an exponentially decreasing aerosol 

concentration profile is utilized (DM_A1000).  The profile maximizes at 1000 cm
−3

 at the 

surface and has a scale height of 2 km. The double-moment scheme is used for this test. It is 

presented to show a possible range of cloud characteristics for a change in aerosol concentration. 

Given that the increase in aerosol concentration in DM_A1000 is relatively large, especially for 

the tropical maritime environment, we would hope that the differences in cloud properties arising 

through use of the single-moment scheme would be no larger than those arising from this 

significant (and physically possible) increase in aerosol concentration.  

 

b. Bulk Cloud and Rain Properties  

Average cloud fraction as a function of height from the three simulations is shown in 

Figure 3.3 where the shading indicates one standard deviation in the time mean. At heights 

greater than 11 km, where anvil clouds associated with deep convection are present, the cloud 

fraction of the single-moment simulation is comparable to or exceeds those of the two double-

moment simulations. Below 11 km, differences in the cloud fraction are larger. Peaks in cloud 

fraction at 5.5km and 9km associated with congestus and detrainment at the freezing level 

(Johnson et al. 1999; Posselt et al. 2008) are reduced or not present in SM_DEF. There is a peak 

around 2km in all three simulations that indicates the shallow convective mode; however in the 
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single-moment simulation this peak is drastically reduced. It is ~1/6 the magnitude of the 

corresponding peak in cloud fraction for DM_A100, and the shaded regions do not overlap.  The 

tropical shallow cloud fraction as measured from CloudSat (Mace et al. 2009) and CALIPSO 

(Medeiros et al. 2010) is ~0.15-0.25, which indicates that the double-moment simulations 

capture the frequency of these clouds more realistically. Additionally, although all of the RCE 

simulations underestimate the upper-level cloud fraction (~12%; Mace et al. 2009), only the 

double-moment simulations correctly simulate more low cloud fraction than high cloud fraction. 

Figure 3.4a shows the average rain rate as a function of precipitable water. The “critical” 

precipitable water (PW) value at which rain rates increase rapidly can be used to indicate the 

transition from shallow to deep convection and is a strong function of mean tropospheric 

temperature (Neelin et al. 2009). All of the RCE simulations have a mean tropospheric 

temperature of 273 K, which, based on observations, corresponds to a critical PW value of 68 

mm (Neelin et al. 2009). For the two double-moment simulations, this value is ~65 mm, whereas 

for the single-moment simulation, it is ~60 mm. Again, the double-moment simulations agree 

more closely with the observations. The difference in these values can be put in context by 

noting that observations indicate that a decrease of 5mm in this critical PW value occurs for a 2 

°C decrease in tropospheric mean temperature (Neelin et al. 2009), a large value in the context of 

climate considerations.  The mean temperature profiles among all the simulations, though, are 

very similar.  This comparison suggests that the shift in the critical PW between the single- and 

double-moment simulations is large and could have important implications for the proper 

simulation of the tropical atmosphere.   

Figure 3.4b shows the ratio of the mean rain rate as a function of (PW) for SM_DEF and 

DM_A1000 to that of DM_A100. Associated with the reduction in cloud fraction for shallow 
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convection in SM_DEF is a 70-90% reduction in the average rain rate for values of PW less than 

~40mm.  This reduction in rain rate is consistently 10-40% greater than that seen in DM_A1000.  

Though much smaller, there is also a greater change in the convective rain rates (PW values 

greater than ~60-65 mm) in SM_DEF than in DM_A1000. These changes to the cloud fraction 

and rain rate of both deep and shallow convection are noteworthy since they are entirely driven 

by the differences in the microphysics scheme, and because they are larger than changes that can 

be achieved by a tenfold increase in aerosol concentration in the double-moment scheme. 

To investigate the cause of the reduced cloud fraction in SM_DEF, time series of rain and 

cloud water path in regions of shallow convection, defined as all points with PW less than 

40mm, are shown in Fig. 3.5.  The rain and cloud water paths in SM_DEF both decrease 

immediately and never recover. The decrease is even larger than that for DM_A1000, the 

simulation that was expected to be an approximate limit for the magnitude of cloud property 

changes. Figure 3.5 suggests that the large changes in cloud fraction (Fig. 3.3) and rain rate (Fig. 

3.4) in SM_DEF are due to fast changes in the microphysics, and are not due to a slow 

adjustment to a new radiative-convective equilibrium state.  

The average cloud droplet number concentration in shallow clouds in DM_A100 is ~30 

cm
−3

 (Fig. 3.6a), which is much lower than the fixed cloud droplet concentration of 300 cm
−3

 in 

SM_DEF.  Given that both simulations begin with the same cloud water content, cloud droplets 

in SM_DEF are immediately made to be ~1/5 the size of those in DM_A100.  Conversely, the 

average raindrop diameter is 0.2-0.5mm for shallow cumuli (Fig. 3.6b), which is much lower 

than the fixed raindrop diameter of 1mm. These comparisons indicate that cloud droplets are 

much smaller in SM_DEF and lead to reduced collision-coalescence and rain production.  With 

less rain, and with much larger raindrops that evaporate more slowly, evaporatively-generated 
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cold pools likely diminish in strength and number, thus making new convection more difficult to 

initiate in SM_DEF.  

 

c. Representative Parameters  

These results suggest that more care should be taken in choosing the fixed parameters in 

a single-moment scheme. Perhaps the cloud characteristics in SM_DEF and DM_A100 would be 

more similar if the fixed parameter values in SM_DEF were more representative of the values in 

DM_A100.  To test this idea, a second single-moment sensitivity simulation was started in the 

same way as SM_DEF, but in which the fixed parameter values were taken as the mass-weighted 

averages of number concentration or diameter of each hydrometeor species from DM_A100 at 

the time of the model restart. These values are listed in Table 3.2 and the simulation is referred to 

as SM_AVG. Table 3.2 shows that some of the parameter values in SM_DEF, such as aggregate 

diameter, are in fact quite close to the averages in DM_A100 which are used for SM_AVG. 

However, parameters such as the cloud droplet number concentration and raindrop diameter used 

in SM_DEF are not appropriate for representing these microphysical characteristics in 

DM_A100.  

SM_AVG developed a low-level downdraft associated with one of the deep convective 

storms with a speed of −18 m s
−1

 after just over six hours of simulation that was incompatible 

with the vertical grid spacing.  Nonetheless, since the largest changes in SM_DEF occurred in 

the first six hours, we can learn from this simulation. The rain water content in this downdraft 

was high compared to values found at any time in DM_A100 (not shown). This suggests that 

rain water is being created too quickly in regions of deep convection.  While the cloud droplet 

number concentration is 40 cm
−3

 in SM_AVG, the average cloud droplet number concentration 



 53 

in deep convective updrafts in DM_A100 is ~75-100 cm
−3

 (Fig. 3.6a). Assuming that the cloud 

water contents are similar, this difference in number concentration implies that the cloud droplets 

in SM_AVG are too large compared to DM_A100 in these updrafts and may be causing too 

efficient conversion of cloud water to rain. Furthermore, average raindrop sizes increase rapidly 

in the low-level downdrafts (Fig. 3.6b) as the smallest drops are evaporated in DM_A100, 

though this change in size is counteracted somewhat by the rain break-up process which begins 

when drops reach 0.6 mm in diameter.  These effects are not captured in single-moment 

simulations. Therefore the average raindrop size at low levels (where the large downdraft 

occurred) in SM_AVG is too small, thus enhancing evaporation and downdraft generation 

relative to DM_A100.  

Even in the regions of shallow cumulus, SM_AVG does not appear to have improved the 

representation of clouds. The cloud water path decreases at about the same rate as in SM_DEF 

(Fig. 3.5a). Rain water in SM_AVG does not decrease as quickly (Fig. 3.5b). However, as in the 

regions of deep convection, the average raindrop size is too small at low levels compared to 

DM_A100 (Fig. 3.6b) and therefore the rain evaporation process would likely not be well 

represented. These results suggest that the natural variability in microphysical properties of 

hydrometeors within all tropical cloud types can be better simulated by double-moment schemes 

than single-moment schemes.  

 

3.5 Conclusions 

Single-moment microphysics schemes run faster but by design predict fewer properties of 

hydrometeor distributions than double-moment microphysics schemes.  It has been shown here 

through theoretical arguments and simple numerical experiments that the assumptions made in 
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single-moment schemes lead to a large degree of inherent uncertainty in simulations of 

convective clouds. For example, in a single-moment scheme with a fixed mean cloud droplet 

diameter, basic microphysical equations indicate that doubling of the diameter can decrease 

condensation rates by a factor of four while increasing autoconversion rates by a factor of two.  

Simulations of a deep convective cell using the RAMS single-moment scheme confirm that the 

microphysical rates are highly sensitive to the choice of parameter to fix and its value.  Unlike 

most other single-moment schemes, RAMS allows the diameter of hydrometeors to be fixed 

rather than the number concentration or the intercept parameter. The results show that the 

simulations are indeed more sensitive to a change in the fixed mean diameter than to the fixed 

number concentration as predicted by the simple theoretical arguments. This finding may lend 

support to the choice of a fixed number concentration rather than a fixed mean diameter in 

single-moment schemes.  

The changes in the microphysical rates seen in the idealized thunderstorm simulations 

feed back to other fields in the simulations. Accumulated precipitation showed up to a 200% 

percent increase as a result of observationally-based parameter choices in the single-moment 

scheme. Convective mass flux, surface temperature, short and longwave radiation, and upper 

level moisture are all also sensitive to the fixed parameters of a single-moment scheme.  The 

variability in the radiative fluxes is found to be of similar magnitude to those associated with 

cloud feedbacks predicted by climate models (Zelinka and Hartmann 2010).  

In addition to simulations employing single-moment schemes being sensitive to the 

choice of parameters and values, they struggle to capture the observed bulk features of tropical 

clouds such as cloud fraction and rain rate in radiative-convective equilibrium simulations, 

whereas double-moment schemes, at least the double-moment scheme in RAMS, are more 
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successful with these tasks. Even when every effort is made to choose fixed values in a single-

moment scheme that are representative of the system being simulated, our results show that 

unintended feedbacks can arise due to the inherently large variability of hydrometeor distribution 

properties within cloud systems. Similar conclusions have been drawn in studies of squall line 

convection which have found that single-moment schemes cannot simultaneously capture the 

microphysical properties of the leading line and the trailing stratiform cloud (Morrison et al. 

2009; Van Weverberg et al. 2012; Baba and Takahashi 2013). Lastly, although our RCE 

simulations are idealized, the results suggest that double-moment schemes better represent 

tropical clouds than single-moment schemes when compared with observations.  

The focus in this study has primarily been on the warm phase. To confirm further that 

double-moment schemes outperform single-moment schemes, more detailed analysis of the ice 

phase should be done in a future study. In addition, though not explored in this study, it is 

recognized that single-moment schemes with parameters diagnosed from environmental 

conditions may mitigate some of the issues with more traditional single-moment schemes (Roh 

and Satoh 2014), such as the one used in this study. Lastly, as discussed in the introduction, 

while double-moment schemes eliminate some of the assumptions required in single-moment 

schemes, they do introduce new assumptions that in some cases do not result in any 

improvement to simulations (e.g. Van Weverberg et al. 2014). Nonetheless, it seems that double-

moment schemes should be able to represent simultaneously better the characteristics of multiple 

cloud types in a single simulation even if a single-moment scheme can predict the characteristics 

of any one cloud type as well or better. 

It is acknowledged that the use of single-moment schemes may sometimes be desirable in 

order to understand specific feedback processes, to constrain intentionally the model for various 
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experiments, in simple model frameworks where the equations are oversimplified intentionally 

for specific purposes, or in very long time simulations such as those used for climate predictions. 

However, if one of those situations is not the case, it is argued based on our results and those of 

others (Reisner et al. 1998; Swann 1998; Luo et al. 2008; Morrison et al. 2009; Dawson et al. 

2010; Milbrandt et al. 2010; Lee and Donner 2011; Jung et al. 2012; Molthan and Colle 2012; 

Van Weverberg et al. 2012; Baba and Takahashi 2013;  Jin et al. 2014) that the improvement in 

the representation of clouds and cloud feedbacks gained by use of a double-moment scheme (or 

other added complexity schemes such as triple-moment or spectral bin schemes) is well worth 

the extra expense in computational time and should be strongly considered in all but the 

lengthiest simulations where realistic reproduction of the atmosphere is desired.  

 

3.6 Appendix A  

It could be argued that the method of restarting a simulation with a different microphysics 

scheme as was done here is too strong a “shock” to the model and that differences between the 

original and restarted simulations are a result of this shock. To test if this is the case, SM_DEF is 

restarted from its fifth simulation hour with the double-moment scheme turned back on 

(DM_restart) and run for five days. Such a restart does not produce a shock to the model because 

the initial hydrometeor mixing ratios and number concentrations are identical to those in 

SM_DEF. If the shock is the primary cause of the rapid changes, then DM_restart, which has no 

shock, should continue to behave like SM_DEF. If the shock is not the primary cause of the 

rapid changes in cloud properties, then DM_restart should also rapidly return to a state similar to 

DM_A100.  
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Rapid changes to the cloud and rain properties are in fact seen in DM_restart. The cloud 

fraction and rain rate values become similar to those seen in Figs. 3.3 and 3.4 within two days 

(Fig. 3.7) with the most rapid increases occurring within the first ten hours of the simulation. 

(Over the next three days, the low cloud fraction increases beyond the average seen in Fig. 3.7a 

and then decreases again (not shown). While the average over this three-day period is higher than 

that seen in Fig. 3.7a, it is believed that the simulation would eventually return to the average 

value. Such large fluctuations are not seen in SM_DEF and thus are not of concern for the 

validity of the results arising from that simulation.)  This result strongly suggests these RCE 

simulations respond very quickly to changes to the microphysics scheme. Furthermore, the cloud 

fraction in SM_DEF is very similar to the cloud fraction presented by Posselt et al. (2008) as part 

of a similar RCE modeling study utilizing a single-moment scheme (their Fig. 3.2b). While the 

responses seen in SM_DEF within the first hour are likely a result of the model shock, it is 

unlikely that the long-term responses are also a result of the model shock. Rather they are 

physical changes that could be expected to persist if the model were run for additional days or if 

the simulation had been started at time zero.  
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3.7 Tables and Figures 

Table 3.1. Summary of the sensitivity of process rates to a fixed mean diameter and fixed 

number concentration of cloud droplets as described in Section 3.2. 

 

Change in the process rate 

when … 

Condensation/

Evaporation 

Collision-

Coalescence 

Diameter is doubled ÷ 4 x 2 

Number concentration is 

doubled 
x 1.6 ÷ 1.3 

Number concentration is 

increased tenfold 
x 4.6 ÷ 2.2 

 

Table 3.2. Summary of the microphysical parameters used in the idealized thunderstorm and 

RCE simulations. The parameter that is fixed is indicated with a ‘D’ for mean diameter, ‘N’ for 

number concentration, or ‘P’ if it is predicted (that is, the double-moment scheme is being used). 

The unit for the cloud diameter is micrometers; all other diameters are given in millimeters. The 

number concentration is given in # mg
−1 

and is italicized as a reminder that it is not a diameter. 

Note that the aerosol number concentration is a prognostic variable and that the value given is 

the initial concentration at the surface. Values that are not the default values are in bold font. 

Values for SM_AVG are the mass weighted average values for the restart time in DM_A100.  

See the text for further details. 

 

 Cloud Ndrizzle Drain Dsnow Daggr  Dgraupel Dhail Naerosol 

Idealized Thunderstorm Simulations 

D5 D - 5 0.1 1 1 1 1 3 N/A 

D25 D - 25 0.1 1 1 1 1 3 N/A 

N100 N - 100 0.1 1 1 1 1 3 N/A 

N1000 N - 1000 0.1 1 1 1 1 3 N/A 

D25_RD0.

3 

D - 25 0.1 0.3 1 1 1 3 N/A 

RCE Simulations 

SM_DEF N - 300 0.1 1 1 1 1 3 N/A 

SM_AVG N - 40 0.2 0.2 0.3 0.9 0.7 1 N/A 

DM_A100 P P P P P P P 100 

DM_A100

0 

P P P P P P P 1000 
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Figure 3.1. Time series of domain-mean quantities. (a) Vertically-integrated net condensation 

rate and loss rate of cloud water through autoconversion, accretion, and riming, (b) cloud water 

path, (c) accumulated precipitation and (d) vertically integrated convective mass flux (see text 

for details). The red dotted lines in (b)-(d) correspond to the right axes and show the percent 

increase of the maximum value among all five simulations relative to the minimum value among 

all five simulations as a function of time. 
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Figure 3.2. Time series of (a) Average cold pool surface temperature perturbation relative to the 

initial environmental temperature, (b) water vapor mixing ratio averaged over a 10000 km
2
 area 

centered around the storm at the first model level above the tropopause (13.3 km), (c) cloud area, 

(d) fraction of incoming shortwave radiation reflected in cloudy columns, and (e) top of 

atmosphere outgoing longwave radiation in cloudy columns. A cloudy column in (c-e) is defined 

as a column with condensate mixing ratio at any level greater than 0.01 g kg
−1

. Red dotted lines 

are as in Fig. 3.1. 
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Figure 3.3. Average cloud cover as a function of height in each of the three simulations. The 

shaded regions indicate one standard deviation in the time mean. 

 

 

Figure 3.4. (a) Average rain rate as a function of 1mm precipitable water bins. (b) The ratio of 

the rain rates shown in (a) for selected pairs of the simulations. 
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Figure 3.5. Time evolution over the first 120 hours of simulation of the average cloud and 

rainwater path (CWP, RWP) in low PW regions (<40 mm). 

 

 

Figure 3.6. Colored lines: (a) cloud droplet concentration averaged over cloudy points and (b) 

mass-weighted raindrop diameter averaged over rainy points in DM_A100. Cloudy and rainy 

points defined as having a mixing ratio > 0.01 g kg
−1

.  Shallow cumulus identified as regions 

with precipitable water < 40mm, deep convection identified as regions with precipitable water > 

60mm. Updrafts (downdrafts) defined to be points with vertical velocity > 0.5 m s
−1

 (< −0.5 m 

s
−1

). Black lines: Fixed values of each parameter in the two single-moment simulations. 
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Figure 3.7. (a) As in Fig. 3.3, and (b) as in Fig. 3.4, for DM_A100 and DM_restart. The values 

for DM_restart are averaged over the first 48 hours of the simulation. 
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4. CONDENSATION RATES IN BIN AND BULK MICROPHYSICS SCHEMES 

 

4.1 Introduction 

Bin and double-moment bulk microphysics schemes are both popular approaches for 

parameterizing subgrid-scale cloud processes (Khain et al. 2015). In double-moment bulk 

schemes, the mixing ratio and total number concentration for predefined hydrometeor species are 

typically predicted, and a function is assumed to describe the shape of the size distribution of 

each species. In contrast, bin schemes do not assume a size distribution function, but instead, the 

distribution is broken into discrete size bins, and the mixing ratio is predicted for each bin. 

Usually the size of each bin is fixed, in which case the number concentration is also known for 

each bin.  

Bin schemes are generally thought to describe cloud processes more realistically and 

accurately than bulk schemes, and thus they are often used as the benchmark simulation when 

comparing simulations with different microphysics schemes (e.g. Beheng 1994; Seifert and 

Beheng 2001; Morrison and Grabowski 2007; Milbrandt and Yau 2005; Milbrandt and 

McTaggart-Cowan 2010; Kumjian et al. 2012). However, they are much more computationally 

expensive since many additional variables need to be predicted and as a result bin schemes are 

used less frequently. It is of interest then to see how well bulk and the more accurate bin 

microphysics schemes compare in terms of predicted process rates, and to assess how much 

value is added by using a bin instead of a bulk microphysics scheme. 

One of the primary drawbacks of double-moment bulk schemes that assume probability 

distributions is that many microphysical processes are dependent on the distribution parameters 

that must be either fixed or diagnosed. In the case of a gamma distribution, this parameter is 
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typically the shape parameter. Much is still to be learned regarding what the most appropriate 

value of this parameter is, and how it might depend on cloud microphysical properties. Figure 

4.1 shows previously proposed relationships between the cloud droplet number concentration 

and the shape parameter (Grabowski 1998; Rotstayn and Liu 2003; Morrison and Grabowski 

2007; hereafter G98, RL03, and MG07, respectively) along with values of the shape parameter 

reported in the literature and summarized by Miles et al. (2000). The figure shows a wide range 

of possible values of the shape parameter based on observations. The lowest reported value is 0.7 

and the highest is 44.6, though this highest point is clearly an outlier. Furthermore, there is no 

apparent relationship with the cloud droplet concentration in the data set as a whole, and both 

increases and decreases of the shape parameter are found with increasing droplet concentration 

among individual groupings. Figure 4.1 also shows that two of the proposed functions relating 

these two quantities are similar (RL03 and MG07), but that the third function is in total 

disagreement with these first two (G98).  

Furthermore, using appropriate values of the shape parameter may be necessary for 

accurately modeling cloud characteristics and responses to increased aerosol concentrations. 

Morrison and Grabowski (2007) found that switching from the MG07 to the G98 N-ν 

relationships in Fig. 4.1 led to a 25% increase in cloud water path in polluted stratocumulus 

clouds. This example shows that inappropriately specifying the shape parameter could have 

implications for the accurate simulation of not only basic cloud and radiation properties but also 

for the proper understanding of cloud-aerosol interactions. However, it is apparent from Figure 

4.1 that large uncertainties still exist regarding the behavior of the shape parameter and how it 

should be represented in models.  
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The goal of this study is to compare the condensation and evaporation rates predicted by 

bin and bulk microphysics schemes in cloud-resolving simulations run using the same dynamical 

and modeling framework and to assess what the biggest sources of disagreement are. The focus 

is on condensation and evaporation since these processes occur in all clouds and are fundamental 

for all hydrometeor species. It will be shown that in spite of other basic differences between the 

particular bulk and bin microphysics schemes examined here, the lack of a prognosed shape 

parameter for the cloud droplet size distribution in the bulk scheme is often the primary source of 

differences between the two schemes, and thus an improved understanding of the shape 

parameter is necessary from observations and models. 

 

4.2 Condensation/Evaporation Rate Formulations 

The Regional Atmospheric Modeling System (RAMS) is used in this study. It contains a 

double-moment bulk microphysics scheme (RDB; Saleeby et al. 2004), and the Hebrew 

University spectral bin model (SBM; Khain et al. 2004). The SBM is newly implemented in 

RAMS. Details about the implementation can be found in the supplementary information.  

In the RDB microphysics scheme, condensation/evaporation is treated with a bulk 

approach. Cloud droplet size distributions are assumed to conform to a gamma probability 

distribution given by: 

 � � =
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�
!!/!!                                                                                            (4.1) 

All symbols are defined in Table 4.1. The condensation/evaporation scheme is described in detail 

in Walko et al. (2000), and the amount of liquid water condensed in a time step is given by their 

Eq. 6. Here, a slightly rearranged and simplified version of this equation is presented in order to 

highlight the similarities to the SBM condensation/evaporation equation shown below. 
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Specifically, the RDB condensation/evaporation equation is written as: 

  

                             

(4.2) 

By using the value of S at t+Δt, the full equation for rv (not shown) is implicit.  

In contrast, the equation for the condensation/evaporation rate in the SBM is given by:

                                                       

(4.3) 

Semi-analytical equations are used to solve for the time integral of supersaturation that appears at 

the end of Eq. 4.3 (Khain and Sednev 1996).  

Although both equations have the same basic form, there are three primary differences in 

how these equations are formulated:  

• In the SBM, as is required by the model structure, the condensation rate is calculated for 

each bin of the distribution, and these rates are then summed over all bins, as opposed to 

the integration of the gamma distribution that is done in the RDB scheme.  

• The formulation of the ventilation coefficients and of GRDB and GSBM are different, though 

the details will not be discussed here.  

• The time step integration is performed semi-analytically in the SBM with multiple sub-

time steps rather than implicitly in the RDB scheme.  

These differences between the bin and bulk schemes will be taken into consideration in this 

analysis in order to understand why the two schemes produce different condensation rates. 
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4.3 Simulations 

In order to investigate the difference in condensation rates predicted by the two 

microphysics schemes, simulations of non-precipitating shallow cumulus clouds over land were 

performed. This cloud type was chosen in order to minimize the indirect impacts of precipitation 

processes and thus facilitated the direct comparison of condensation rates. Furthermore, the 

daytime heating and evolution of the boundary layer results in a wider range of thermodynamic 

conditions than would occur in simulations of maritime clouds. The wider range of 

thermodynamic conditions make the conclusions of this study more robust. The simulations were 

run with RAMS and employed 50m horizontal spacing and 25m vertical spacing over a grid that 

is 12.8 x 12.8 x 3.5 km in size. More details about the simulation set-up can be found in the 

supplemental information. Three simulations were run with the RDB scheme and three with the 

SBM scheme. Since the relationships in Figure 4.1 (G98; RL03; MG07) suggest that the shape 

parameter may depend on the cloud droplet number concentration, the simulations were run with 

three different aerosol concentrations, specifically, 100, 400, and 1600 cm
−3

, in order to obtain a 

larger range of droplet concentration values. The number concentration of 100 cm
−3

 is somewhat 

uncommon over land, but it is necessary to use this value in order to more fully explore the range 

of possible microphysical conditions. The simulations will be referred to by the microphysics 

scheme abbreviation and the initial aerosol concentration, e.g. SBM100 and RDB1600. 

 

4.4 Results 

a. Binned Instantaneous Rates 

In order to directly compare the condensation rates predicted by the RDB and SBM 

microphysics schemes, it is necessary to evaluate these rates given the same thermodynamic and 
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cloud microphysical conditions. The RDB condensation equation (Eq. 4.2) is approximately 

proportional to four quantities: S, N, D̅, and ν.  We say approximately proportional since the 

presence of the ventilation coefficient and the time-stepping methods make these factors not 

truly proportional to the condensation rate. In the SBM scheme, the condensation rate is only 

explicitly proportional to S, and the SBM scheme does not make assumptions about the 

functional form of the size distribution. If it is assumed nevertheless that the SBM size 

distributions can be described by some probability distribution function (which doesn’t 

necessarily have to be a gamma distribution), then Eq. 4.3 could also be rewritten to be 

approximately proportional to N and D̅. Therefore, in order to best compare the condensation 

rates between the two schemes, the condensation and evaporation rates that occur during one 

time step were binned by the values of S and ND̅  (hereafter referred to as the integrated 

diameter) that existed at the start of the condensation/evaporation process and were averaged in 

each bin. Where the cloud was supersaturated and subsaturated, saturation ratio bin widths of 0.1 

and 1 were used, respectively.  For ND̅, bin widths of 0.05 m g
−1

 were used. The output from the 

model only includes the values of S, N, and D̅ after condensation and evaporation have occurred. 

However, since the rates of condensation and droplet nucleation were known, and since 

microphysics is the last physical process to occur during a time step in RAMS, the S, N and D̅ 

that existed before condensation occurred were easily obtained. All points where the cloud 

mixing ratio before condensation was greater than 0.01 g kg
−1

 are included in the analysis.  

The average condensation rate in each S and ND̅ bin was calculated for all simulations. 

Figure 4.2 shows an example of this calculation for one simulation. As is seen in Figure 4.2, 

there is a smooth transition to higher condensation rates as the saturation ratio increaeses, and to 

higher condensation (S≥1) and evaporation (S<1) rates as the integrated diameter increases. This 
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is expected based on the condensation equations (Eqs. 4.2, 4.3). All other simulations behave 

similarly. 

In order to easily compare the condensation rates predicted by the two microphysics 

schemes, Figure 4.3a-c shows the ratio of the RDB to SBM condensation rates in the S and ND̅ 

phase space. It reveals that for low integrated diameter values, the RDB scheme predicts higher 

condensation rates, but that almost everywhere else, the condensation rate is higher in the SBM 

scheme simulations. In the RDB1600 and SBM1600 simulations, the RDB scheme predicts 

lower condensation rates almost everywhere. In all cases, the ratios are lowest (RDB rates are 

lower than SBM rates) where ND̅ is large.  

For evaporation (Fig. 4.2d-f), the RDB and SBM rates are more similar than for 

condensation. The disagreement is worst for very low relative humidity values, very low 

integrated diameter values, as well as for moderate values of both quantities. In all of these cases, 

the difference is 25% or more. However, where evaporation occurs most frequently (at high 

saturation ratio and low integrated diameter; not shown), the differences are generally less than 

10%. Thus it appears that the evaporation rates between the two schemes generally agree better 

than do the condensation rates. 

There are many potential reasons why the condensation and evaporation rates are 

different between the two schemes. As the following analysis will show, one major source of 

discrepancy is that the cloud droplet size distribution assumed by the RDB scheme is not always 

representative of what the SBM scheme simulates. 
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b. Shape Parameter 

As can be seen in the condensation equation for the RDB scheme (Eq. 4.2), when a 

gamma distribution is assumed, the condensation rate is proportional to the shape parameter ν 

such that a higher shape parameter results in higher condensation rates. To assess whether the 

use of a constant shape parameter could explain differences between the RDB and SBM average 

condensation rates, we find the best-fit shape parameters for the cloud droplet size distributions 

at every cloudy grid point in the SBM simulations and then evaluate their mean for each point in 

the S and ND̅ phase space. More information about the fitting methods can be found in the 

supplemental materials.  

Figure 4.4 displays a scatterplot of the average shape parameters and the condensation 

and evaporation rate ratios presented in Figure 4.3 for each of the three sets of simulations. The 

black line plotted in all three panels is the same and shows the theoretical condensation rate ratio 

that we would expect if there were no other differences between the bin and bulk condensation 

equations. Recall that in the RDB simulations the shape parameter is constant and has a value of 

4. Therefore, specifically, the line is equal to (see the ν dependency 

in Eq. 4.2).  

In all three pairs of simulations, the mean shape parameter in the SBM simulations 

explains a large fraction of the variability in the condensation rate ratios, particularly for points 

with a supersaturation greater than 0.1% (blue dots) or a relative humidity between 90 and 99% 

(yellow dots). Note that at low shape parameter values, both the theoretical ratio and the modeled 

ratios indicate that the RDB prediction can be 50% higher than the SBM prediction or more. As 

the initial aerosol concentration increases, the spread of the points in these two categories around 
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the theoretical expectation increases but is otherwise qualitatively similar. The increased spread 

is in part due to the fact that the RDB1600 and SBM1600 simulations cover a larger area of the S 

and ND̅ phase space (Fig. 4.3). Therefore there are more points displayed in Fig. 4.4c and each 

point has on average fewer instances of condensation included in its average (not shown). As a 

result, it is difficult to draw conclusions about how the bulk versus bin condensation rates change 

as a function of the initial aerosol concentration, except to say that aside from the change in 

spread, there are no startling differences. 

The quality of the match between the predicted and the model-derived condensation 

ratios is lower for points with relative humidity values close to saturation (99-100.1%; orange 

dots). These points tend to lie much farther from the predicted ratio line and show less 

correlation with the mean shape parameter value. Many of the points in this category instead 

have ratios near 1, indicating that both schemes predict the same condensation/evaporation rates. 

For these points, it is likely that the supersaturation or subsaturation is entirely removed in one 

time step. In such a case, the shape of the droplet size distribution, as well as all of the other 

scheme differences, has no impact on the condensation/evaporation rate. If, on the other hand, 

the supersaturation or subsaturation is nearly, but not entirely removed, the predicted rate is 

likely sensitive to the scheme’s time stepping method and large differences between the 

condensation/evaporation rates predicted by the two schemes can arise. Finally, at high sub-

saturation (0-89% RH; purple dots), the ability of the shape parameter to predict the 

condensation rate ratio is also diminished. In this regime, cloud water mixing ratio is low and 

droplets are small. Any of the other differences between the two condensation schemes could be 

responsible for the disagreement here. 
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4.5 Discussion and Conclusions 

In this study we have conducted a comparison of the condensation rates predicted by a 

bulk and a bin microphysics scheme in simulations of non-precipitating cumulus clouds run 

using the same dynamical framework, namely RAMS. The simulations were run with three 

different background aerosol concentrations in order to consider a large range of microphysical 

conditions. When the condensation rates were binned by saturation ratio and integrated diameter, 

the RDB rates were on average higher only for evaporation at low relative humidities and for 

condensation at low integrated diameter values. Otherwise, the RDB condensation and 

evaporation rates were consistently lower than those predicted by the SBM. Further analysis 

indicated that the fixed shape parameter assumed for RDB cloud droplet size distributions 

explained much of the discrepancy in condensation rates between the two schemes, particularly 

when the supersaturation was greater than 0.1% or the relative humidity was 90-99%. For 

relative humidity values close to 100% (99-100.1%), the two schemes often predicted similar 

rates regardless of the best-fit shape parameter values from the SBM. A number of conclusions 

can be drawn from these results:  

1. A gamma probability distribution appears to be a good assumption for the cloud droplet 

distribution shape, and exact knowledge of the distribution shape in a bin scheme is often 

not necessary when using such schemes to minimize errors in the condensation rate in 

bulk schemes.  

2. Given that the shape parameter associated with the bin scheme cloud distributions 

explains the condensation rate ratios well under most conditions, differences in the 

formulations of the ventilation coefficient and G terms may not be important except 

possibly when the relative humidity is low.  
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3. For relative humidity conditions near saturation, the rates predicted by bin and bulk 

schemes are often similar since the supersaturation or subsaturation is entirely consumed 

in one time step. If, on the other hand, the supersaturation or subsaturation is only mostly 

removed, then large discrepancies in the condensation rates may appear.  

4. Except when small residual supersaturation or subsaturation remains at the end of the 

model time step, the multiple sub-time steps taken by the SBM scheme may not strongly 

impact the total amount of condensed water in the full time-step and thus it may not be 

necessary to use such computationally expensive methods.  

In conclusion, it appears that the most important factor for agreement in condensation rates 

between bin and bulk schemes is the shape parameter. 

We have presented here a novel method for comparing condensation rates between any 

two microphysics schemes. Although we have only investigated two specific schemes, it is 

expected that the results can be applied more generally to bulk and bin schemes. Additional work 

should be conducted using a similar approach in order to compare and evaluate additional 

microphysics schemes and additional microphysical processes. While it is clear that the effective 

shape parameter in the bin simulations explains much of the discrepancies in predicted 

condensation rates between bin and bulk schemes, and that the shape parameter value can change 

the condensation rate by 50% or more, our understanding of what the most appropriate value of 

the shape parameter is or how it should vary as a function of basic cloud properties is limited. 

More work then is also needed on understanding cloud droplet distributions from observations 

and measurements. 
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4.6 Appendix A 

a. Implementation of the HUCM SBM Scheme into RAMS 

While the present study is only concerned with warm phase processes, the methods to 

interface the Hebrew University SBM scheme with the RAMS radiation scheme (Harrington 

1997) will be described here, including those for the ice species. The RAMS radiation scheme 

uses pre-computed lookup tables for the extinction coefficient, single-scattering albedo, and 

asymmetry parameter for each hydrometeor species. Three of the hydrometeor species in the 

SBM correspond directly to species in the RAMS microphysics scheme, namely, aggregates, 

graupel, and hail. All liquid drops are represented as one species in the SBM, so these liquid bins 

are classified as either cloud droplets or rain drops using the same size threshold used by the 

RAMS microphysics scheme to distinguish these two species. Finally, the SBM represents three 

ice crystal types – plates, columns, and dendrites. Separate RAMS radiation look-up tables 

already exist for these different ice crystal types, but like for cloud and rain, there are two tables 

for each crystal type depending on the mean size of the crystals. In RAMS, the small ice crystals 

are referred to as pristine ice, and the large ice crystals as snow. Again, the same size threshold 

used to distinguish these two ice categories is used to assign bins from the SBM ice crystal 

species as either pristine ice or snow.  This fortuitous overlap in the ice species has allowed for 

the seamless integration of the SBM hydrometeor species with the RAMS radiation scheme. For 

each set of SBM bins that corresponds to a RAMS species, the total number concentration and 

mean diameter is calculated, a gamma distribution shape parameter of 2 is assumed, and the 

appropriate set of look-up tables for the corresponding RAMS species is used for all radiative 

calculations.  
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b. Simulation Setup 

The model setup is designed to simulate non-precipitating continental shallow cumulus. 

The domain is 12.8 x 12.8 km in the horizontal with 50m grid spacing and 3.5km deep with 25m 

grid spacing in the vertical. The simulations are run for 9.5 hours (after this time the clouds hit 

the model top) using a 1s time step. The simplified profiles of potential temperature, horizontal 

wind speed, and water vapor mixing ratio based on an ARM SGP sounding from 6 July 1997 at 

1130 UTC (630 LST) presented in Zhu and Albrecht (2003) (see their Fig. 3) are used to 

initialize the model horizontally homogeneously. The initial profiles of potential temperature and 

relative humidity are reproduced in Figure 4.5. The wind direction is taken to be 0° throughout 

the domain. Random temperature and moisture perturbations are applied to the lowest model 

level at the initial time. Simulations are run with both the newly implemented Hebrew University 

SBM and the standard RAMS double-moment bulk (RDB; Saleeby and Cotton 2004), which is a 

double-moment bulk microphysics scheme that uses pre-computed look-up tables generated from 

bin microphysics schemes for some processes. The Harrington (1997) radiation scheme is used 

for simulations with both microphysics parameterizations. Surface fluxes were predicted using 

the LEAF-3 land surface model (Walko et al. 2000a) and a short grass vegetation type was 

assumed. 

Some modifications were made to the model for this study only in order to make the two 

microphysics schemes more directly comparable. The calculation of relative humidity was 

changed in the RDB scheme to make it the same as the calculation in the SBM. The SBM does 

not include a parameterization for aerosol surface deposition, so this process was turned off in 

the RDB scheme. Finally, the regeneration of aerosol upon droplet evaporation was deactivated 
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in both microphysics schemes. Aerosol concentrations were initialized horizontally and 

vertically homogeneously. Aerosol particles did not interact with radiation.  

 

c. Shape Parameter Fitting 

Best-fit gamma distribution parameters are found for the cloud droplet size distributions 

predicted by the SBM simulations. In the SBM, no distinction is made between cloud and rain; 

however, in order to fit only the part of the distribution corresponding to cloud droplets, such a 

distinction must be made. We define cloud droplets as belonging to one of the first 15 bins of the 

SBM liquid array, which corresponds to a maximum cloud droplet diameter of 50.8 µm. Many 

methods are available to find such best-fit parameters, but they generally all give similar results 

(McFarquhar et al. 2014). Here we use the maximum-likelihood estimation method and find 

best-fits that minimize the error in the total number concentration. Using this method, the size 

distributions are first normalized by the corresponding total number concentration, leaving only 

Dn and ν as free parameters of the distribution (Eq. 4.1). 

Note that while we could determine the values of S and ND̅ that existed before 

condensation occurred, we cannot determine the value of the best-fit shape parameter for this 

time because the change in mixing ratio of each bin is not output by RAMS. Thus the average 

shape parameters used in the analysis are those that exist at the end of the time step. Nonetheless, 

given the short time step used in these simulations, it is not expected that the best-fit shape 

parameter would change much in one time step and thus the impact of using the post-

condensation shape parameters is not expected to have a large impact on the results. 
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4.7 Table and Figures 

Table 4.1. Definitions of symbols used. 

Symbol Definition 

es Saturation water vapor pressure 

D Cloud droplet diameter 

D̅  Volume mean cloud droplet diameter. rc=πρwND̅
3
/6 

Dn Characteristic cloud droplet diameter. Dn
3
=D̅

3
Γ(ν)/Γ(ν+3) 

fv,RDB, fv,SBM Ventilation coefficients  

GRDB, GSBM Term to account of the impact of latent heat release on the condensation process. 

See Walko et al. (2000) and Khain and Sednev (1996) for the formulations used in 

the RDB and SBM schemes, respectively. 

N Cloud droplet number concentration 

n Concentration of cloud droplets per unit cloud droplet diameter interval 

rc Cloud water mixing ratio 

rv Water vapor mixing ratio 

rvs Saturated water vapor mixing ratio 

S Saturation ratio 

T Air temperature 

t Time 

Γ Gamma function 

ν Gamma distribution shape parameter 

( )* Value of a quantity after advection and all other model processes but before 

microphysical processes have occurred during a model time step 
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Figure 4.1. Shape parameter (ν) values as a function of cloud droplet concentration as reported 

by Miles et al. (2000) from 16 previous studies. Values, cloud classification, and groupings are 

based on their Tables 1 and 2. The three solid gray lines show proposed relationships between 

the cloud droplet concentration and the shape parameter. G98 is from Eq. 9 in Grabowski (1998). 

RL03 is from Eq. 3 in Rotstayn and Liu (2003) with their α=0.003. MG07 is from Eq. 2 in 

Morrison and Grabowski (2007). All equations were originally written for relative dispersion, 

which is equal to ν
−1/2

, and have been converted to equations for ν for this figure. 

 

  

Figure 4.2. The average condensation and evaporation rates (g kg
−1

 s
−1

) as a function of 

saturation ratio (S) and integrated diameter (ND̅) for the SBM100 simulation.  
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Figure 4.3. The ratio of the RDB to SBM (a-c) condensation and (d-f) evaporation rates as a 

function of saturation ratio (S) and integrated diameter (ND̅) for each pair of simulations. Note 

the differences in axes limits. 

 

 

Figure 4.4. Scatterplots of the condensation rate ratio (RDB/SBM) and mean best-fit shape 

parameter. Each point shows values from a joint bin in the S and ND̅ phase space in Figure 4.3. 

The black line is identical in all three plots and displays the theoretical condensation rate ratio 

obtained by assuming that no other differences exist between the two schemes. See the text for 

more details. 
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Figure 4.5. Profiles of potential temperature, water vapor, and wind speed used to initialize the 

simulations from Zhu and Albrecht (2003). 
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5. IMPACTS OF THE SHAPE OF THE CLOUD DROPLET SIZE DISTRIBUTION ON THE 

MICROPHYSICAL AND OPTICAL PROPERTIES OF SHALLOW CUMULI 

 

 

5.1 Introduction 

Microphysical schemes used in numerical cloud, weather, and climate models usually 

need to assume a probability distribution to describe the size distribution of each hydrometeor 

species that is represented by the model. Such schemes are referred to as “bulk” microphysics 

schemes. The two distributions that are most commonly used within such schemes are the 

exponential and gamma probability distributions. Following Walko et al. (1995), the gamma 

probability distribution (n(D)) is expressed as  

                                                                                              (5.1)

 

where Nt is the total number concentration of the hydrometeor species, D is the species diameter, 

Dn is called the characteristic diameter, and ν is referred to as the shape parameter. Note that the 

gamma distribution reduces to the exponential distribution when ν =1. The shape parameter 

influences the width of the size distribution, and can be directly related to the relative dispersion 

(ε, the ratio of the standard deviation of cloud droplet size to the mean cloud droplet size) of the 

distribution by ν =1/ε
2
 (e.g. Hsieh et al. 2009). This relationship indicates that higher shape 

parameters correspond to narrower size distributions and vice versa. 

To fully describe the gamma distribution given by Eq. 5.1, three parameters must be 

known: Nt, Dn, and ν. In a two-moment bulk microphysics scheme, Nt and q, the mass mixing 

ratio of the species, are explicitly predicted by the model. Furthermore, for spherical water 

droplets, Dn and ν can shown to be related to Nt and q through the relationship  

n(D) =
N

t

D
n

ν
Γ(ν )

D
ν−1
e
−D/D

n
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                                                                                                  (5.2)

 

With this relationship, Dn can be solved for if ν is known. However, in single and double 

moment bulk microphysics schemes, ν is not known, and must be set to a constant value or 

diagnosed in some other way (e.g. Grabowski 1998; Rotstayn and Liu 2003; Morrison and 

Grabowski 2007; Thompson et al. 2008; Geoffroy et al. 2010). Triple-moment schemes (e.g. 

Milbrandt and Yau 2005b; Shipway and Hill 2012; Loftus et al. 2014) on the other hand, which 

additionally predict the sixth moment of the distribution, can explicitly solve for this remaining 

parameter of the gamma distribution. This is the primary advantage of these schemes over lower-

moment microphysics schemes. 

Since the shape parameter for cloud droplets is set to a constant for the simulation 

duration when using single- and double-moment schemes, there have been efforts to determine 

the most appropriate value of this parameter from observations of cloud droplet distributions. 

Table 5.1 shows a summary of estimates of this parameter from several recent field 

measurements of just one cloud type, shallow cumulus clouds. Estimated values range from 

about 2 to 14. There do not appear to be any consistent differences based on region or surface 

type (land vs. ocean). Similarly wide ranges of values were found by Miles et al. (2000) who 

reported primarily on stratus and stratocumulus clouds. Furthermore, the studies in Table 5.1 

which include clouds sampled in different levels of air pollution do not agree on whether the 

shape parameter should increase or decrease with increasing aerosol concentration, with two 

studies finding an increase (Goncalves et al. 2008; Martins and Silva Dias 2009), two finding a 

decrease (Costa et al. 2000; Pandithurai et al. 2012) and one finding a nonmonotonic change (Lu 

et al. 2008). There are many potential reasons for these discrepancies ranging from differences in 

the boundary layer environment to sampling and analysis methods. Regardless, Table 5.1 

q = N
t

π

6
ρ
w
D
n

3 Γ(ν +3)

Γ(ν )
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indicates that the shape parameter for the cloud droplet size distribution is poorly constrained by 

observations. 

Other investigators have sought to understand the relative dispersion, and thus also the 

shape parameter, both from a theoretical perspective and through modeling studies using bin 

microphysics schemes which, by design, preclude the need for an assumed size distribution 

function (Khain et al. 2015). Processes such as collision-coalescence and entrainment decrease 

the shape parameter (Paluch and Baumgardner 1989; Politovich 1993; Lu and Seinfeld 2006), 

whereas condensation will increase it (Yum and Hudson 2005; Liu et al. 2006; Peng et al. 2007; 

Hsieh et al. 2009b; Wang et al. 2011). When only considering condensation, theoretical 

arguments and parcel modeling have shown that the relative dispersion decreases as vertical 

velocity increases, and increases as cloud droplet number concentration (and therefore to a first 

degree aerosol concentration) increases (Yum and Hudson 2005; Liu et al. 2006; Peng et al. 

2007; Pinsky et al. 2014). Observations compiled by Liu and Daum (2002) appear to confirm 

that the relative dispersion increases as aerosol concentration increases, as do some data from 

individual field campaigns (e.g. Pawlowska et al. 2006). These findings have led to the term 

“dispersion effect” which refers to the effect of this relationship on the first indirect effect (e.g. 

Chen and Penner 2005). However, other observations compiled by Miles et al. (2000), 

observations from individual field campaigns (Zhao et al. 2006; Hsieh et al. 2009; Geoffroy et al. 

2010; Lu et al. 2007, 2008), and bin microphysics simulations of stratocumulus clouds (Lu and 

Seinfeld 2006) show a constant or decreasing relative dispersion with increasing droplet or 

aerosol concentration.  

In addition to the impact of the relative dispersion/shape parameter on the radiative 

properties of clouds, the shape parameter also can have a large impact on microphysical process 
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rates (Milbrandt and Yau 2005a). Yet little work has been done to understand how sensitive 

simulations are to the value of the shape parameter for cloud droplet size distributions. Two 

exceptions are Morrison and Grabowski (2007) and Gonçalves et al. (2008) both of whom found 

that the sensitivity of cloud properties to the shape parameter is potentially large. It seems then 

that we are still far from understanding the behavior of the relative dispersion of cloud droplet 

size distributions, but that understanding this behavior could be important in enhancing our 

understanding of cloud processes and radiation on local through global scales (Peng and 

Lohmann 2003; Rotstayn and Liu 2003; Chen and Penner 2005). 

In this study we will use simulations with a spectral bin microphysics scheme to 

investigate the average value of the relative dispersion and shape parameter as a function of 

aerosol concentration in non-precipitating shallow cumulus clouds. These values will be used to 

guide simulations with a bulk microphysics scheme in order to investigate the sensitivity of the 

condensation rates, and the cloud physical and optical properties to the value of the shape 

parameter.  

 

5.2 Methods 

In this study, the Regional Atmospheric Modeling System (RAMS; Cotton et al. 2003) is 

used to run simulations of shallow cumulus clouds over land. These are the same simulations that 

were run in Chapter 4 and are briefly described again here. The model domain was 12.8 x 12.8 x 

3.5 km with 50m grid spacing in the horizontal and 25m grid spacing in the vertical, and the 

simulations were run for 9.5 hours with a 1s time step. Semi-idealized thermodynamic profiles 

(Zhu and Albrecht 2003) from the ARM SGP site in Oklahoma were used to initialize the model 

horizontally homogeneously, but the wind shear was set to 0. The simulations employed either 
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the RAMS bin-emulating double-moment bulk microphysics scheme (RDB; Saleeby and Cotton 

2004; Saleeby and van den Heever 2013), or the Hebrew University SBM (Khain et al. 2004).  In 

both schemes, the aerosol particles were depleted upon cloud droplet activation, but no other 

aerosol processes were included in order to keep the aerosol physics as similar as possible 

between the RDB and SBM microphysics schemes. Since the cloud base and boundary layer 

height were continuously rising in these simulations, new aerosol particles were continually 

being entrained from the free troposphere into the boundary layer and therefore the aerosol 

population did not become depleted too rapidly. Hydrometeors were radiatively active 

(Harrington 1997), but aerosol particles were not. 

Three simulations were run with the SBM scheme using spatially homogeneous aerosol 

concentrations of 100, 400, and 1600 cm
−3

 (SBM100, SBM400, SBM1600). These 

concentrations are representative of ultra-clean, moderate, and polluted concentrations of 

accumulation mode aerosol particles at the ARM SGP site (Sheridan et al. 2001). No other 

source of new particles was present in the simulations. Twelve simulations were run with the 

RDB scheme. Four simulations were run with each of the three aerosol concentration values used 

for the SBM simulations with shape parameter values of 2, 4, 7 and 14 for the cloud droplet size 

distribution. The choice of these values will be discussed below. These simulations will be 

designated as RDBaero-NUx, e.g. RDB100-NU2 for the simulation with an aerosol 

concentration of 100 cm
−3

 and a shape parameter value of 2. The simulations are summarized in 

Table 5.1. In all simulations, all ice processes were turned off. Additionally, although these 

simulations are of non-precipitating clouds, small amounts of drizzle and rain do form, 

particularly in the SBM100 and RDB100 simulations. For the RDB simulations, a shape 

parameter value of 2 was used for both the drizzle and rain hydrometeor categories.  
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5.3 Results 

a. Shape Parameter Distributions 

Best-fit shape parameters for the cloud droplet size distributions from the SBM 

simulations were found using maximum-likelihood estimation methods (see Chapter 4 for more 

details) and are shown in Figure 5.1. The average value of the best-fit shape parameter is about 

6.5, which is a moderate value in comparison to the observations listed in Table 5.2. The 

frequency distributions of the best-fit shape parameters take on different shapes when they are 

separated into subsaturated and supersaturated regions. In supersaturated regions, the average 

best-fit shape parameter increases to about 7 and the distribution of best-fit shape parameter 

values is slightly broader, whereas in subsaturated regions it decreases to about 4.5 and the 

distribution of best-fit shape parameter values is much narrower. These results are consistent 

with past theoretical studies that have shown that the shape parameter (relative dispersion) 

should increase (decrease) during condensation, and vice versa during evaporation (Yum and 

Hudson 2005; Liu et al. 2006; Peng et al. 2007; Hsieh et al. 2009b; Wang et al. 2011; Pinsky et 

al. 2014).   Additionally, lower values of the shape parameter are expected when mixing is strong 

(Lu and Seinfeld 2006), and in these clouds mixing should be stronger in the subsaturated areas 

along cloud edges rather than in the supersaturated areas located closer to the cloud center. In the 

bulk microphysics simulations discussed below, the impacts of this spatial variability of the 

shape parameter on the cloud characteristics will be explored. 

Interestingly, there is no strong dependence of the average best-fit shape parameter on the 

initial aerosol concentration, either in the full data set or when the data are subsetted by relative 

humidity (mean values are given on Fig. 5.1). The lack of such an aerosol dependency may be 

due to changes in self-collection, vertical velocity, or mixing. Table 5.3 shows that all three of 
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these quantities change with increasing droplet concentration in a manner that would counteract 

size distribution narrowing by the increased average condensation rates that are also evident in 

Table 5.3. If there is in fact no dependence on aerosol concentration, this may explain why 

previously reported values of the shape parameter from observations of shallow cumulus clouds 

do not consistently show either an increase or a decrease in shape parameter with aerosol 

concentration. Other factors, such as the width of the aerosol distribution which was initially the 

same in all of the SBM simulations, may be important for determining whether the best-fit shape 

parameter increases or decreases as the aerosol concentration and cloud droplet concentration 

increase. Such factors have not been tested here.  

Finally, it should be noted that the average value of the best-fit shape parameter is highly 

dependent on the averaging area. For the results shown in Figure 5.1, shape parameters were 

calculated at every cloudy grid point and hence there was no averaging over multiple grid points. 

If, however, the size distributions are averaged over multiple grid points before fitting, extreme 

values become less frequent, and the average itself decreases to lower values (not shown). Miles 

et al. (2000) presented similar findings pertaining to observational analyses. On the other hand, 

bin microphysics schemes have a tendency to artificially broaden the size distributions of 

hydrometeors during condensation (e.g. Khain et al. 2000) and therefore the shape parameter 

may be artificially decreased. These caveats should be kept in mind when interpreting the results 

of this and other studies which examine the distribution width of hydrometeor distributions. 

 

b. RDB Simulations 

Despite not finding a dependence of the shape parameter on the initial aerosol 

concentration, we still wish to test the sensitivity of the cloud characteristics to the shape 
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parameter using the RDB (bulk) microphysics scheme, since observationally estimated values of 

this parameter vary so much (Table 5.2; Miles et al. 2000; Liu and Daum 2002). As described 

above, several simulations were run with the RDB microphysics scheme with shape parameter 

values of 2, 4, 7, and 14. The values of 4 and 7 correspond to the averages found in the sub- and 

supersaturated regions of the bin simulations, and the values of 2 and 14 are the extreme average 

values reported in the literature for shallow cumulus clouds (Table 5.2). The analysis will focus 

primarily on the RDB400 simulations for simplicity, but note that the trends are qualitatively the 

same for the RDB100 and RDB1600 simulations as well. It is worth remembering that the value 

of the shape parameter is typically kept constant, both spatially and temporally, when using bulk 

schemes. A fifth simulation was run for RDB400 with the shape parameter set equal to 4 in 

subsaturated regions and 7 in supersaturated regions (NUe4-NUc7) in order to determine 

whether including a spatially varying shape parameter is important (Table 5.1). Whether a grid 

point was subsaturated or supersaturated was assessed prior to the call to the condensation 

routine at each time step. This approach is blunt; certainly we are still missing most of the spatial 

and temporal variability of the shape parameter with this test, but the test should still indicate 

whether or not spatial variability is important.  

 

c. Theoretical Expectation 

Before examining the results of the RDB400 simulations, it is useful to understand how 

the shape parameter is expected to alter the simulations. In these simulations of non-precipitating 

cumulus clouds, the most important microphysical process is condensation. The condensation 

equation, when integrated over a gamma distribution of cloud droplet sizes and neglecting the 
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ventilation coefficient (up to a 10% correction), is related to the shape parameter in the following 

way: 

                                                                                                      (5.3) 

 

This relationship between the condensation rate and the shape parameter is shown in Figure 5.2. 

It is evident from this figure that the term rapidly increases at low values of the shape parameter 

and more slowly approaches 1 as the value increases. There is a 35% percent increase in the total 

condensation rate from the low shape parameter value of 2 to the high value of 14 used in the 

simulations. Even the simulation with a shape parameter value of 4 can expect a ~20% increase 

in the condensation rate if all else is equal (and the condensation rate is non-zero). Therefore, 

from a theoretical point of view, the shape parameter may be quite important for determining 

cloud growth rates and cloud droplet properties. However, this theoretical analysis cannot 

account for the feedbacks that will occur in real clouds, nor how actual condensation rates over a 

finite time step will be limited by the supersaturation, and so the actual changes in the 

condensation rate within numerical simulations may be quite different from the values predicted 

by this simple curve. 

 

c. Condensation Rates 

Figure 5.3a shows the average condensation rates across all RDB400 simulations as a 

function of relative humidity. In agreement with the theoretical example, the condensation and 

evaporation rates increase as the shape parameter increases. Where the saturation ratio is greater 

than 1, the condensation rate becomes less sensitive to the shape parameter as its value increases, 

which is also in agreement with the theoretical example. However, in the evaporation regime, it 
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is not clear whether the evaporation rate is becoming less sensitive to the shape parameter as its 

value increases or not.  Furthermore, the percent increase in the condensation and evaporation 

rates (Fig. 5.3b) are much higher than predicted by the theoretical example, particularly for 

evaporation where the percent increase exceeds 500% for the NU14 test. Lastly, the percent 

change in condensation or evaporation rate should not be a function of saturation ratio (see Eq. 

5.3), yet Figure 5.3b clearly shows that the percent change generally increases as the saturation 

ratio decreases. These results suggest that the shape parameter has a larger impact on 

condensation/evaporation processes than would be expected based on the theoretical example as 

a result of feedbacks that occur within the cloud.  

While the focus of the discussion thus far has been on the impact of the shape parameter 

on the condensation and evaporation rates, the shape parameter is used by the RDB scheme for 

other microphysical calculations too. For cloud droplets, it is also used in the collision-

coalescence scheme, and to determine what fraction of the droplet number concentration to 

deplete during evaporation.  This latter rate will be referred to as the number evaporation rate. 

The impact of the shape parameter on the collision-coalescence process is small (not shown) in 

these simulations of non-precipitating clouds. However, the impact of the shape parameter 

through the number evaporation rate could be important. To test the relative importance of the 

shape parameter for the condensation/evaporation rate and for the number evaporation rate, we 

ran additional RDB400 simulations for each shape parameter value (2, 4, 7, 14) in which the 

shape parameter was changed only for one process at a time, and all other processes used an 

arbitrary shape parameter value of 5. Simulations where the shape parameter was changed only 

for the condensation equation are referred to as NUx-cond (e.g. NU2-cond), and simulations 
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where the shape parameter was changed only for the number evaporation rate are referred to as 

NUx-numevap (e.g. NU2-numevap). See Table 5.1 for a summary of these simulations. 

In the NUx-cond tests, a quantitatively different dependency of the condensation rate on 

relative humidity emerges (Fig 5.3c, d). The percent increase in condensation and mass 

evaporation rates is now much less dependent of the saturation ratio (note the change in scale on 

the y-axis), and the values of the percent increase from NU2-cond are much closer to those 

predicted in the theoretical example (Fig. 5.2). These results therefore suggest that when the 

shape parameter is varied only in the condensation equation there are no strong feedbacks 

between the shape parameter and droplet characteristics.  

Strong feedbacks do exist when the shape parameter is varied only for the number 

evaporation rate calculations. The NUx-numevap tests (Fig. 5.3e, f) clearly reveal that the value 

of the shape parameter used for the number evaporation rate has a much larger impact on both 

the evaporation and the condensation rates than does the value of the shape parameter used 

directly in the evaporation and condensation rate calculations (Fig. 5.3c, d). In the RDB 

microphysics scheme, the fraction of droplets depleted is stored in a look-up table and is a 

function of the fraction of droplet mass evaporated and the shape parameter. These functions are 

shown in Figure 5.4 and were developed based on a bin model representation of the evaporation 

process (Meyers et al. 1997). It can be seen that the fraction of the number of droplets evaporated 

decreases rapidly as the shape parameter increases. Therefore, during a simulation, more droplets 

“survive” evaporation during one time step when the shape parameter is higher, such that the 

number concentration is higher at the end of the time step, all else being equal including the 

initial mixing ratio. Since the evaporation rate is proportional to Nt
2/3

q
1/3

 (e.g. Pinsky et al. 2013), 

during the following time step, the relative increase in number concentration in the higher shape 
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parameter case acts to increase the mass evaporation rate. It is this feedback process that explains 

why the average evaporation rate is so much enhanced for higher values of the shape parameter 

as seen in Figures 5.3a and 5.3e. This feedback results from the basic physics associated with 

condensation and therefore is not specific only to the microphysics schemes being considered 

here. 

The impact of the shape parameter on the fraction of evaporated droplets is the more 

important impact on condensation rates, as well as evaporation rates, even though there is of 

course no change in the droplet concentration during condensation.  This result suggests that the 

mixing of saturated and unsaturated cloudy air is more important for the number and size of 

cloud droplets in the saturated air than is the condensation process itself and has important 

implications for choosing an appropriate shape parameter in simulations that use a constant value 

for this parameter. Specifically, it is more important to represent the size distribution 

characteristics of the evaporating part of the cloud than it is the condensing part of the cloud.  

Such a conclusion is supported by the NUe4-NUc7 test in which the shape parameter is 

set to 4 where cloud is evaporating and to 7 where cloud is condensing. Figure 5.3a,b shows that 

the average evaporation rate in the NUe4-NUc7 test is essentially identical to that in the NU4 

test. In other words, the changed shape parameter in the supersaturated regions has little impact 

in the subsaturated regions of the cloud. The condensation rates in the NUe4-NUc7 test lie 

between the condensation rates for the NU4 and NU7 tests, though the values generally lie closer 

to the NU4 test. Therefore, although the condensation rates in the NUe4-NUc7 test are enhanced 

relative to the NU4 test, they are still heavily influenced by the value of the shape parameter in 

the subsaturated regions of the cloud. 
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The same analysis of the condensation and evaporation rates was carried out for the 

SBM400 simulations and is shown in Figure 5.3g,h. Here, the best-fit values of the shape 

parameter have been used to find the average condensation rates as a function of both the shape 

parameter and the saturation ratio.  While the lines are not as smooth as in the RDB400-NUx 

simulations because there are many fewer data points for each shape parameter line, we see the 

same qualitative behavior in the SBM400 simulations as in the RDB400-NUx simulations. 

Specifically, the condensation and evaporation rates increase as the shape parameter increases, 

and the evaporation rates are more sensitive to the shape parameter than are the condensation 

rates. Also, just as with the RDB results, this sensitivity is much higher than was predicted by the 

theoretical example (Fig. 5.2) and suggests that the same feedbacks that are present in the RDB 

simulations act in the SBM simulations to enhance the sensitivity of the condensation and 

evaporation rates to the shape parameter. However, the enhancement is not as large in 

subsaturated cloudy air as in the RDB simulations, suggesting that either (1) the dependence of 

the number evaporation rate on the shape parameter is not as strong, and/or (2) the mixing of 

regions with different shape parameters decreases the enhancement.  

The first possibility can be partly assessed by plotting the fraction of droplets evaporated 

as a function of the fraction of mass evaporated and shape parameter for the bin scheme (Figure 

5.4). It can be seen that the sensitivity of the number fraction evaporated to the shape parameter 

is much less than that parameterized by the RDB scheme, although both schemes do show that a 

higher fraction is evaporated for a lower shape parameter value. The differences are in part due 

to the fact that the two schemes have different minimum sizes for cloud droplets. It is unclear 

from this analysis which scheme has the more appropriate relationship between the shape 

parameter and number evaporation rate since both are based on bin microphysics.  
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In order to evaluate the second possibility, Figure 5.3g,h also shows the average 

condensation rate for all of the cloudy points as a function of saturation ratio (green dashed line).  

The all-data line lies very close to the ν=4 line in the subsaturated portion of Figure 5.3g,h, 

suggesting that the average best-fit shape parameter is an appropriate value to use in order to 

capture the average behavior of the evaporation rates. In the supersaturated portion of Figure 

5.3g,h, the all-data line lies between the ν=4 and ν=7 lines. This increase in the “effective” shape 

parameter value in the supersaturated region is in agreement with the fitting results in Figure 5.1. 

However we cannot determine to what extent the value of the all-data line in the supersaturated 

portion of Figure 3g is influenced by the microphysics of the subsaturated portion. Regardless, 

we see that the results of the shape parameter tests with the RDB scheme are qualitatively in 

agreement with the results of the SBM scheme, which supports the validity, and hence findings, 

of the RDB400 simulation results.  

 

d. Macroscopic Cloud Characteristics 

There are large differences in the condensation and evaporation rates as a function of 

relative humidity when the shape parameter is varied (Fig. 5.3); however, these differences may 

or may not have a large impact on macroscopic features of the shallow clouds being simulated 

here. To investigate whether these changes are important for the cloud as a whole, we plot 

vertical profiles of selected quantities in Figures 5.5 and 5.6 from the simulations in which the 

shape parameter is changed for all processes.  Since the boundary layer depth and cloud base 

height is increasing in time, creating average vertical profiles of clouds is not trivial. Here, we 

have used image processing techniques to identify individual clouds. A grid box is considered 

cloudy if the cloud water mixing ratio is greater than 0.01 g kg
−1

, and cloudy grid boxes are 
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defined to be connected using a 6-connected neighborhood, or in other words, cloudy grid boxes 

must share a full face with its neighbor in order to be connected. For each cloud, cloud base is 

defined as the first vertical level above the surface that is saturated or supersaturated. All clouds 

are aligned relative to cloud base, and then mean vertical profiles are calculated. In total there are 

about 4000-5000 clouds per simulation.  

Figures 5.5a and 5.5b show that the cloud averaged condensation and evaporation rates 

do in fact increase as the shape parameter increases as we expect based on Figure 5.3, and that 

the differences become larger with increasing height above cloud base. Nonetheless, due to the 

strong mixing between saturated and unsaturated regions of cumulus clouds, and because the 

increased condensation and evaporation rates tend to offset one another, the average cloud water 

content is nearly identical in all simulations in the saturated zones (Fig. 5.5c). In the subsaturated 

regions of the cloud, the mixing ratio is somewhat increased for the higher shape parameter tests 

(Fig. 5.5d) despite the fact that the higher shape parameter tests have higher evaporation rates 

(Fig. 5.5b). The reason for these increased mixing ratios lies in changes to the distribution of 

cloud mixing ratio values in the subsaturated zone (not shown). In the NU2 test, evaporation 

rates are slow and there are many points with very low cloud mixing ratios. In contrast, in the 

NU14 test, evaporation rates are fast and there are many fewer points with very low mixing 

ratios. As a result of this shift in the distribution of cloudy points in the subsaturated region, the 

average value of the cloud water content is highest in the NU14 test despite the fact that the 

evaporation rate in this test is also highest. 

Although the cloud water contents are similar across all shape parameter tests, the 

number concentration is quite different across these tests in both the saturated and subsaturated 

zones; there are about 50 cm
−3

 more droplets (~400% increase) in the NU14 test than in the NU2 
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test (Fig. 5.5e,f). Since the cloud water content is similar in all simulations, the change in number 

concentration results in a change to the average cloud droplet diameter as well – there is a 

decrease in the average diameter in supersaturated regions of about 5 µm (Fig. 5.5g), and in the 

subsaturated regions of about 20 mum (Fig. 5.5h) when going from the NU14 test to the NU2 

test.  

The changes in number concentration in the saturated zone cannot be explained by 

changes in the number of droplets nucleated (Fig. 5.6a). Instead, these changes are attributed to 

the impact of the shape parameter on the number evaporation rate (Fig. 5.6b), and the strong 

mixing that exists between saturated and unsaturated regions. Whereas the changes in 

evaporation and condensation rates could approximately offset one another, there is no 

mechanism to offset the decrease in the number evaporation rate (Fig. 5.6b) in the subsaturated 

regions caused by an increase in the shape parameter. However, recall that aerosol regeneration 

upon cloud droplet evaporation is not turned on in these simulations. If it had been represented, 

the mixing of regenerated aerosol particles back into the supersaturated regions of the cumulus 

clouds, and the subsequent activation of these particles may have been able to offset some of the 

changes we see to the number concentration of droplets in the supersaturated regions (Fig. 5.5e). 

The importance of this mechanism should be addressed in a future study. 

Finally, the NUe4-NUc7 test more closely resembles the NU4 test than the NU7 test in 

every quantity shown in Figures 5.5 and 5.6b. This result reinforces the idea that it is more 

important to represent the relative dispersion of the subsaturated regions than the supersaturated 

regions of the clouds.   
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While we have only shown the macroscopic cloud properties from the RDB400 tests, the 

same qualitative results were seen in the RDB100 and RDB1600 simulations as well, but are not 

shown here. 

 

f. Cloud Optical Properties 

The impact of the shape parameter on the radiative properties of clouds has been 

discussed previously in a theoretical framework (Liu et al. 2008). It was shown that increasing 

the relative dispersion (decreasing the shape parameter) leads to a reduction in cloud albedo and 

radiative forcing when all else is equal. Our simulations have shown that increasing the relative 

dispersion (decreasing the shape parameter) increases the mean droplet diameter and decreases 

the number of droplets in cumulus clouds while keeping the cloud water content constant (Fig. 

5.5). This increase in the mean droplet diameter will further reduce the cloud albedo and 

radiative forcing for clouds with higher relative dispersion, and hence the relative dispersion of 

cloud droplets may be more important than previously thought for determining cloud radiative 

characteristics.  

The column optical depth and albedo for these simulations were calculated from the 

cloud mixing ratio and number concentration using the same formulae as in Liu et al. (2008) and 

assuming a value of the asymmetry parameter of 0.85. The average albedo of cloudy columns is 

shown in Figure 5.7a, where a cloudy column is defined as a column with at least one grid point 

that has a cloud mixing ratio greater than 0.01 g kg
−1

. Consistent with Liu et al. (2008), the 

albedo increases as the shape parameter increases, but the magnitude of the increase, about 0.06 

between the RDB100-NU2 and RDB100-NU14 simulations, is greater than that predicted by Liu 

et al. (2008).  
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As discussed above, there are two factors that drive the increase in albedo with shape 

parameter. There is a “direct” factor discussed by Liu et al. (2008) in which, if all else is equal, a 

higher shape parameter corresponds to a lower effective radius, and hence a higher albedo. There 

is also an “indirect” factor, which is the impact of the shape parameter on changes to the 

microphysical properties of clouds. (These “direct” and “indirect” factors are not to be confused 

with direct and indirect aerosol effects.) To assess which factor is more important, the cloud 

average albedo is recalculated for the simulations in two different ways. To assess the magnitude 

of the direct factor, the cloud average albedo is calculated four times for each of the NU2 

simulations, once with each of the four values (2, 4, 7, and 14) of the shape parameter tested in 

this study where that value appears in the albedo equation. To assess the magnitude of the 

indirect factor, the cloud average albedo for each simulation is calculated using the cloud 

properties predicted by each simulation, but using a shape parameter value of 2 where that value 

appears in the albedo equation.  

The results of these calculations are shown in Figure 5.8. The increase in cloud albedo 

from NU=2 to NU=14 due to the direct factor is about 0.01 to 0.025 for a given droplet 

concentration (Fig. 5.8a). Liu et al. (2008) showed that the maximum change in albedo due to 

changes in the shape parameter occurs for a cloud albedo of 0.5. Thus when the cloud albedo is 

less than 0.5, higher albedos respond more strongly to changes in the shape parameter than lower 

albedos. Consistent with this result, the increase in cloud albedo due to the direct factor (Fig. 

5.8a) increases as the average cloud albedo increases since it is always less than 0.5. The 

magnitude of the indirect factor is more difficult to estimate for a given droplet concentration 

since all simulations have different mean droplet concentrations; however, the increase in cloud 

albedo from NU=2 to NU=14 is likely to be about 0.03 (Fig. 5.8c). These two factors added 
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together approximate the total change in albedo (through a Taylor expansion of the albedo 

equation). This result indicates that for low average cloud albedo, the indirect factor can amplify 

the total change in albedo by about a factor of 4, and by about a factor of 2 for more moderate 

values of the albedo. Thus, it is important to consider both the direct and indirect factors when 

determining the impact of the relative dispersion on cloud albedo. 

Although the average cloud albedo increases with the shape parameter, the cloud fraction 

decreases as this parameter increases by up to 7% in the cleanest simulations (Fig. 5.7c). The 

decrease in cloud fraction is not surprising given that the high shape parameter tests result in the 

highest evaporation rates (Fig. 5.5a). As a result, the domain average albedo, which is more 

important than the cloud average albedo from a climate perspective, is less sensitive to the shape 

parameter than the cloud average albedo, though it still increases as the shape parameter 

increases (Fig. 5.7b). This change in the domain average albedo can again be attributed to direct 

and indirect factors, where the change in cloud fraction is an indirect factor. The direct change to 

domain average albedo (Fig. 5.8b; magnitude is about 0.002 to 0.003) is more important than the 

indirect change to this quantity (Fig. 5.8d; magnitude is at most 0.001) since the change in cloud 

fraction offsets most of the indirect factor associated with the cloud average albedo. For the 

shallow cloud regime, a change in albedo of 0.001 from the indirect factor is small and can likely 

be neglected, but at higher cloud fractions, should the same feedback processes be active, the 

indirect factor may become much larger and be required for accurate representation of cloud 

albedo. 

Lastly, it is seen that the cloud fraction becomes less sensitive to the shape parameter as 

the droplet concentration increases (Fig. 5.7c), but that the sensitivity of the cloud average 

albedo to the shape parameter is approximately independent of the droplet concentration (Fig. 
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5.7a). Consequently, the domain average albedo will also likely become less sensitive to the 

shape parameter as the droplet concentration increases.  It is difficult to ascertain from these 

simulations whether this is in fact the case since the average droplet concentrations are so 

different in the RDB1600 simulations (Fig. 5.7). More simulations are needed in order to address 

this question. 

 

5.5 Conclusions 

In this study, simulations of non-precipitating shallow cumulus clouds over land have 

been conducted using two different microphysical schemes – a spectral bin model (SBM) and the 

RAMS bin-emulating scheme (RDB) – all using the RAMS dynamical modeling framework. 

With these simulations, several issues pertaining to the relative dispersion of cloud droplets and 

the shape parameter of the cloud droplet gamma distribution have been addressed. First, there 

has been some debate about what the dependence of the relative dispersion (and hence the 

gamma distribution shape parameter) is on the cloud droplet concentration (e.g. Miles et al. 

2000; Liu and Daum 2002). The SBM simulations do not indicate that there is any relationship 

between these two quantities when averaged over all clouds. While the initial studies on this 

topic promoted the idea that the relative dispersion of cloud droplet size distributions increases 

with cloud droplet concentration (Costa et al. 2000; Liu and Daum 2002), there is increasing 

evidence (Miles et al. 2000; Lu and Seinfeld 2006; Hsieh et al. 2009; Geoffroy et al. 2010), 

including this study, which suggests that this is not always the case. More work is needed to 

determine how this dependency is impacted by cloud type and other factors such as the initial 

aerosol distribution shape and precipitation processes.  
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The simulations with the RDB scheme gave insight into the potential importance of 

choosing an appropriate value for the shape parameter and the importance of a spatially-varying 

shape parameter. These simulations indicated that the evaporation rate can increase fivefold or 

more for a given RH value as the shape parameter is increased from 2 to 14. Increases in the 

condensation rate were also seen, but were not as large. These results were also supported by the 

SBM simulations. The primary pathway for these enhancements to the condensation and 

evaporation rates was through changes to the number of fully evaporated drops, as demonstrated 

by both the RDB and SBM schemes. However, these two scheme have very different 

relationships between the fraction of evaporated mass and number, so it is unclear at this point 

whether the magnitude of the enhancements are representative of reality or not. 

The spatially varying shape parameter test with the RDB scheme revealed that the value 

of the shape parameter in the subsaturated regions was more important for the cloud 

characteristics of both the supersaturated and subsaturated regions of the cloud. This is good 

news for modelers. We have seen from the SBM simulations that the shape parameter is higher 

in the supersaturated regions of the cloud, and that the possible values for the shape parameter 

are more widely distributed in the supersaturated regions. However, since the shape parameter in 

the subsaturated regions is more important for determining the overall cloud characteristics, it 

might be a good assumption to ignore this spatial variation and only use a value of the shape 

parameter that is appropriate for the subsaturated region. The SBM simulations indicate that this 

most appropriate value for continental cumulus clouds is in the range of 3-5. 

Finally, we investigated the impact of the chosen shape parameter value on cloud optical 

properties. We found that increasing the shape parameter led to little change in the cloud water 

content, but to decreases in the mean droplet diameter and hence increases to the cloud albedo. 
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This observed increase in the cloud albedo supports the previously documented relationship that 

exists between cloud albedo and relative dispersion when all other cloud properties are constant 

(Liu et al. 2008). However, changes to the domain average albedo were partially offset by a 

negative correlation between cloud fraction and shape parameter. While the SBM simulations do 

not suggest that relative dispersion increases with aerosol concentration, should such a 

relationship nonetheless exist (e.g. Liu and Daum 2002), the magnitude of the dispersion effect 

on domain average albedo may decrease as droplet concentration increases due to decreased 

sensitivity of the cloud fraction to the shape parameter at high droplet concentrations. In this 

case, the dispersion effect would be most important at low droplet concentrations. 

The results discussed here can only be applied to non-precipitating, shallow continental 

cumulus clouds. It is unclear how the results may change as the cloud fraction increases and the 

clouds become more stratiform, or as the clouds begin to precipitate more. Furthermore, we have 

only used one bulk microphysics scheme here. Similar studies using other models should be 

conducted. Finally, these simulations have neglected aerosol regeneration upon evaporation, and 

this process may be important for shallow cumulus clouds.  These additional avenues of research 

should be addressed in future work. 
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5.6 Tables and Figures 

Table 5.1. Summary of simulations. 

 

Simulation Description 

SBM100, 

SBM400, 

SBM1600 

Simulations using the bin scheme (Khain et al. 2004) with initial aerosol 

concentrations of 100, 400, and 1600 cm
−3

, respectively. 

RDB400-NU2, 

RDB400-NU4, 

RDB400-NU7, 

RDB400-NU14 

Simulations using the RAMS double-moment bulk scheme (Saleeby and van den 

Heever 2013) with a cloud droplet shape parameter value of 2, 4, 7, and 14, 

respectively.  

RDB100, 

RDB1600 

Same as above, but using aerosol concentrations of 100 and 1600 cm
−3

, 

respectively. For each aerosol concentration, four simulations were run, one with 

each of the four cloud droplet shape parameter values (2, 4, 7, 14). 

NUe4-NUc7 Simulation using the RDB scheme and an initial aerosol concentration of 400 

cm
−3

 in which a cloud droplet shape parameter value of 4 is used at subsaturated 

grid points, and a value of 7 is used at supersaturated grid points 

NU2-cond, NU4-

cond, NU7-cond, 

NU14-cond 

Simulation using the RDB scheme and an initial aerosol concentration of 400 

cm
−3

 in which the given value of the cloud droplet shape parameter (2, 4, 7, or 

14) is used only for the condensation rate calculations, and a value of 5 is used 

for all other processes 

NU2-numevap, 

NU4-numevap, 

NU7-numevap, 

NU14-numevap 

Simulation using the RDB scheme and an initial aerosol concentration of 400 

cm
−3

 in which the given value of the cloud droplet shape parameter (2, 4, 7, or 

14) is used only for the calculation of the number of fully evaporated droplets 

during evaporation, and a value of 5 is used for all other processes. 
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Table 5.2. Previously reported values of the shape parameter. In some studies only the relative 

dispersion is reported in which case we have converted these values to shape parameter values. 

Paper Campaign 

(Location) 

Mean cloud 

droplet 

concentration (# 

cm
−3

) 

Shape 

Parameter 

Notes 

Costa et al. 

(2000) 

Cearà 

experiment 

(Brazil) 

 

 

227 (Maritime) 13.5 (19.3) Mean (standard 

deviation). See their 

Tables 3 and 6. 
265 (Coastal) 10.7 (13.5) 

375 

(Continental) 

12.5 (10.6) 

433 (Urban) 9.8 (10.2) 

Gonçalves et 

al. (2008) 

Dry-to-Wet 

campaign 

(Brazil) 

521 (Clean) 1.9 (1.3) Mean (standard 

deviation) of single 

flights; see their Table 2. 
816 

(Intermediary) 

3.8 (1.2) 

1451 (Polluted) 6.1 (0.7) 

Lu et al. 

(2008)  

GoMACCS 

(Texas) 

206 9.6 Data in their Table 2 split 

into equal groups based 

on droplet concentration 

and averaged.  

282 13.2 

350 10.9 

Hsieh et al. 

(2009) 

CRYSTAL-

FACE 

(Florida) 

480  5.9 (4.5-8.7) Mean (25
th

-75
th

 

percentiles). See their 

Table 1. 

CSTRIPE 

(California 

coast) 

304 3.2 (2.4-4.5) 

Martins and 

Silva Dias 

(2009) 

LBA (Brazil) 550 4.3 Data in their Table 1 split 

into equal groups based 

on droplet concentration 

and averaged. 

748 5.7 

1021 5.3 

Hudson et al. 

(2012) 

RICO 

(Caribbean) 

75 7.1 Their Table 2 flight 

average (row 2
nd

 from 

bottom) 

Pandithurai et 

al. (2012) 

CAIPEEX-I 

(India) 

 

 

264 8.6 Data in their Table 1 split 

into equal groups based 

on droplet concentration 

and averaged. 

326 8.1 

508 7.3 
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Table 5.3. Mean quantities averaged over cloudy points (cloud water mixing ratio greater than 

0.01 g kg
−1

) in each of the three SBM simulations. Updraft speed is averaged over cloudy points 

with a positive vertical velocity, self-collection is scaled by the initial aerosol concentration, and 

the condensation rate is averaged over cloudy points with a positive condensation rate. The 

turbulence coefficient gives a measure of sub-grid scale diffusion. 

 

 Updraft speed 

(m s
−1

) 

Scaled self-

collection (hr
−1

) 

Turbulence 

Coef. (m
2
 s
−1

) 

Cond. Rate 

(g kg
−1

 hr
−1

) 

SBM100 1.0 0.18 0.83 0.29 

SBM400 1.1 0.058 0.90 0.39 

SBM1600 1.2 0.018 0.97 0.49 
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Figure 5.1. Frequency distributions of the best-fit shape parameters from the SBM simulations. 

(a) All data, (b) data from supersaturated regions, and (c) data from subsaturated regions.  

 

 

Figure 5.2. Theoretical dependence of the condensation rate on the shape parameter. The left axis 

show the value of the shape parameter term in the condensation equation (Eq. 5.3), and the right 

axis shows the percent increase in the condensation rate from the condensation rate when the 

shape parameter equals 2. 

 



 108 

 

Figure 5.3. (a, c, e, g) The condensation rate as a function of saturation ratio and (b, d, f, h) the 

percent increase of the condensation rate relative to the condensation rate in the simulation with 

the shape parameter equal to 2 (this is a different simulation for each pair of plots). The analysis 

is from RDB400 simulations where the shape parameter is changed for (a, b) all processes 

(NUx), (c, d) only the condensation equation (NUx-cond), (e, f) only the number evaporation 

(NUx-numevap). (g, h) Analysis from SBM400 where the average condensation rate has been 

calculated for points where the best-fit shape parameter (ν) is within 0.5 of the given value in the 

legend. The green line shows the average condensation rate for all cloudy points in SBM400. See 

the text for further details.  
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Figure 5.4. The fraction of cloud droplets evaporated as a function of the mass of cloud droplet 

evaporated and of the shape parameter. Solid lines show the parameterized relationship between 

these quantities in the RDB microphysics scheme and the dashed lines show the relationship 

between these quantities based on simulation results from the SBM400 simulation. Average 

values of the fraction of number concentration evaporated is found for points where the best fit 

shape parameter (ν) is within 0.5 of the given value in the legend. The green line is the 

relationship for all cloudy points in SBM400. 
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Figure 5.5. Average vertical profiles of (a,b) condensation rate, (c,d) cloud mixing ratio, (e,f) 

cloud droplet concentration, (g,h) mean cloud diameter in (a,c,e,g) supersaturated regions and 

(b,d,f,h) subsaturated regions of the clouds from the RDB400-NUx simulations as a function of 

height above cloud base (ACB).  
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Figure 5.6. Average vertical profiles relative to cloud base of (a) the cloud droplet nucleation rate 

in supersaturated regions of the cloud and (b) the cloud droplet number evaporation rate in 

subsaturated regions of the cloud from the RDB400-NUx simulations. 

 

 
 

Figure 5.7. (a) Cloud average albedo, (b) domain average albedo where a value of 0 is used 

where there is no cloud, and (c) cloud fraction plotted as a function of the cloud average droplet 

concentration for all of the RDB simulations. Each point represents a different RDB simulation. 
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Figure 5.8. (a, b) Cloud average cloud albedo and (c, d) domain average cloud albedo calculated 

from the RDB simulations but in (b) and (d) all albedo calculations use the NU2 simulations for 

cloud properties and the indicated value of the shape parameter (NU) in order to assess the 

“direct factor” and in (a) and (c) all albedo calculations use the indicated simulations for cloud 

properties but use a shape parameter value of 2 in order to assess the “indirect” factor. See the 

text for more details.   
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6. CONCLUDING REMARKS 

  

 In this dissertation a number of outstanding issues in cloud microphysics using both 

theoretical and numerical modeling approaches have been investigated. Taken together, these 

studies have increased our understanding of warm-phase processes, particularly condensation 

and evaporation. The specific conclusions of each study have been detailed in each of the 

chapters; they are briefly summarized here. 

 In Chapter 2, the topic of condensational invigoration, that is, the convective invigoration 

due to the influence of aerosol concentration on condensation rates, was addressed. While many 

previous investigations have quantified this effect in specific or idealized cases, a theoretical 

approach was utilized here that can be applied to any general case. Previous theoretical work by 

Pinsky et al. (2013, 2014) to describe the evolution of liquid water and supersaturation with 

height was applied to equations for buoyancy in order to develop a relatively simple expression 

describing the upper limit of the difference in kinetic energy between a clean and a polluted 

parcel. This change in kinetic energy was used as a measure of condensational invigoration and 

used to explore how this invigoration depends on quantities such as the initial buoyancy and 

temperature of the clouds. In the future, similar approaches might be appropriate for exploring 

aerosol-induced invigoration in the mixed and ice phases of convective clouds. Such 

developments would be particularly important for better understanding which microphysical 

processes most contribute to aerosol-induced invigoration in deep convective clouds. 

 The remainder of the dissertation was focused on how cloud microphysics is 

parameterized in numerical models. While many previous studies had compared single- and 

double-moment microphysics schemes before, Chapter 3 (which is already published in the peer-
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reviewed literature) was one of the first to argue that the existing evidence has conclusively 

shown double-moment schemes to outperform single-moment schemes in nearly all situations. 

This argument was supported by original analysis of simple thunderstorm simulations run with a 

variety of single-moment scheme settings and by the comparison of radiative-convective 

equilibrium simulations run with both a single-moment and a double-moment scheme. In 

particular, the radiative-convective equilibrium simulations were unique in that they simulated 

multiple cloud types simultaneously, whereas most previous studies that compared single- and 

double-moment schemes focused on only one cloud type or system. While single-moment 

schemes may be able to simulate single cloud types relatively well in some situations, they are 

unlikely to be able to simulate multiple cloud types well simultaneously given that there is such a 

wide range of cloud microphysical properties in different cloud types. 

 After discussing single- and double-moment simulations, attention was given to 

comparing double-moment bulk and bin scheme simulations. In Chapter 4 it was found that 

differences in the width of cloud droplet distribution between the two schemes were primarily 

responsible for discrepancies in the condensation rates between the two schemes. Further 

investigation in Chapter 5 revealed that the largest impact of the shape parameter on 

condensation and evaporation occurred when the shape parameter altered the fraction of fully 

evaporated droplets. This impact led to a positive feedback loop in which a higher shape 

parameter leads to higher evaporation rates and slower depletion of entire droplets, which in turn 

further enhances evaporation rates since the droplet concentration is higher than it would have 

been otherwise. These enhanced changes in the evaporation rates have potentially large impacts 

on the macrophysical and optical properties of the clouds. These impacts of the shape parameter 
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on condensation, evaporation, and cloud properties need to be explored in other cloud types in 

order to better assess their significance on a global scale. 

 The ultimate goal of this work has been to improve the parameterization of cloud 

microphysics in bulk microphysical schemes. Though not specifically investigated here, the 

same basic results relating to condensation and evaporation of cloud droplets are hypothesized to 

hold true for the condensation and evaporation of raindrops and for the deposition and 

sublimation of ice crystals. Previous work has also shown that size distribution widths can have 

large impacts on other microphysical processes as well (Milbrandt and Yau 2005a; Cohen et al. 

2006; Loftus and Cotton 2014), but none of these studies have focused on the condensation 

process. These previous results, along with the current results, have shown that one potentially 

fruitful approach for advancing bulk microphysics schemes is to improve the representation of 

size distribution width. Triple-moment bulk schemes already represent one way to address issues 

related to size distribution widths. These schemes should be further developed and studied. Also, 

more attention should be given to developing methods to better diagnose the distribution width in 

double-moment schemes in order to minimize the computational cost of such improvements to 

the parameterizations. 
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