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ABSTRACT  

 

CONFRONTING INPUT, PARAMETER, STRUCTURAL, AND MEASUREMENT 

UNCERTAINTY IN MULTISITE MULTIPLE-RESPONSE WATERSHED MODELING 

USING BAYESIAN INFERENCES 

Simulation modeling is arguably one of the most powerful scientific tools available to address 

questions, assess alternatives, and support decision making for environmental management. 

Watershed models are used to describe and understand hydrologic and water quality responses of 

land and water systems under prevailing and projected conditions. Since the promulgation of the 

Clean Water Act of 1972 in the United States, models are increasingly used to evaluate potential 

impacts of mitigation strategies and support policy instruments for pollution control such as the 

Total Maximum Daily Load (TMDL) program. Generation, fate, and transport of water and 

contaminants within watershed systems comprise a highly complex network of interactions. It is 

difficult, if not impossible, to capture all important processes within a modeling framework. 

Although critical natural processes and management actions can be resolved at varying spatial 

and temporal scales, simulation models will always remain an approximation of the real system. 

As a result, the use of models with limited knowledge of the system and model structure is 

fraught with uncertainty. Wresting environmental decisions from model applications must 

consider factors that could conspire against credible model outcomes. 

The main goal of this study is to develop a novel Bayesian-based computational framework 

for characterization and incorporation of uncertainties from forcing inputs, model parameters, 

model structures, and measured responses in the parameter estimation process for multisite 

multiple-response watershed modeling. Specifically, the following objectives are defined: (i) to 
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evaluate the effectiveness and efficiency of different computational strategies in sampling the 

model parameter space; (ii) to examine the role of measured responses at various locations in the 

stream network as well as intra-watershed processes in enhancing the model performance 

credibility; (iii) to facilitate combining predictions from competing model structures; and (iv) to 

develop a statistically rigorous procedure for incorporation of errors from input, parameter, 

structural and measurement sources in the parameter estimation process. The proposed 

framework was applied for simulating streamflow and total nitrogen at multiple locations within 

a 248 square kilometer watershed in the Midwestern United States using the Soil and Water 

Assessment Tool (SWAT). Results underlined the importance of simultaneous treatment of all 

sources of uncertainty for parameter estimation. In particular, it became evident that 

incorporation of input uncertainties was critical for determination of model structure for runoff 

generation and also representation of intra-watershed processes such as denitrification rate and 

dominant pathways for transport of nitrate within the system. 

The computational framework developed in this study can be implemented to establish 

credibility for modeling watershed processes. More importantly, the framework can reveal how 

collection of data from different responses at different locations within a watershed system of 

interest would enhance the predictive capability of watershed models by reducing input, 

parametric, structural, and measurement uncertainties.  
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Chapter 1  

Introduction 

 

 

1.1. Overview 

Comprehensive watershed models are used to simulate hydrologic and water quality processes to 

evaluate the potential impact under changing land use and climatic conditions and provide 

information to decision makers and stakeholders. In recent years, an increasing number of 

parameters are included in watershed models to enhance their capability to represent hydrologic 

and water quality responses at various spatial and temporal scales [Bai et al., 2009]. However, 

many model parameters cannot be measured directly and must be estimated using manual or 

automatic parameter estimation techniques. It has been demonstrated that multiple parameter sets 

may have comparable statistical solutions due to the property of parameter nonuniqueness 

[Sorooshian and Gupta, 1983]. Hence, analysis of uncertainty should be further explored during 

the parameter estimation process. In addition, the importance of uncertainty estimation has been 

previously addressed in the literature: ”Uncertainty must be explicitly acknowledged both in the 

models selected to develop TMDLs and in results generated by those models” [NRC, 2001]. 

Therefore, the incorporation of parameter and uncertainty estimation is essential for applications 

of complex watershed models. 

The advantage of manual calibration is that analysts can gain a better understanding of 

hydrologic/nutrients processes in a system via careful examination of individual model 
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parameters. However, estimation of model parameters using manual procedures can be 

cumbersome in highly parameterized watershed models. Therefore, a variety of automatic 

parameter estimation techniques using different computational strategies have been developed 

[Duan et al., 1992; Haario et al., 2006; Klepper and Hendrix, 1994; Tolson and Shoemaker, 

2007; Vrugt et al., 2003, 2009]. Applications of the latest parameter estimation algorithms hinge 

on improving the computational and convergence efficiency in finding the minimum value of an 

objective function. Advantages and disadvantages among algorithms can vary dramatically from 

case to case. Although minimization of an objective function of model errors is typically 

required for identifying optimal solutions, it does not guarantee that the final optimal solution 

adequately represents the system’s behavior.  

In addition to computational efficiency, the number of solutions that adequately represent 

observed responses for multiple variables, such as stream discharge, sediment and nutrient loads, 

at multiple sites along the channel network is also of interest. For example, percent bias, Nash-

Sutcliffe efficiency coefficient and coefficient of determination are among the commonly applied 

error statistics for the evaluation of the performance validity of watershed models. The behavior 

of a system is defined based on pre-defined thresholds of behavior established by error statistics 

in matching various system behavior characteristics. Parameter sets that satisfy a behavior 

definition are regarded as behavior solutions. Incorporation of behavior definition in searching 

for optimal solutions is rarely described in the literature [Moriasi et al., 2007] and the choice of 

the various behavior standards may be subjective. 

In summary, it is necessary to have a systematic procedure for identifying the effectiveness 

of various sampling strategies. In the first part of this study a computational procedure is 
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developed and demonstrated to facilitate selection of a proper sampling strategy for analysis of 

uncertainty incorporating input, parameter, structural and measurement sources.  

After the selection of sampling strategies is performed, the second part of this study explores 

the uncertainty from various sources. Estimation of model parameters can be influenced by 

errors in forcing inputs such as precipitation, land use and soil types; errors in measurements of 

hydrologic and water quality fluxes; and also from different model structures. Parameterization 

of parametric uncertainty has been conducted by a large number of studies over the past two 

decades [Gallagher and Doherty, 2007; Hassan et al., 2009; Kuczera and Parent, 1998; Loosvelt 

et al., 2011; Osidele et al., 2006]. Prior to other sources of uncertainty being addressed in 

watershed calibration problems, parameter uncertainty has first been identified as the major 

source of overall uncertainty.  Many efforts have been made to estimate parameter uncertainty 

and enhance the computational efficiency by refining optimization procedures [Duan et al., 

1992; Klepper and Bedaux, 1997; Klepper and Hendrix, 1994; Tolson and Shoemaker, 2007; 

Vrugt et al., 2003, 2008]. In contrast, analysis of input, structural and measurement uncertainty 

has only been examined individually and few studies have input, parameter and structural 

uncertainty aggregated and explored jointly [Ajami et al., 2007; Kavetski et al., 2002].  

Input uncertainty is rarely incorporated explicitly into watershed models.  The Bayesian total 

error analysis (BATEA) [Kavetski et al., 2002] method first includes input uncertainty into 

uncertainty analysis by introducing additional latent variables (input quantities at each time step 

are assigned a latent variable) into a systematic framework. The integrated Bayesian uncertainty 

estimator (IBUNE) [Ajami et al., 2007] method applies a similar structure to BATEA to 

incorporate input uncertainty but the number of latent variables is reduced to two. Therefore, the 



4 

 

potential problem of considerable computational setback because of high dimensionality can be 

avoided.  

Structural uncertainty is mostly investigated for models which use different techniques to 

derive the same output variables, for example,  surface runoff generated from different rainfall 

runoff models [Ajami et al., 2007; Duan et al., 2007; Wöhling and Vrugt, 2008]).The selection of 

models may involve a certain amount of subjectivity especially when they are sensitive to 

specific case studies. To remove the subjectivity in selecting the appropriate model to solve 

practical case studies, outputs from different models can be aggregated by the statistical 

approach named the Bayesian model averaging (BMA) [Hoeting et al., 1999] technique. Models 

with the same output quantities can be evaluated based on their ability to simulate real world 

phenomenon and the predictive distributions of model outputs can be combined by assigning 

particular weighting factors. It has been shown that structural uncertainty can be reduced by 

implementing the BMA technique where the superiority of each implemented model can be 

quantified by the BMA weights.  

Compared to sources of uncertainty from forcing inputs, parameter, and model structure, 

measurement uncertainty has not been addressed frequently in the literature [Harmel et al., 

2006]. One of the most important reasons is that an insufficient amount of data is available to 

support the research work.  The other major reason is that a scientific guidance/standards for 

evaluating measurement uncertainty is not available [Harmel and Smith, 2007]. Error statistics 

are calculated by deterministic observation data but measurement error should also be identified 

[Harmel and Smith, 2007; Harmel et al., 2006]. Previous studies mostly focus on the 

incorporation of input, parameter and structural uncertainty [Ajami et al., 2007; Duan et al., 

2007; Kavetski et al., 2002; Wöhling and Vrugt, 2008]. The absence of involving one or more 
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sources of uncertainty may cause model outputs to be biased and lead to an incorrect conclusion 

about the source of the errors. Typically sources of uncertainty have not been examined 

simultaneously with measurement uncertainty. An additional issue is that the comparative 

importance among different sources of uncertainty is still unknown.  

In this study, the influence of measurement uncertainty towards predictive uncertainty will 

be investigated with uncertainty from input, parameter and structural sources by recommended 

standards provided from previous work [Harmel et al., 2006]. Therefore, the comparative 

importance from each source can be further explored to answer scientific questions. 

In this study, Bayesian inferences are applied to incorporate input, parameter, structural and 

measurement uncertainty using a statistically valid likelihood function [Ahmadi et al., 2012]. The 

framework of IBUNE which aggregates input, parameter, and structural uncertainty is used with 

the probability distribution (PD) [Harmel and Smith, 2007] method to perform the calculation for 

inclusion of measurement uncertainty.  

The second part of this study developed a framework for the analysis of input, parameter, 

structural and measurement uncertainty in multi-site, multiple responses watershed modeling. 

The influence from each source on model outputs can be identified and analyzed for the purpose 

of distributing available resources (e.g. time and money) for further investigation. Case studies 

are used for evaluation of sampling strategies and uncertainty analyses with four sources of 

uncertainty were analyzed for a 248 square kilometer Eagle Creek watershed in the Midwestern 

United States. The soil and water assessment tool (SWAT) is adopted to simulate hydrologic and 

total nitrate processes. 

In this dissertation, chapters are formulated in the fashion of independent but related topics 

as journal articles with an overall introduction in the beginning with summarized discussion and 
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conclusion in the end. The chapters and contents in this study are organized as follows: The first 

chapter has a brief view of the proposed framework with specified goals and objectives. In the 

second chapter, a computational procedure is implemented in a real case study to demonstrate 

the capabilities in evaluating sampling strategies. In the third chapter, the importance of the intra-

watershed processes towards parameter estimation is substantiated by applying additional 

constraints. The structural uncertainty is explored by the use of two different functions in the 

SWAT model to calculate surface runoff in the fourth chapter. In the fifth chapter, four sources 

of uncertainty are aggregated using the proposed framework where corresponding impact 

towards predictive uncertainty is investigated. Conclusions and discussion are provided in the 

sixth chapter.  

1.2. First Part of the Framework (Chapter II, III): Development of a 

Framework to Evaluate the Effectiveness of Various Sampling 

Strategies 

In order to have a rigorous framework to compare various sampling strategies, a systematic 

framework is required to perform the evaluation process that does not only focus on finding the 

global optimal solution of an objective function. The first part of this study established a 

procedure for evaluating the effectiveness of sampling strategies. Several essential elements are 

mandatory to develop a framework for evaluating sampling strategies.  

1.2.1. Statistically Valid Likelihood Function 

In manual/auto calibration processes, the performance of a given model parameter set is 

evaluated based on the error statistics calculated from available observed and simulated outputs. 

For auto calibration techniques, the current best candidate parameter set(s) will be regarded as 

the new starting point(s) for following realization(s) (this is true in Bayesian inferences but not 
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for all parameter estimation techniques). In other words, the faster a parameter estimation 

technique can derive lower values of the objective function being minimized (in practice, the 

likelihood function to be maximized is multiplied by a negative sign to create a minimization 

problem).  A method with better computational efficiency is one with superior convergence 

speed and the ability to achieve global or near global optimal solutions.  

Previous studies mostly focus on comparing convergence speed and the ability in finding 

global optimal solutions instead of emphasizing the selection of the likelihood function [Duan et 

al., 1992; Klepper and Hendrix, 1994; Marshall et al., 2004; Tolson and Shoemaker, 2007]. 

However, the selection of the likelihood function is crucial since parameter sampling 

distributions of model errors will not be realistically reflected if the likelihood function is not 

statistically sound [Stedinger et al., 2008]. Therefore, a statistically valid likelihood function 

[Ahmadi et al., 2012] is adopted as the objective function throughout this study. 

1.2.2. Performance Validity by Applying Behavior Definition  

Candidate parameter sets proposed by parameter estimation techniques may have results with 

very good objective function value however the parameter set may not necessarily satisfy other 

statistics such as the Nash-Sutcliffe efficiency coefficient and percent bias which can be 

important as well. During the calibration process, proposed parameter sets should be selected 

that have reasonable behavior. In other words, various standards in evaluating behavior levels are 

required to identify parameter sets with significant or rational performance.  

As illustrated in Figure 1.1, D is the full domain space of all parameters involved in a 

conceptual problem. According to the definition of behavior, one can reduce D to be the space 

with only behavior parameter sets BH. Then, three subdomain spaces can be found by using 

three commonly implemented parameter estimation techniques; Method A, B and C. Figure 1.1 
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illustrates several ideas. First, the behavior parameter sets should always be included in D. 

Second, the subdomains derived by a specific method will not necessary overlap with BH.  

Third, Method A is has more behavior parameter sets than Method B but it is not guaranteed to 

have better overall performance. The reason is because the number of behavior parameter sets 

represents only the parameter sets with better manually assigned statistical (it can also be defined 

by many other different ways, [Beck et al., 2002]) values and there is still chance that the global 

optimal solution is located  in some other part of BH.  

Previous calibration work can rarely be found with applications of behavior definition. In 

this study, the behavior definition proposed by [Moriasi et al., 2007] is implemented as the 

standard guideline to assess  the categories of behavior for proposed parameter sets.  

 

 
Figure 1.1 Demonstration of behavior parameter sets and the correspond subdomain spaces 
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1.2.3. Identifiability of Individual Model Parameters and Entire Parameter 

Hypercube 

Computational efficiency and the application of behavior definition are used to evaluate the 

relative success of a parameter estimation technique.  However, identifiability provides a 

supplementary understanding of these measures.  Identifiability is a measure of the density of 

parameter space sampled by parameter estimation algorithms, with higher density parameters 

and parameter spaces corresponding to higher identifiability.  Identifiability has also been 

applied in previous studies to assess the complexity of simulation models [Spear et al., 1994]. 

Global optimization algorithms are better able to solve less identifiable problems (such as many-

parameter, high-dimensional watershed models) and are less likely to be trapped in local 

solutions than algorithms that search only for a parameter set with the best objective function 

value.  However, there is a necessary tradeoff in computational efficiency where identifiability 

yields insight into such tradeoffs. A parameter estimation technique that gives highly identifiable 

solutions may converge quickly because it draws from a relatively small area of the possible 

parameter space.  If this parameter space corresponds to a global solution, then computational 

efficiency, objective functions, and behavior rates may be optimized; however, if the parameter 

space corresponds to a local optimum, the high identifiability may prevent the estimation 

algorithm from encountering better solutions such as the global optimum.   

Previous studies have analyzed identifiability only for individual model parameters, but not 

for the entire domain space [Duan et al., 1992; Klepper and Hendrix, 1994; Marshall et al., 2004; 

Haario et al., 2006; Vrugt et al., 2009], giving an incomplete understanding of the full parameter 

space sampled by search algorithms. In this study, tree-structure density estimation (TSDE) 
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[Spear et al., 1994] is implemented to investigate the identifiability of the entire parameter 

domain space.  

 

By the proposed framework, an assessment of sampling strategies can be made not only based on 

computational efficiency in searching for the global optimal solution but also the effectiveness in 

drawing samples that adequately represent the observed behavior of the system at multiple 

locations within the watershed system. In the meantime, the framework provides supplementary 

information on the identifiability of the entire parameter space which is supportive for further 

inspection about various parameter estimation techniques. The innovative evaluation structure 

enables researchers to understand the ability of parameter estimation techniques in searching for 

better solutions and also have a better understanding of the parameter estimation processes in 

high dimensional domain space.  

1.3. Second Part of the Framework (Chapter IV, V): Development of a 

Framework to Incorporate Input, Parameter, Structural and 

Measurement Uncertainty  

As shown in Figure 1.2, sources of uncertainty in watershed modeling can be represented by four 

parts: input, parameter, structural and measurement uncertainty. Input uncertainty includes 

forcing inputs such as precipitation, temperature, and land use. In this study, the input 

uncertainty is incorporated into the watershed simulation model (Soil and Water Assessment 

Tool, SWAT) by applying the approach from IBUNE. Details of IBUNE applications can be 

found in later chapters. 

Parameter uncertainty represents the uncertainty from physically/empirically based 

equations with various adjustable parameters such as curve number, hydraulic conductivity, and 
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Manning’s roughness (n). During the calibration process, it is unavoidable to have system 

parameters involved to explore the uncertainty from other sources. In other words, comparisons 

among different uncertainties are guaranteed to have parameter uncertainty conditioned jointly.  

Another source of uncertainty involved in the watershed simulation model comes from the 

model structure. For example, alternative methods in computing surface runoff, channel erosion 

and sediment transport may be available within a single complex watershed model. For complex 

watershed simulation models like SWAT which include several different functions to calculate 

the same output variable (e.g. two methods are available in the SWAT model for computing the 

amount of surface runoff) can be investigated to identify structural uncertainty. In this study, the 

structural uncertainty contributed from two different approaches, surface runoff calculation 

computed by antecedent soil moisture conditions [SCSI] and plant evapotranspiration [SCSII], 

are implemented in calculating surface runoff in the SWAT model. Details of the two methods 

can be found in literature [Neitsch et al., 2011]. 

After executing model simulations, objective functions and error statistics are calculated 

using measured fluxes such as streamflow discharge and nutrient load where measurement 

uncertainty is involved. However, studies of measurement uncertainty can rarely be found. In 

this study, the influence of measurement uncertainty towards predictive uncertainty will be 

investigated with uncertainty from input, parameter and structural sources by recommended 

standards provided from previous work [Harmel et al., 2006]. Therefore, the comparative 

importance from each source can be further explored to answer scientific questions. 

After a specific sampling strategy is selected based on the framework of evaluating sampling 

strategies, uncertainty analysis can be then be performed by the framework which is able to 

incorporate input, parameter, structural and measurement uncertainty jointly. The innovative 
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framework of predictive uncertainty analysis provides a platform to investigate not only the 

importance of each uncertainty source by comparing uncertainty sources individually, but also 

provide comprehensive information about the predictive uncertainty affected by jointly 

combining different uncertainty sources. Researchers and decision makers can take advantage of 

this powerful tool to provide assistance for various purposes based on their own interests. 

 

  

Figure 1.2 Sources of uncertainty in watershed modeling 

1.4. Goals and Objectives 

The framework proposed in this study can be applied in various forms according to the users’ 

interests. As shown in Figure 1.3, each part of the framework during the watershed calibration 

process is managed in a general way so that different sources of uncertainty can be included or 

excluded. In addition, the choice of selecting sampling strategies may differ by varying 
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evaluation criteria.  For example, the shuffled complex evolution algorithm may not be the best 

choice in the case that all sources of uncertainty are included simultaneously. The overall goal of 

this work is to develop a solid framework from the selection of sampling strategies (first part of 

the framework) to the investigation of predictive uncertainty analysis (second part of the 

framework). Specifically, four major sections (Chapter II, III, IV and V) are designed to serve 

the purpose of exploring challenging tasks and to respond to specific scientific questions.  

1.4.1. Appraisal of Sampling Strategies for Parameter Estimation and 

Uncertainty Analysis by Using a Systematic Evaluation Framework in 

Watershed Modeling  

The first part of the framework is to develop and demonstrate a systematic procedure for 

evaluating the performance of sampling strategies for multi-site multi-response parameter 

estimation and uncertainty analysis of comprehensive watershed models. The following 

objectives are defined:  

(i) To compare the efficiency of the methods in finding better solutions, that is to compare 

the objective function values after convergence 

(ii) To explore the efficiency of parameter estimation algorithms in finding the best solution 

within a given number of runs noting that the best solution may not be the same as the 

global optimal solution  

(iii) To measure the effectiveness of the methods in realizing parameter samples that match 

the system behavior characterized by commonly used error statistics at various locations 

within the watershed  

(iv) To evaluate the identifiability of the overall model parameter space using these methods
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Figure 1.3 Framework of the evaluation of sampling strategies and predictive uncertainty  
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The development of a rigorous framework for evaluation of sampling strategies provides a 

tool for researchers/users to have scientific measures and comparisons of various parameter 

estimation techniques. It is also the groundwork before proceeding to uncertainty analysis.  

1.4.2. Evaluation of Improved Parameter Estimation and Uncertainty 

Analysis of Watershed Models: The Role of General Information of 

Watershed Processes 

The calibration process mostly seeks statistical coherence on the error calculated based on 

observation and simulation outputs such as streamflow discharge, nutrient load. General 

information of intra-watershed processes (e.g. aggregated system outputs such as denitrification 

and total nitrate yields over years) is generally not considered. However, the absence of a general 

understanding of a case study watershed may lead to having impressive statistical results  with 

aggregate outputs compared against some crucial characteristics in field. In other words, the 

calibration process with outstanding statistical results is successfully performed for the wrong 

reason. To strengthen the quality of calibration results and also to evaluate the role of intra-

watershed processes, the following objectives are defined:  

(i) To examine how incorporation of intra-watershed processes enhances parameter 

estimation and calibration of the watershed model 

(ii) To investigate how incorporation of intra-watershed processes reduces parameter and 

predictive uncertainties. 

The application of intra-watershed processes represents a higher level of the calibration 

process which involves not only the time varying quantities such as streamflow discharge and 

total nitrate load, but also summative watershed outputs considered to reflect real watershed 

behavior processes.   
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1.4.3. Evaluation of Structural Uncertainty on Hydrologic and Water Quality 

Predictions Using SWAT Model 

In the latest version of the SWAT model, users can have alternative options to compute surface 

runoff based on antecedent soil moisture condition (SCSI) or plant evapotranspiration (SCSII). 

The calculation of surface runoff is very important since many of the nutrient elements can be 

carried by water. Therefore, the structural uncertainty is examined by implementing two different 

approaches in calculating surface runoff mechanism in the SWAT model before including all 

sources of uncertainty simultaneously. The Bayesian model averaging (BMA) technique 

[Hoeting et al., 1999] is implemented to combine posterior distributions of the two approaches. 

The following objectives are defined:  

(i) To characterize improvements in hydrologic and water quality predictions by utilizing 

different surface runoff estimation techniques alone and in combination 

(ii) To investigate how model predictive uncertainty may be affected by combining such 

techniques.     

Applications of SCSII still can rarely be found in the literature [Amatya and Jha, 2011; 

Jajarmizadeh et al., 2012; Kannan et al., 2007]. Therefore, evaluation between SCSI and SCSII 

indicates not only the comparisons of their ability in making more realistic simulation of real 

watersheds, but also reveals a general idea how predictive uncertainty can be influenced by 

different functions in the same watershed simulation model.  

1.4.4. A Framework for Propagation of Input, Parameter, Structural and 

Measurement Uncertainty in Watershed Modeling 

The first part of the framework is developed for the selection of sampling strategies. Once a 

parameter estimation technique is chosen, predictive uncertainty can be investigated by the 
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second part of the framework. As mentioned previously, the ultimate goal of watershed 

calibration is to replicate watershed processes as close as possible through simulation models. 

Users can take advantage of the calibrated results and implement various scenarios such as 

management practices or human activities and compare differences among outputs. However, it 

is also important to have additional aspects such as uncertainty analysis for model parameters or 

outputs as supplementary information before making decisions. To address the lack of 

uncertainty analysis and predictive uncertainty during the calibration processes and also to have 

all sources of uncertainty involved simultaneously, the second part of the framework develops 

and demonstrates a systematic procedure for uncertainty analysis which incorporate uncertainty 

sources from input, parameter, structural and measurement jointly. The impact from each source 

towards predictive uncertainty can be identified and analyzed for the purposed of devoting 

possible resources for further investigation. The following objectives are defined:  

(i) To quantify predictive uncertainty while propagating four sources of error  

(ii) To understand the role and importance of four uncertainty sources on predictive 

uncertainty  

(iii) To examine the effects of reduction of input, parameter, structural and measurement 

uncertainty in predictive uncertainty 

 

The first and the second part of the framework provide a complete approach for analyzing 

watershed calibration problems. By using the proposed framework, users can apply various 

sampling strategies for watershed calibration and resolve scientific questions based on the 

uncertainty analysis in the field of watershed modeling.  
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Chapter 2  

Appraisal of Sampling Techniques for Parameter Estimation 

and Uncertainty Analysis in Watershed Modeling 

 

 

2.1. Overview 

A variety of computational techniques have been developed to efficiently and effectively draw 

realizations from the parameter space for the purposes of parameter estimation and the analysis 

of uncertainty of watershed models. The main goal of this study is to develop and demonstrate a 

computational procedure for the appraisal of parameter sampling techniques. The analysis hinges 

on the evaluation of: (i) the efficiency in minimizing an objective function of weighted model 

errors at the lowest required realizations; (ii) the effectiveness in drawing samples that 

adequately represent the observed behavior of the system; and (iii) the effectiveness in reducing 

parametric uncertainty and enhancing the identifiability of the entire parameter space. The 

proposed procedure is applied to evaluate the performance of six commonly used techniques for 

multi-site multi-response parameter estimation and uncertainty analysis of the Soil and Water 

Assessment Tool (SWAT) in the Eagle Creek Watershed, Indiana, in the Midwestern United 

States. The objective functions and observed behavior of the system are defined according to the 

discharge response at the watershed outlet and nitrate responses at four sampling locations along 

the stream network. Four Bayesian-based approaches including random walk Metropolis-
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Hastings, random walk Gibbs sampling, uniform covering by probabilistic rejection, and 

differential evolution adaptive Metropolis; a greedy optimization method dubbed dynamically 

dimensioned search; and a global optimization evolutionary method called shuffle complex 

evolution are evaluated. Results show that the simple structured DDS has dominant performance 

than all other methods in the speed of convergence, behavior rate and the parametric uncertainty 

is also significantly reduced. In addition, interesting finding is found and discussed when 

measurement error and predictive uncertainty are included as a part of consideration.    

2.2. Introduction 

Watershed models are increasingly embedded in decision-making processes to address a wide 

range of hydrologic and water quality issues. These models have evolved from lumped to 

distributed parameters while operating on shorter time steps so that they can utilize input data at 

finer temporal and spatial resolutions. The incorporation of more parameters and output variables 

into watershed models has increased model structural complexity (i.e., number of parameters and 

interactions thereof) [Yang et al., 2008; Bai et al., 2009]. In addition, watershed management 

programs require the assessment of many hydrologic and water quality responses (e.g., flow, 

sediment, nutrients, and pesticides) at multiple site locations along the channel network over 

long periods.  The quality, frequency, and number of these observed responses may vary 

significantly within a watershed. Hence, multi-site, multi-response parameter estimation and 

uncertainty analysis of complex watershed models with a large number of parameters present a 

significant challenge [Vrugt et al., 2008; Thyer et al., 2009; Cassidy and Jordan, 2011]. 

The performance of parameter estimation and uncertainty analysis methods depends greatly 

upon the sampling strategy for drawing realizations from the high-dimensional parameter space 

of a given watershed model. A number of computational methods have been proposed to 
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efficiently and effectively sample the parameter space [Duan et al., 1992; Klepper and Hendrix, 

1994; Haario et al., 2006; Tolson and Shoemaker, 2007; Vrugt et al., 2003, 2009]. However, 

their applicability for simultaneous parameter estimation and uncertainty analysis require a 

proper appraisal of: (i) the efficiency in finding the optimal (best) parameter solutions at a 

reasonable number of model evaluations; (ii) the effectiveness in drawing samples that 

adequately represent the observed behavior of the system at multiple site locations within the 

watershed system; and (iii) the effectiveness in reducing parametric uncertainty and enhancing 

the identifiability of the entire parameter space.     

A comprehensive examination to explore the parameter domain space in guarantee of 

finding the global optima always demands the tradeoff of a higher number of required model 

evaluations. (e.g., Latin hypercube sampling or Sobol sequences). Therefore, it is important to 

evaluate the computational efficiency of sampling strategies in finding the best (or relatively 

better) solution within a minimum number of runs. Some methods aim to identify best solution 

within the number of runs that the users can afford (e.g., dynamically dimensioned search 

[Tolson and Shoemaker, 2007]) and other approaches are developed to find global optimum with 

comparatively longer required evaluation period (e.g. shuffle complex evolution [Duan et al., 

1992]). As an additional consideration, the objective function(s) utilized may also enhance the 

computational efficiency of different algorithms [Stedinger et al., 2008]. In previous studies, 

parameter estimation techniques have mostly been investigated by comparing the global 

optimum achieved (as measured by a mathematical test function with known global optimum), 

the efficiency in searching comparably better solutions (e.g. watershed calibration problems with 

unknown global optimum) and the speed of convergence for discharge or water quality 

simulations within limited computational effort [Duan et al., 1992; Klepper and Hendrix, 1994; 



24 

 

Tolson and Shoemaker, 2007; Vrugt et al., 2003, 2009]. The assessment of parameter estimation 

algorithms are made entirely centered on the ability in achieving better objective functions based 

on the perspective of computational efficiency.  

In addition to computational efficiency, the number of solutions that adequately represents 

observed responses for multiple variables (e.g. stream discharge, sediment and nutrients load) at 

multiple sites along the channel network is also of keen interest. Systematic quantification 

established to serve as guidelines (behavior definition) for model evaluation is implemented to 

identify the effectiveness of parameter estimation techniques [Moriasi et al., 2007]. The 

effectiveness of different sampling strategies is evaluated by pre-defined thresholds (error 

statistics) in matching various characterized system behavior. Parameter sets generated by 

parameter estimation techniques with statistics satisfying behavior definition will be regarded as 

behavior solutions. Application of behavior definition fortifies the quality of solutions generated 

by parameter estimation techniques. However, application of behavior definitions in literature is 

rare, particularly as a component of parameter estimation techniques.  

As opposed to the evaluation of efficiency and effectiveness by computational performance 

and the rate of behavior, a complimentary analysis in present studies is the determination of the 

identifiability. The focus of sampling strategies has been developed to enhance the reduction of 

parametric uncertainty of model parameters by constructing marginal posterior distributions of 

model parameters. In the context of uncertainty analysis, there are several models used to 

construct marginal distributions of parameters and have associated comparisons [Vrugt et al., 

2003; Ajami et al., 2007].  

However, the marginal distributions do not represent the interactions between parameters 

and the overall uncertainty of the joint distribution. Therefore, some studies have used nonlinear 
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density estimation techniques such as the Tree Structured Density Estimation (TSDE) [Spear et 

al., 1994] for measuring the joint density of the entire parameter space. Applications of 

associated techniques are implemented to characterize the complexity of simulation models by 

using various parameter estimation techniques [Spear et al., 1994; Osidele et al., 2003; Osidele 

and Beck, 2003].  

Previous assessments of parameter estimation techniques have been typically conducted for 

conceptual rainfall-runoff models with less than 20 parameters [Duan et al., 1992; Klepper and 

Hendrix, 1994; Marshall et al., 2004; Haario et al., 2006; Tolson and Shoemaker, 2007; Vrugt et 

al., 2009]. Comprehensive watershed models, such as the Soil and Water Assessment Tool, may 

contain several hundred parameters. Hence, the number of required model evaluations before 

convergence to the best parameter solutions may increase significantly due to the well-

recognized issues of non-uniqueness (equifinality) and identifiability [Beven and Binley, 1992, 

Duan et al., 1993; McMillan and Clark, 2009]. Conversely, pragmatic considerations tend to 

favor algorithms that can find the optimal parameter values within a reasonable runtime and 

number of model evaluations [Marshall et al., 2004; Vrugt et al., 2009]. Apparently, three major 

research topics are lacking: First, parameter estimation techniques are not applied on high 

dimensional (multi-site, multi-variable, various time span) watershed calibration problems. 

Second, behavior definition is totally being ignored without any application during evaluation 

processes. And the last, identifiability is not implemented to evaluate the whole domain space of 

model parameters by applying different sampling strategies.   

The overall goal of this paper is to develop and demonstrate a procedure for evaluating the 

performance of parameter sampling techniques for multi-site multi-response parameter 

estimation and uncertainty analysis of comprehensive watershed models. Specifically, the 
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following objectives are defined: (i) To compare the efficiency of the methods in finding better 

solutions (i.e., compare the objective function values after convergence); (ii) To explore the 

efficiency of parameter estimation algorithms in finding the best solution within a given number 

of runs (note that the best solution may not be the same as the global optimal solution); (iii) To 

measure the effectiveness of the methods in realizing parameter samples that match the system 

behavior characterized by commonly used error statistics at various locations within the 

watershed and (iv) To evaluate the identifiability of the overall model parameter space using 

these methods. 

2.3. Methodology 

Multi-criteria, multi-site calibration is performed for five test cases under various objective 

functions in the Eagle Creek Watershed, Indiana. Six parameter estimation algorithms are 

utilized to optimize objective functions during calibration.  During the calibration process, 

proposed parameter sets are accepted only when model results (e.g. statistics calculated by 

comparison of simulated outputs with observed data) are within acceptable thresholds (behavior 

definitions).  The behavior rate of all model evaluations is then calculated, and the speed of 

convergence under each parameter estimation technique assessed.  Finally, the identifiability, 

parameter uncertainty, and predictive uncertainty of the various algorithms are evaluated. 

There are four parts in this section; the first part defines objective functions used in this 

study.  The second part describes behavior definition for evaluating marginal probability 

distributions of model parameters. The third part introduces parameter sampling techniques 

implemented in this study. The fourth part is the application of tree-structure density estimation 

(TSDE) to investigate identifiability from joint probability distribution of model outputs.  

2.3.1. Objective Functions 
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In case studies, three objective functions are adopted for model calibration: the root mean square 

error (RMSE), the Nash-Sutcliffe efficiency coefficient (NS) and the global optimization 

criterion (GOC). Modifications are made in NS and GOC to incorporate statistics for multi-site 

cases.  

2.3.1.1. OF1 – Root mean square error  

Root mean square error (RMSE) is applied only to single-site calibration problems (in this 

study, to streamflow calibration). The RMSE equation may be written as: 
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Where n is the current time step; m is the current number of objective function; 
mN is the 

number of observations for objective function m ; 
m

obsny , is the observed quantity of objective 

function m at time step n ; 
m

simny , is the simulated quantity of objective function m at time step n ; 

mRMSE is the root mean square error of objective function m ; M is the total number of objective 

functions; and 1OF is the sum of all objective functions.  

 

 

2.3.1.2. OF2 – Nash-Sutcliffe efficiency coefficient 

  Nash-Sutcliffe efficiency coefficient (NS) has been detailed in previous work [Moriasi et al., 

2007].  For calibration problems in this study which involve more than one site, OF2 is 
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expressed as the sum of the product of NS values and total number of observed data. OF2 may 

be written as:  
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Where, 
mNS is the Nash-Sutcliffe efficiency coefficient of objective function m ; 2OF is the 

sum of all objective functions with corresponding weight based on number of observations. 

2.3.1.3. OF3 – Global optimization criterion 

The global optimization criterion [van Griensven and Meixner, 2007] is a method for 

aggregating multi-objective functions. One disadvantage of GOC is that the minimum of the sum 

of square errors ( min,mSSE ) is usually unknown. In this study, the watershed model has been well 

calibrated in advance so it can be assumed that min,mSSE  is an identified constant. The equation 

of OF3 is written as follows:  
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Where, 
mSSE is the sum of squares of error for objective function m ; min,mSSE  is the 

minimum sum of squares of error for objective function m and 
3OF is the sum of all objective 

functions. 

2.3.2. Definition of Behavior Parameter Sets 

During the calibration process, proposed parameter sets are accepted only when model results 

(e.g. statistics calculated by comparison of simulated outputs with observed data) are within 

acceptable thresholds (behavior definitions). This study uses the definition of Moriasi and 

colleagues [2007] to assess behavior of proposed parameter sets (Table 2.1). Although originally 

developed for calibration at a monthly time step, the general performance ratings are also applied 

to daily streamflow in this study.  As demonstrated in Error! Reference source not found.2.1, 

 is the full domain space of all parameters involved in a conceptual 2-D problem. By applying 

behavior definitions, one can narrow D to a smaller behavior region (BH) with only parameter 

sets meeting behavior definition (behavior parameter sets) (four groups of subdomain area). In 

practice, a specific parameter estimation method may not overlap with BH because parameter 

sets are located outside BH with non-behavioral solutions. In addition, a greater number of 

behavior parameter sets does not guarantee a method’s better overall performance, because a 

global optimal solution may be located in some other part of the BH [Beck et al., 2002].  

Table 2.1 General Performance Ratings 

Performance  

     Rating 
NSE 

PBIAS (%) 

Streamflow  NOX 

Very Good 0.75 < NSE ≤ 1.00 PBIAS < ±10 PBIAS < ±25 

Good 0.65 < NSE ≤ 0.75 ±10 ≤ PBIAS < ±15 ±25 ≤ PBIAS < ±40 

Satisfactory 0.50 < NSE ≤ 0.65 ±15 ≤ PBIAS < ±25 ±40 ≤ PBIAS < ±70 

Unsatisfactory NSE ≤ 0.50 PBIAS ≥ ±25 PBIAS ≥ ±70 

NSE: Nash-Sutcliffe efficiency coefficient  

PBIAS: Percent bias 



30 

 

 

Figure 2.1 Demonstration of behavior parameter sets and the correspond subdomain spaces 

2.3.3. Sampling Techniques  

The general form Figure 2.2 of a hydrologic model can be written as followed: 

                      
ttt
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Where, obs

tY is the observed hydrologic quantities (e.g. rainfall depth, sediment load, nitrate 

concentration, etc) at time t; 
t is the system parameter set at time t (in most cases, 

t remains 

the same throughout the simulation process); 
tx  is the given inputs at time t; ),( tt

sim

t xY   

represents simulated hydrologic quantities with given 
t and 

tx at time t; 
t is the error term 

which indicates the difference between observation and simulation results at time t.  

Parameter estimation techniques attempt to find the best fit between observed and 

simulated variables by updating model parameters through minimizing the error term. This study 

utilizes six parameter search algorithms, including four Bayesian approaches (random walk 

Metropolis-Hastings algorithm, random walk Gibbs sampling algorithm, uniform covering by 

probabilistic rejection and differential evolution adaptive Metropolis) incorporated with Markov 

Behavior Region 

(BH) 

D 
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chain Monte Carlo sampling (MCMC), and two additional methods, DDS and SCE-UA. The 

basic theories of MCMC, Bayesian methods, DDS and SCE-UA are briefly introduced here.  

2.3.3.1. Bayesian methods and Markov chain Monte Carlo sampling 

The Bayes’ theorem can be represented in the form as the equation below: 
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Where, )(p is the prior distribution of parameter set ; )|( Yp is the likelihood function; 

)(Yp is the integral of the product of prior and likelihood functions which can be regarded as a 

constant and )|( Yp  is the posterior distribution. In many cases, the prior distribution is assumed 

to be uniformly distributed because of the lack of available information (non-informative prior). 

In this case, the posterior distribution will be proportional to the likelihood function shown as 

follows.   

                        )|()|(  YpYp                                                                                        (10) 

The major impediment in implementing the Bayes’ theorem is that it is very difficult to take 

the integral of high dimensional functions. The problem has been solved by the application of the 

Markov Chain Monte Carlo (MCMC) method where the posterior distribution can be estimated 

by Markov Chain from a great number of random variables. Broad ranges of hydrologic 

problems have been solved by MCMC methods recently [Marshall et al., 2004].  

2.3.3.2. Random walk Metropolis-Hastings algorithm (RW-MHA) 

MHA [Hastings, 1970] is a modified version of Metropolis algorithm [Metropolis et al., 1953]. 

In MHA, one is able to find the posterior distribution of model parameters by calculating the 

probability of acceptance. As shown in the equation below, )( *p and )|( *yp are the prior 
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distribution and the likelihood function of proposed model parameter * . )( kp  and )|( kyp  are 

the prior distribution and the likelihood function of target model parameter k  at iteration step k .  
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If model parameters are drawn from the same distributed function (e.g. uniform, normal 

distribution), the probability of target and proposal prior distribution will be the same. Therefore, 

the MHA acceptance rate equation can be written as follows:  
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From the equation above, the computation process of MHA can be simplified by comparing 

the ratio of likelihood functions.  

With the assumption of prior distribution, it is still very difficult to formulate a proper 

likelihood function for high dimensional problems.  Therefore, MHA is revised to the random 

walk Metropolis-Hastings algorithm (RW-MHA) where the proposed model parameter set * will 

be generated within a range of the current best model parameter set
* instead of exploring the 

whole domain space. In other words, the Markov chain is generated by sampling the candidate 

parameter set from the proposal distribution 
)()(* )|( ttq   [Haario et al., 1999] with   

from a symmetric distribution.  

2.3.3.3. Random walk Gibbs sampling algorithm (RW-GSA) 

GSA [Geman and Geman, 1984] is a special case of MHA which has been adopted in various 

fields of study [Onibon et al., 2004; Emery, 2007; Kottegoda et al., 2007; Michalak, 2008;]. The 

major difference between GSA and MHA is that not all parameters are updated simultaneously. 
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In other words, the original complicated joint distributions have become a conditional 

distribution with relatively simple structure [Walsh, 2004]. The GSA scheme is as follows: 
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GSA is also combined with the same random walk chain as that in RW-MHA; this 

combination is referred to as the random walk Gibbs sampling algorithm (RW-GSA). As 

mentioned, GSA does not update all parameters simultaneously so the number of updated 

parameter(s) can be one or more. However, in this study, RW-GSA updates only one parameter 

at a time. GSA has been widely applied for its greater convergence speed compared to MHA, but 

it has more chance of becoming trapped in local solutions. Compromises between the two 

methods will be discussed in the latter section. 

2.3.3.4. Uniform covering by probabilistic rejection (UCPR)  

The uniform covering by probabilistic rejection (UCPR) algorithm [Klepper and Hendrix, 1994] 

is a modification of random walk method based on Bayes’ theorem. Multiple parameter sets are 

generated to formulate a subdomain space inside the whole domain space. UCPR is initiated 

from two major algorithm parameters, the total number of subdomain set and the safety factor, 

which controls the maximum range of parameter estimation in each model evaluation. After 

initial parameter sets are uniformly created, the average-nearest-neighbor distance (ANND) is 

calculated to construct the best fitting subdomain (BFS). The BFS is then expanded by taking the 
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product of the safety factor and ANND, which formulates the proposal fitting subdomain (PFS). 

The shape and the size of BFS are varied over model iterations by substituting the current 

parameter set for the worst parameter set when the trial set performs better. The new generated 

trial parameter set will be accepted or rejected depending on whether it is located in the final 

approximate subdomain (FAS).   

Ideally, the probability rejection process avoids computationally expensive model runs, 

but in practice the concept of probability rejection may carry over too much irrelevant 

information from the previous sampling sets. In other words, UCPR may be expected to have 

difficulties converging for high dimensional problems. A detailed theoretical description 

applications of the UCPR can be found in literature [Klepper and Hendrix, 1994; Klepper and 

Bedaux, 1997; Hendrix and Klepper, 2000; Osidele et al., 2003, Osidele et al., 2006].  

2.3.3.5. Differential evolution adaptive Metropolis (DREAM) 

The differential evolution adaptive Metropolis (DREAM) [Vrugt et al., 2009] is one of the most 

cited MCMC applications built upon the framework of Bayes’ theorem. DREAM is the 

extension of DE-MC method [Braak, 2006] with several modifications. First, DREAM samples 

only selected parameters in each model run instead of all at once. Second, the concept of 

differential evolution is incorporated from genetic algorithms to generate trial parameter sets. 

Third, multiple chains are executed concurrently. By combining the rejection process (from 

Metropolis algorithm) with differential evolution (from genetic algorithm), DREAM is able to 

solve high-dimensional problems efficiently and outperforms random walk Metropolis (RWM), 

delayed rejection adaptive Metropolis (DRAM), DE-MC and SCE-UA [Vrugt et al. 2009]. 
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Two additional parameter estimation methods which do not incorporate Bayesian approaches are 

also examined in this study: shuffle complex evolution and dynamically dimensioned search.  

2.3.3.6. Shuffle complex evolution (SCE-UA) 

The global optimization method, entitled the Shuffled Complex Evolution (SCE-UA) [Duan et 

al., 1992] has been extensively applied to the field of water science. SCE-UA is a mutual 

associated algorithm with concepts from the simplex method [Nelder and Mead, 1965], the 

controlled random search [Price, 1987] and the competitive evolution [Holland, 1975]. The 

process of shuffling among complexes minimizes the likelihood of the parameter search 

becoming trapped in local solutions. SCE-UA has been reviewed and compared with a great 

number of other optimization techniques [Duan et al., 1992; Duan et al., 1993; Sorooshian et al., 

1993; Muttil and Jayawardena, 2008]. Because SCE-UA is widely used, it is included in this 

assessment as a standard of comparison to Bayesian-associated and other approaches.  

In SCE-UA, previous arguments have been made that the system parameters of reflection 

(alpha) and contraction (beta) should be tuned from default values (alpha = 1.0, beta = 0.5) to the 

recommended ones (alpha = 0.8, beta = 0.45) [Tolson and Shoemaker, 2008]. Therefore, in this 

study, two versions of SCE-UA are adopted using both default and recommended values (SCEI 

and SCEII, respectively) to address the concern of system parameter altering. 

 

 

2.3.3.7.  Dynamically dimensioned search (DDS) 

The dynamically dimensioned search (DDS) [Tolson and Shoemaker, 2007] is a recently 

proposed automatic calibration algorithm for both low and high dimensional problems in 

watershed simulation models. The main structure of DDS is very similar to GSA. In DDS, the 
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number of model parameters is updated based on an exponentially decreasing probability 

function P. Parameter(s) will be updated only when a uniformly distributed random number is 

lower than P.  However, at least one parameter is assigned to be updated when P is very small 

where all random numbers are greater.  

In contrast to SCE-UA, the primary advantage of DDS is that only one algorithm 

parameter (safety factor) is required in the tuning process; however, this may also be a 

disadvantage.  The new updated parameter value is limited to a 20 % span (the value of safety 

factor recommended by Tolson and Shoemaker, [2007]) where it may fall into a local optimal 

when facing a highly nonlinear problem with great number of local solutions. To avoid this, one 

can generate more initial starting parameter sets and execute more initial model runs, narrow the 

upper and lower bound of parameters or begin from well calibrated results. This study utilizes 

the system parameters for DDS outlined by Tolson and Shoemaker [2007]. 

2.3.4. Identifiability of parameter estimation 

The tree-structure density estimation (TSDE) [Spear et al., 1994] is an approach to explore the 

identifiability of model structure. Model parameters are partitioned into subdomains by high and 

low densities [Osidele et al., 2003]. As a result, a parameter with higher density is regarded to be 

more identifiable. The density function (TSDE index) of each subdomain i  of behavior 

parameter sets x  can be calculated as:  

                          
i

i
i

Sn

n
xf

1
)(                                                                                              (13) 

Where, in is the number of i % of behavior parameter sets; n is the total number of behavior 

parameter sets; and iS is the partitioned subdomain of whole domain space S. In this study, TSDE 

is only applied to behavior parameter sets. 
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2.4. Case Studies 

2.4.1. SWAT2005 Eagle Creek Watershed Calibration  

A watershed model the Eagle Creek watershed (ECW), Indiana, is developed with the Soil and 

Water Assessment Tool (SWAT2005) (Figure 2.2).  The ECW (248 km
2
 in area) is a part of 

Upper White River watershed  located in Boone, Hamilton, Hendricks and Marion counties. The 

average annual precipitation is 38 to 40 inches and the average annual temperature is 52°F 

[Newman, 1997]. The majority land use is agricultural activity (agriculture: 59%; rangeland: 

38%; forest: 2%; urban: 1%) and the general characters are very close to of the Midwest region. 

Hydrologic soil type in the ECW can be primarily categorized into two major groups (group B: 

51%; group C: 48%). Observation data are available for one discharge (station number 35 in 

Figure 2.2) and four water quality monitoring gauge stations (station number 20, 22, 27, and 32 

in Figure 2.2).     

The Soil and Water Assessment Tool (SWAT) is a distributed hydrologic watershed 

model capable of evaluating the impact of human activities on hydrology and the fate and 

transport of nonpoint source pollutants such as sediments, nutrients, pesticides and bacteria. A 

large body of literature has been published on the application of the SWAT model to diverse 

topics in watershed management [Gassman et al., 2007].  

The ECW SWAT2005 model is delineated into 35 subbasins corresponding to 446 

hydrologic response units and run for a nine-year simulation period from 1995-2003.  The first 

two years of simulation (1995-1996) are used for model warm-up.  The model is then calibrated 

under various cases using seven years (1997~2003) of daily streamflow observations at one 

gauge station and instantaneous monthly total nitrate observations at four sites (Figure 2.2).   
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Figure 2.2 Case study area: Eagle Creek Watershed, Indiana 

 

Five calibration cases are implemented in this study: (1) calibration of daily streamflow 

(30 parameters) by the objective function OF1 (RMSE); (2) calibration of daily streamflow (30 

parameters) by the objective function OF2 (NS); (3) calibration of monthly streamflow (30 

parameters) and monthly total nitrate (27 parameters) by the objective function OF2 (NS); (4) 

calibration of monthly streamflow and (30 parameters) monthly total nitrate (27 parameters) by 

the objective function OF3 (GOC); (5) calibration of daily streamflow (30 parameters) and 

monthly total nitrate (27 parameters) by the objective function OF3 (GOC).  (The DREAM 

algorithm is only applied to Case 5, the most complicated of the five cases.) 

Watershed Area: 248 km2 
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2.4.2. Results of All Approaches 

Since the total number of model evaluations affects the performance of DDS, four different runs 

of DDS (500, 1000, 2500 and 5000 model evaluations, hereafter referred to as DDS500, 

DDS1000, DDS2500 and DDS5000) are  performed for Cases 1-5. All other algorithms are run 

under 5000 model evaluations. As mentioned in the previous section, one argument in favor of 

SCE-UA over DDS is that SCE-UA performs better while the default values of the system 

parameters (reflection parameter alpha and contraction parameter beta) are replaced from 

[alpha=1.0, beta=0.5] to [alpha=0.8, beta=0.45]. Both sets of system parameters of SCE-UA 

have been tested with 5000 runs and DREAM is applied to Case 5 with four chains executed 

simultaneously. All model evaluations have reached termination criteria (termination criteria is 

defined as no improvement more than 1% on the objective function values for 1000 model 

evaluations; DREAM is using the termination criteria Gelman-Rubin convergence criteria 

[Gelman and Rubin, 1992] for the special structure of multiple chains involved) before the preset 

maximum model evaluations. However, parameter estimation techniques will not stop until it 

reaches the maximum number model evaluations. The total time of model runs (5000 runs) 

ranged from 300 to 330 hours (Intel® Xeon® 2.8 GHz CPU, 24 GB Ram, 64-bit operating 

system, Windows Server 2008 R2 Standard). The results of all cases are described below. 

 

 

2.4.2.1. Case 1 – Calibration of daily streamflow by OF1  

In Case 1, 30 streamflow related parameters are calibrated by objective function OF1. Three 

groups of algorithm performance are apparent, Figure 2.3(a). The first group comprised of RW-

GSA and DDS (5000 simulations) is the best overall in both convergence speed and objective 
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function achieved.  However, RW-GSA converges slower than DDS during the first 1000 runs. 

The second group is comprised of SCE-UA methods, with no apparent difference between alpha 

and beta parameters (SCEI and SCEII).   The last group contains RW-MHA and UCPR, both of 

which do not perform well compared to other algorithms, achieved better objective function 

values within 200 runs when compared to all other methods.  

2.4.2.2. Case 2 – Calibration of daily streamflow by OF2 

In Case 2, 30 streamflow related parameters are calibrated by objective function OF2. Since the 

equations of RMSE and NS are structurally similar, the speed of convergence and objective 

function achieved under various methods show a very similar pattern to Case 1 in Figure 2.3(a). 

Therefore, a figure of Case 2 is not shown here.   

2.4.2.3. Case 3 – Calibration of monthly streamflow and monthly total 

nitrate by OF2  

In Case 3, 30 streamflow related parameters and 27 total nitrate related parameters are calibrated 

for monthly streamflow and monthly total nitrate by objective function OF2. Results of objective 

function versus the model runs by different methods are shown in Figure 2.3(b). The relative 

performance of parameter estimation techniques for Case 3 is similar to Cases 1 and 2.  

However, in this case, DDS clearly performed the best overall in both convergence speed and 

objective function achieved. RW-GSA does not show the same performance as in the previous 

two cases and no substantial improvement in objective function after 400 runs. SCE-UA methods 

again show similar results for both alpha and beta parameters, with performance comparable to 

RW-GSA.  RW-MHA converged faster than UCPR initially but it appears to be trapped in a 

local solution after the first 1000 runs. Both methods show similar results at the end of model 

evaluation. 
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Figure 2.3 Results of ECW calibration: (a) Case 1 - Daily streamflow calibration by OF1 (b) 

Case 3 - Monthly streamflow and monthly total nitrate calibration by OF2 (c) Case 4 - Monthly 

streamflow and monthly total nitrate calibration (d) Case 5 - Daily streamflow and monthly total 

nitrate calibration.   

2.4.2.4. Case 4 – Calibration of monthly streamflow and monthly total 

nitrate by OF3  

In Case 4, 30 streamflow related parameters and 27 total nitrate related parameters are adjusted 

for monthly streamflow and monthly total nitrate calibration by objective function OF3. Results 

of objective function versus the model runs by different methods are shown in Figure 2.3(c). In 

(

a) 

(

b) 

(

c) 

(

d) 

(a) (b) 

(c) (d) 
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Case 4, DDS achieved far superior objective function values. DDS5000 does not converge as fast 

as RW-GSA for the first 1200 runs; however, DDS500, DDS1000, DDS2500 converge to 

favorable objective function values more quickly. All other methods have comparable final 

objective function values (except for UCPR), but RW-GSA and RW-MHA converge more 

quickly than SCE-UA.  

2.4.2.5. Case 5 – Calibration of daily streamflow and monthly total nitrate by 

OF3  

In Case 5, 30 streamflow related parameters and 27 total nitrate related parameters are calibrated 

for daily streamflow and monthly total nitrate by objective function OF3; DREAM is included as 

an alternative parameter estimation method. Results of objective function versus the model runs 

by different methods are shown in Figure 2.3(d). DDS outperforms all other algorithms in both 

convergence speed and objective achieved. The difference between the two SCE-UA versions 

remained small, and UCPR performance is the worst overall.  

2.4.3. Behavior Rate of Different Methods and Identifiability for Model 

Parameters 

All proposed parameter sets are classified into behavior and non-behavior sets according to 

criteria in literature [Moriasi et al., 2007], Table 2.1. Behavior (inclusion) rates in three different 

categories (very good, good and satisfactory) under the six algorithms are shown in Tables 2.2 

and 2.3, and Figures 2.4(a) and 2.4(b), as are identifiability comparisons for DDS5000 and 

SCEII. Overall results for Cases 1 and 2 are similar, and results for Cases 3 and 4 are similar to 

Case 5.  For brevity, only Cases 1 and 5 are detailed here.  
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DDS and RW-GSA consistently provide quality calibration results for streamflow (Case 1) 

(Table 2.2, Figure 2.4(a)). At least 60% (DDS: 61.6%; RW-GSA: 60.1%) of proposed parameter 

sets have “very good” performance, around 80% (DDS: 78.5%; RW-GSA: 80.2%) for “good” 

and even 90% (DDS: 88.7%; RW-GSA: 93.7%) for “satisfactory”. On the other hand, the 

behavior rate of SCE-UA II (alpha=0.8, beta=0.45) is less than half of the rate for DDS and RW-

GSA in both “very good” (SCE-UA: 23.9%) and “good” categories (SCE-UA II: 38.1%). 

Performance is only slightly better in the category of “satisfactory” (SCE-UA II: 48%) is barely 

more than half of those two methods. As mentioned previously in Figure 2.3(a), the third group 

(RW-MHA and UCPR are included) show the worst performance in the rate of behavior, too. 

There is no qualified parameter set for either method in “very good”, less than 5% in “good” 

(RW-MHA: 3.4%; UCPR: 1.5%) and less than 30% in “satisfactory” (RW-MHA: 26.2%; UCPR: 

11.5%). 

From Table 2.3 and Figure 2.4(b), the case of calibrating daily streamflow and monthly total 

nitrate (Case 5) shows that DDS outperforms all five other methods in categories of “good” and 

“satisfactory”. Also, DDS is the only method with behavior parameter sets in the class of “very 

good”. In the category of “good”, DDS has 8.9% more behavior sets than RW-GSA and all other 

algorithms are near or close to zero (RW-MHA has only 5 behavior parameter sets out of 5000). 

As for the “satisfactory” performance level, DDS has more than 56% of behavior parameter sets 

where no other methods have more than 40% (RW-GSA: 37.2%; RW-MHA: 3.7%; SCE-UA II: 

0.1%; UCPR: 0%; DREAM: 7.0%). 
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Table 2.2 Number and percentage of behavior parameter sets in 5000 model evaluations with 

results from TSDE calculations (Case 1).  The highlighted cell indicates that 90% of behavior 

parameter sets (cumulative number of points = 90%) are located in 7.55% of original sampling 

domain (Θ = 7.55%) for method DDS in the performance of “Very Good” where the TSDE 

index (11.93) is calculated by equation (1). TSDE will not be calculated if there is insufficient 

data. 

Case 01 
Performance 

Level 

Number 

of 

Behavior 

Sets 

% of 

Behavior 

Sets 

Percentage of Cumulative Points 

90 (%) 50 (%) 

θ (%) 
TSDE 

Index 
θ (%) 

TSDE 

Index 

DDS5000 

Very Good 3080 61.6 7.55 11.93 1.6E-05 3.1E+06 

Good 3925 78.5 7.69 11.71 1.6E-05 3.1E+06 

Satisfactory 4435 88.7 8.21 10.96 2.2E-05 2.3E+06 

RW-GSA 

Very Good 3005 60.1 7.06 12.74 9.2E-06 5.4E+06 

Good 4010 80.2 7.70 11.69 1.8E-05 2.7E+06 

Satisfactory 4685 93.7 7.88 11.42 2.0E-05 2.5E+06 

RW-

MHA 

Very Good 0 - - - - - 

Good 170 3.4 17.75 5.07 0.51 98 

Satisfactory 1310 26.2 20.23 4.45 0.53 94 

SCEII 

Very Good 1195 23.9 74.39 1.21 3.01 17 

Good 1905 38.1 75.85 1.19 6.17 8 

Satisfactory 2400 48 82.48 1.09 12.41 4 

UCPR 

Very Good 0 - - - - - 

Good 75 1.5 16.18 5.56 0.27 186 

Satisfactory 575 11.5 31.59 2.85 1.00 50 

Θ: Percentage of original sampling domain 
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Figure 2.4 Percentage of behavior parameter sets out of 5000 model evaluations: (a) Case 1 - 

Daily streamflow calibration by OF1 (b) Case 5 - Daily streamflow and monthly total nitrate 

calibration. 

The relationship between behavior parameter sets and identifiability (results from the 

TSDE calculation) is also of note.   In Table 2.2, TSDE results for DDS and RW-GSA show that 

90% of behavior parameter sets located in less than 8% of sampling domain (Θ = 7.55%). 

Conversely, behavior parameter sets of SCE-UA II are sparsely spread in more than 70% of the 

whole region. TSDE results for RW-MHA and UCPR range from 15 to 30% for all behavioral 

categories; however, the two methods are the worst in overall performance for all test cases, as 

described above. The TSDE index clearly illustrates that DDS and RW-GSA are substantially 

more identifiable than the other three methods.  However, it is important to note that the TSDE 

index describes only the concentration of behavior parameter sets resulting from a given 

algorithm and does not necessarily guarantee better overall algorithm performance.  TSDE 

indices for the poorly performing RW-MHA and UCPR indicate that most of the behavior 

parameter sets are trapped in local solutions (Figure 2.3(d)).  

 

(

a) 

(

b) 
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Table 2.3 Number and percentage of behavior parameter sets in 5000 model evaluations with 

results from TSDE calculations (Case 5) 

Case 05 
Performance 

Level 

Number 

of 

Behavior 

Sets 

% of 

Behavior 

Sets 

Percentage of Cumulative Points 

90 (%) 50 (%) 

θ (%) 
TSDE 

Index 
θ (%) 

TSDE 

Index 

DDS5000 

Very Good 30 0.6 - - - - 

Good 1125 22.5 0.71 126.37 4.0E-07 1.2E+08 

Satisfactory 2845 56.9 3.39 26.51 5.9E-07 8.5E+07 

RW-GSA 

Very Good 0 - - - - - 

Good 680 13.6 0.89 101.41 < 1.0E-10 > 1.0E10 

Satisfactory 1860 37.2 3.65 24.68 3.6E-08 1.4E+09 

RW-

MHA 

Very Good 0 - - - - - 

Good 5 0.1 - - - - 

Satisfactory 185 3.7 15.37 5.86 0.32 159 

SCEII 

Very Good 0 - - - - - 

Good 0 - - - - - 

Satisfactory 5 0.1 - - - - 

UCPR 

Very Good 0 - - - - - 

Good 0 - - - - - 

Satisfactory 0 - - - - - 

DREAM 

Very Good 0 - - - - - 

Good 0 - - - - - 

Satisfactory 350 7.0 1.13 79.71 5.1E-04 9.9E+04 

2.4.4. Parameter Uncertainty 

Construction of CDF for model parameters yields a better understanding of algorithm 

convergence patterns. CDFs for five sensitive parameters are illustrated for both Case 1 and Case 

5 (Figure 2.5). DDS and RW-GSA converged to narrow ranges for these parameters, instead of 

searching the entire parameter value range (Figure 2.5(a)). In contrast, CDFs for UCPR are close 

to a uniform distribution for all five parameters. As mentioned previously, DDS and RW-GSA 

are the best two methods overall and show comparable results for Case 1 and 2 (Figure 2.3(a)). 

CDFs yield a likely explanation: In this study, DDS and RW-GSA locate optimal solutions in a 

narrow parameter range more quickly than other algorithms, speeding up the calibration process.  

However, this shows a disadvantage for RW-GSA in higher-dimensional calibration problems: 
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In Case 5, the dimension of the calibration problem is increased from 30 to 57 parameters and 

RW-GSA is no longer able to compete with DDS as in the lower-dimensional calibration 

problems of Case 1 and 2, because RW-GSA is trapped in local solutions corresponding to 

narrow parameter ranges. The convergence of DEP_IMP and DDRAIN shows that CDFs of RW-

GSA are apparently skewed to the lower bounds of the parameter values. Meanwhile, from the 

CDF of SDNCO in Figure 2.5(b), DDS is the only method generating a large number of 

solutions in the upper range of the parameter value, which is another reason for its dominance 

over other algorithms. 
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Figure 2.5 CDFs of sensitive parameters: (a) Case 1 - Daily streamflow calibration by OF1 (b) 

Case 5 - Daily streamflow and monthly total nitrate calibration. 

2.5. Discussion 

The ability in finding better objective function values and behavior rates are comparable for DDS 

and RW-GSA in cases which involved a smaller parameter set (30 parameters in Cases 1 and 2). 

However, RW-GSA appeared to become trapped in local solutions in higher dimensional 

(

a) 

(

b) 

(a) 

(b) 
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problems (Cases 3, 4 and 5). As discussed previously, both DDS and RW-GSA update only one 

parameter set in each model evaluation and the new proposed parameter set is condition to the 

current best one. However, the two search algorithms update parameters differently.  RW-GSA’s 

poorer performance for high dimensional parameter estimation problems is likely because its 

search algorithm updates one parameter at a time in a fixed sequence, instead of updating 

parameter(s) based on an exponentially decreasing equation with random patterns, as in DDS. 

DDS updates more parameters in the beginning stages of model evaluation, resulting in a more 

complete search of the whole domain space. In this study, more than 50% of total parameters are 

updated in the first 6% of total model runs.  The number of parameters updated drops 

exponentially until only one parameter at a time is updated. Additionally, DDS updates 

parameter(s) in a random pattern, making the algorithm less likely to become trapped in local 

solutions. In summary, these two modifications explain DDS’ superior performance relative to 

other search algorithms for high dimensional problems. There is no noticeable difference in 

results under the three distinct objective functions applied in case studies. Cases 1 and 2 yield 

similar objective function values (the same condition also happens to Case 3, 4, and 5), behavior 

rates, and convergence patterns; therefore, only Cases 1 and 5 are discussed in detail here.   

One can find that the less total runs DDS has, the faster it converges, however, more model 

runs are required to obtain the best overall solution (objective function value). For example, DDS 

with 500 total runs converges faster than DDS with 5000. However, DDS with 5000 total runs 

has a better overall solution. This is because the shorter the total  model evaluation, the faster 

DDS comes to the point of updating only one parameter at a time, but to reach a better final 

solution, it is necessary for DDS to search the whole domain space in the beginning stages of 

model evaluation. 
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Results show that the widely adopted global optimization technique SCE-UA is not 

comparable to DDS and RW-GSA in all categories, especially in its ability to search for behavior 

parameter sets. From Table 2.2 and 2.3, the percentage of behavior sets and the TSDE index 

indicate that most of the computation effort of SCE-UA has been consumed by parameter sets 

located in irrelevant domain space. As shown in Table 2.4, DDS and RW-GSA attain similar 

objective function values in less than 6% and 13% of total runs in Cases 1 and 2.  In addition, 

DDS still outperforms SCE-UA in Cases 3, 4 and 5 while RW-GSA begins to be trapped in local 

solutions. As mentioned previously in literature [Behrangi et al., 2008], SCE-UA surpasses DDS 

in the cases of test functions with recommended reflection and contraction parameters. However, 

in the complex SWAT watershed model utilized in this study, SCEI and SCEII are surpassed by 

DDS. An additional advantage of DDS is that the safety factor remains at the default value with 

no further tuning necessary throughout the calibration process. There has been some dispute in 

previous studies whether DDS or SCE-UA performs better [Behrangi et al., 2008; Tolson and 

Shoemaker, 2008], and the two algorithms have been compared in several different cases, 

including test functions [Tolson and Shoemaker, 2007].   However, such comparisons may be 

unnecessary, as the two algorithms are oriented to different goals. 

Table 2.4 Percentage of model evaluations reaches the same performance against SCE-UA 

Cases 

Best Objective 

Function Value 

Percentage of Runs with Compatible Objective Function Value (%) /                                                                

Method with Better Performance in 5000 Evaluations 

SCEI SCEII 
DDS vs 

SCEI 

DDS vs 

SCEII 

RW-GSA vs 

SCEI 

RW-GSA vs 

SCEII 

DREAM vs 

SCEI 

DREAM vs 

SCEII 

Case 1 3.68 3.72 3.54 / DDS 3.54 / DDS 11.78 / RW-GSA 9.68 / RW-GSA ** ** 

Case 2 0.23 0.23 3.54 / DDS 5.68 / DDS 10.68 / RW-GSA 12.64 / RW-GSA ** ** 

Case 3 0.12 0.12 15.78 / DDS 17.66 / DDS * / SCEI * / SCEII ** ** 

Case 4 17.89 19.01 30.12 / DDS 26.22 / DDS 72.42 / RW-GSA 33.16 / RW-GSA ** ** 

Case 5 133.84 125.83 12.84 / DDS 14.28 / DDS * / SCEI * / SCEII * / SCEI * / SCEII 

  *: Both SCE-UA I and SCE-UA II perform better than RW-GSA or DREAM 

**: Not applied.  
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In this study, RW-MHA, DREAM and UCPR do not show results comparable to DDS or 

even RW-GSA.  In DREAM, parameter sets are altered by a differential evolution process like 

that in a genetic algorithm. DREAM behavior rates are better than SCEII and UCPR, but still far 

behind RW-GSA and DDS, and no significant improvement is derived by DREAM in overall 

performance (DDS outperforms all other algorithms).  Comparisons of results under these three 

algorithms yield three essential points. First, the way in which an algorithm generates new 

parameter sets from the posterior distribution can have dramatic impact on model calibration 

efficiency. In this case, UCPR is obviously adopting much more information than DDS and GSA 

from the posterior distribution of parameter sets. Second, a complicated evolution process may 

not enhance the efficacy of a parameter estimation technique when applied to high-dimensional 

problems. Third, the technique of prior information management for UCPR is not practical for 

high dimensional problems. To achieve a better performance, one would like to include only 

sufficient information from existing data instead of including all available data at once. 

However, in RW-MHA, all parameters are updated in each model evaluation based on the 

current best solution. From Figure 2.5(a) and 2.5(b), RW-MHA evidently has difficulty making 

significant convergence during the model evaluation. In other words, RW-MHA cannot integrate 

all accessible data into a promising candidate parameter set for progressive future generations 

even after  5000 runs. In UCPR, the proposed parameter sets are selected (or rejected) by a 

physically based subdomain space. From poor performance in case studies for UCPR, it is clear 

that the subdomain space constructed by the average nearest neighbor distance (ANND) does not 

reflect a proper range from which to efficiently generate candidate parameter sets. 

An additional consideration when assessing parameter estimation techniques is the 

predictive uncertainty in resulting model outputs (e.g. streamflow, nutrients). Inclusion rate of 
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observed data within the uncertainty band constructed by 95% confidence interval (without 

measurement uncertainty considered) for Case 5 is lower for DDS and RW-GSA than for other 

algorithms (Tables 2.5, 2.6). This indicates that although these parameter estimation techniques 

are superior to other algorithms in objective function achieved, behavior rates, and convergence 

speeds, they may not be implemented for predictive uncertainty. There are two reasons for this: 

first, the uncertainty band of DDS and RW-GSA is narrower than other algorithms, because 

these methods are designed to have a better ability to search for a single global solution instead 

of exploring the whole domain space for possible alternatives.   Second, this study does not 

explicitly evaluate the effects of measurement error, which may have considerable impact on 

parameter estimation and uncertainty analysis. As shown in Table 2.5 and 2.6, the inclusion rate 

of observed data within the uncertainty band increases substantially when measurement 

uncertainty is considered. Clearly, additional research on the interaction of parameter estimation 

techniques in conjunction with predictive uncertainty is essential. Users should be careful in 

selecting the parameter estimation algorithm(s) appropriate for specific objectives (i.e. certain 

methods may be preferable for model calibration versus predictive uncertainty).  

Table 2.5 Inclusion rates of observed streamflow data included in 95% confidence interval 

Method 

Inclusion rate 

(%) w/o MU 

considered 

w/ MU considered by N % 

N = 5 N = 10 N = 20 N = 40 

DDS5000 25.0 35.7 45.2 67.9 75.0 

RW-GSA 26.2 35.7 44.0 65.5 73.8 

RW-MHA 54.8 64.3 73.8 83.3 90.5 

DREAM 35.7 50.0 54.8 69.0 88.1 

MU: Measurement uncertainty 

Increase of measurement uncertainty based on the cumulative probable uncertainty 

represented by probable error range (Harmel et al., 2006) 
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Table 2.6 Inclusion rates of observed NOX data included in 95% confidence interval 

Method 

Inclusion rate 

(%) w/o MU 

considered 

w/ MU considered by N % 

N = 10 N = 50 N =100 N = 150 

DDS5000 33.9 38.9 44.4 58.9 86.7 

RW-GSA 33.3 37.8 42.8 56.7 86.7 

RW-MHA 51.1 56.1 62.8 71.7 90.0 

DREAM 32.8 37.8 44.4 66.1 86.7 

2.6. Conclusions 

In this study, six parameter estimation algorithms are applied to five case studies of high 

dimensional watershed model calibration problems. Several conclusions can be made from 

comparisons of algorithm performance: 

(1) The selection of objective functions has no substantial influence on the performance of 

parameter estimation techniques. 

(2) Second, in this study, the DDS algorithm is overall the best performing parameter 

estimation technique in terms of objective function value achieved, behavior rate, and 

convergence speed. The superior performance of DDS can be attributed to three 

characteristics of the algorithm: First, DDS uses a simple approach in which only a few 

parameters are updated at a time in proposed new parameter sets. Therefore, DDS needs 

to process only a small amount of the large quantity of information available from 

previous realizations, unlike other algorithms such as RW-MHA. Second, by the 

application of TSDE, it is apparent that DDS narrows the parameter space searched to a 

small region, which enhances convergence speed. Finally, DDS updates parameters in a 

random sequence. This improves the algorithms’ ability to achieve better solutions for 

high dimensional calibration problems, and minimizes the risk of the search algorithm 

becoming trapped in a local solution. While RW-GSA performance is similar to that of 

DDS for lower-dimensional calibration problems, this algorithm may become trapped in 
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local solutions when the dimension of the problem increases (in this study, from 30 to 57 

parameters). 

(3) An important third conclusion is that great distinctions in efficiency among different 

Bayesian approaches reveal the importance of managing available information derived 

during calibration process for candidate populations. No significant improvement will be 

made if the parameter estimation technique is confounded by too much information 

provided from the posterior distribution, and Bayesian approaches should be adapted 

accordingly. 

(4) Although it is widely used, SCE-UA may not be the best choice in parameter estimation 

techniques when dealing with high dimensional watershed calibration problems.  SCE-

UA performance is poorer than DDS in all five cases and RW-GSA (Case 1 and 2) in 

almost all categories. Even RW-MHA yields a higher behavior rate than SCE-UA. 

(5) Uncertainty from measurement error plays an important role in predictive uncertainty. 

Low inclusion rate of DDS and RW-GSA within the uncertainty band show that an 

efficient and effective parameter estimation technique may not be the best option for 

predictive uncertainty investigations. 

The proposed framework provides a general platform for future studies in evaluating 

parameter estimation techniques in a rigorous and systematic fashion. Various sampling 

strategies can be evaluated by not only the ability in achieving optimality of objective function 

but also can have system behavior considered in terms of implementing trustworthy statistical 

standards. In addition, sampling patterns of each parameter estimation technique during 

calibration process can be comprehended by the application of TSDE. Further modifications of 
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new/exist sampling strategies can be developed/refined based on this supplementary information 

from the character of parameter sampling.  
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Chapter 3  

Evaluation of Improved Parameter Estimation and 

Uncertainty Analysis of Watershed Models: The Role of 

General Information of Watershed Processes 

 

 

3.1. Overview 

Computational efficiency in parameter estimation has been extensively improved by modifying 

optimization procedures. For complex watershed simulation model with large number of system 

parameters, comparable statistical results can be derived from a variety of candidate parameter 

sets by calculating the errors between simulation and observation outputs in time series. 

Meanwhile, model outputs can also be summative values instead of time varying 

hydrologic/nutrients responses such as denitrification and N-nitrate yields from surface or 

subsurface flow. Statistical best fit in sequential responses may violate summative outputs 

because the goal of optimization process does not have any information from summative 

quantities considered simultaneously. In other words, watershed calibration without reflecting 

may have results of parameter sets converging to domains which generate physically 

meaningless outputs with good statistics. In this study, the intra-watershed responses are applied 

on calibration problems of Eagle Creek watershed, Indiana. The results of watershed calibration 

show noteworthy improvement on overall performance in achieving global optimality, increasing 
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number of behavioral solutions and the quality of predictive outputs is significantly enhanced by 

implementing intra-watershed responses in terms of additional constraints. In summary, intra-

watershed responses constraints present great potential benefits in enhancing the quality of 

watershed calibration, reducing parameter and predictive uncertainty, and also provides a novel 

direction for watershed modeling in the future. 

3.2. Introduction 

Modeling of large scale hydrologic systems entails simulation of complex interactions among 

various physical processes. To imitate real world phenomenon, sophisticated simulation models 

usually include a large number of parameter sets [Vrugt et al., 2008; Yang et al., 2008]. As 

manual calibration are not adequate for many-parameter, high dimensional watershed calibration 

problems, a number of automatic calibration methods had been proposed to solve challenging 

topics [Duan et al., 1992; Haario et al., 2006; Klepper and Hendrix, 1994; Tolson and 

Shoemaker, 2007; Vrugt et al., 2003, 2009a].  

In recent years, large efforts have been made to estimate model parameter values and to 

enhance computational efficiency of parameter sampling by optimization procedures. The goal 

of parameter estimation is to optimize the objective(s) constructed by particular mathematical 

equations (likelihood functions) through parameter searching processes [Gupta et al., 1999; Liew 

et al., 2007; Marshall et al., 2004]. Specifically, simulated results (e.g. flow discharge, nutrient 

flux) are compared with corresponding observed data to calculate error statistics such as root 

mean square error and Nash-Sutcliffe efficiency coefficient [Harmel et al., 2006]. Candidate 

(trial) parameter sets with better statistics indicate that the simulated outputs have a better fit 

with observed data. In other words, the ultimate intention of optimizing likelihood function(s) is 
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to search for an ideal candidate parameter set gives sufficiently accurate simulated outputs as 

observed quantities [Refsgaard, 1997].  

For a complex watershed model, outputs can also be non-targeted system responses (e.g. 

aggregated system outputs: denitrification, total nitrate yield… etc) instead of time varying 

hydrologic/nutrients serial quantities (e.g. stream discharge process). Statistical best fit in 

sequential responses may have particular model output(s) (especially non-targeted responses) 

violated at the same time. As a result, hydrologic models controlled by model parameters cannot 

fully reflect real world phenomena because none of the existing models can perfectly simulate 

hydrologic processes [Ebel and Loague, 2006; Sorooshian and Gupta, 1983]. And, different 

parameter sets may yield the same acceptable match (it can also be statistically coherent) for 

observed quantities as known the issue of non-uniqueness [Sorooshian and Gupta, 1983]. 

Therefore, the watershed model gives statistically best results (e.g. flows, nutrient loads) using 

parameters that yield unrealistic intra-watershed responses is providing the right answer for the 

wrong reasons. In addition to improve present available hydrological models or develop new 

schemes for parameter estimation, one should also consider other perspectives as complementary 

supporting information.  

Previous studies have mostly focused on tuning/adjusting model parameters without 

considering intra-watershed responses in nature [Amatya and Jha, 2011; Cassidy and Jordan, 

2011; Green et al., 2006]. The impact of this approach on watershed calibration problems has not 

been addressed adequately. Not only should the parameter values be scrutinized for credibility, 

but other system responses besides the standard output variables should be a focus during the 

calibration procedure. The lack of stressing non-targeted system responses in field could lead the 
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results of calibration away from reality [Sui and Frankenberger, 2008]. Consequently, it is 

essential to have important watershed characteristics properly constrained during calibration.  

In this study, the watershed calibration process is performed by taking account not only the 

time varying quantities (e.g. discharge, total nitrate load), but also other measureable intra-

watershed characteristics such as denitrification and the ratio of N-nitrate losses yield from 

subsurface and surface flow (lower and upper limits are implemented in terms of additional 

constraints). The overall goal of this paper is to evaluate the role of actual watershed behavior 

measures in reduction of parameter and predictive uncertainties. Specifically, the following 

objectives are defined: (i) To examine how incorporation of intra-watershed responses enhances 

parameter estimation and calibration of the watershed model; and (ii) To investigate how 

incorporation of intra-watershed responses reduces parameter and predictive uncertainties. 

3.3. Methods and Materials 

3.3.1. Site Location and Characteristics 

Case studies are taken place at the Eagle Creek watershed (ECW), Indiana (Figure 3.1). The 

ECW (248 km
2
 in area) is a part of Upper White River watershed and is located central Indiana 

within four counties (Boone, Hamilton, Hendricks and Marion). The average annual precipitation 

is 38 to 40 inches and the average annual temperature is 52°F [Newman, 1997]. The majority of 

land use is agriculture (agriculture: 59%; rangeland: 38%; forest: 2%; urban: 1%). Hydrologic 

soil type in the ECW can be primarily categorized into two major groups (group B: 51%; group 

C: 48%). Observed data used in this study are from one stream discharge station (station number 

35 in Figure 3.1) and four water quality monitoring gauge stations (station number 20, 22, 27, 32 

in Figure 3.1).  
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Figure 3.1 Case study area: Eagle Creek Watershed, Indiana 

3.3.2. SWAT Model 

The Soil and Water Assessment Tool (SWAT) [Arnold et al., 1993] is a continuous-time and 

distributed parameter model able to simulate/predict hydrologic and water quality processes at a 

large-scale and watershed level. A large body of research exists on SWAT mode applications for 

watershed management [Arnold et al., 2010; Chiang et al., 2010; Douglas-Mankin et al., 2010; 

Du et al., 2005; Ghebremichael et al., 2010; Green et al., 2006; Jayakrishnan et al., 2005; Kim 

et al., 2010; Meng et al., 2010; Moriasi et al., 2009; Srinivasan, R. X. Zhang, 2010]. In this 

study, the latest version of the SWAT model (SWAT2009) is adopted as the watershed 

simulation tool for the evaluation of the importance of intra-watershed responses. A detailed 

description of the SWAT model is presented in literature [Arnold et al., 1998]. 

B

ehavior 

Region 
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3.3.3. Constraints of Intra-watershed Responses 

Intra-watershed responses represent a general character of system response in terms of 

summative quantities. A watershed model calibrated without considering intra-watershed 

responses may have very good results matching simulated nutrient outputs with historical data, 

but incorrectly representing watershed processes (e.g. nitrate-N losses in the Midwest region 

should be contributed mostly by subsurface flow instead of surface runoff).  

In this study, two constraints for intra-watershed responses are implemented during the 

calibration process. Outputs of calibrated models that violate the assigned ranges of intra-

watershed responses will be automatically penalized/rejected to satisfy the actual watershed 

behavior in practice. 

3.3.3.1. Denitrification 

Denitrification is the process of nitrate reduction caused by bacterial action. Denitrification will 

occur when the water-filled porosity of soil is greater than 60 percent [Aulakh et al., 1991; 

Neitsch et al., 2011]. In the SWAT model, denitrification is affected by temperature, soil water 

content, and presence of nitrate and carbon which can be controlled by three model parameters 

(SOL_CBN, CDN and SDNCO) [Neitsch et al., 2011]. In the Midwest region, annual 

denitrification is regularly no more than 50 kg/ha [David et al., 2009]. Therefore, the range of 

denitrification is constrained from 0 to 50 kg/ha in this study. The objective function will be 

penalized if the simulated denitrification falls outside this range. 

3.3.3.2. Ratio of nitrate-N losses contributed from subsurface and surface 

flow 

Subsurface drainage systems are extensively applied in the Midwest region, USA [Kalita et al., 

2006]. Drainage systems can effectively reduce nitrate-N losses from surface runoff in this area 
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[Gilliam et al., 1999]. Measured data of nitrate-N losses from various sources (surface runoff, 

lateral flow, tile drainage and groundwater) are not available in previous works for the case study 

watershed in this script [Sui and Frankenberger, 2008]. However, an assumption can be made 

that the majority of nitrate-N losses come from subsurface flow in the Midwest since only small 

amount of nitrate-N is contributed to streams by overland flow [Jaynes et al., 1999]. In addition, 

long-term record for nitrate losses in streamflow (surface flow) and baseflow (subsurface flow) 

can be found in the nearby watershed (Raccoon River watershed, Iowa) [Schilling and Zhang, 

2004] which indicates that nitrate losses contributed by baseflow is approximately 66.7% of total 

nitrate load in conclusion. In this study, the constraint of nitrate-N losses contributed from 

subsurface flow is defined to be no less than 60 percent of total nitrate-N losses (nitrate-N losses 

contributed from both subsurface and surface flow). The objective function will be penalized if 

the ratio of N-nitrate losses contributed from SSQ (SSQ Ratio) is lower than 60 percent of total 

N-nitrate losses.  

3.3.4. Parameter Estimation Technique 

Selection of a parameter sampling technique is very important for parameter estimation 

especially in many-parameter, high dimensional problems. The nature of high nonlinearity may 

cause difficulties (e.g. computational expensive, insufficient amount of behavior solutions) 

which make the calibration work hard to have significant progress. Well calibrated watershed 

with good statistical results by a parameter estimation algorithm may not be able to provide 

sufficient behavior solutions. A systematic procedure for evaluating advantages and 

disadvantages of sampling strategies can be found in literature [Yen et al., 2012] which will not 

be discussed in this script. 
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3.3.4.1. Dynamically dimensioned search 

Dynamically dimensioned search (DDS) [Tolson and Shoemaker, 2007] is an automatic 

calibration algorithm designed for the purpose of solving high dimensional problems. It has been 

proven to have outstanding performance compares to other commonly used parameter estimation 

techniques [Yen et al., 2012] in different categories. In this study, DDS is adopted as the 

sampling technique to explore the role of intra-watershed responses in watershed simulation 

models.  

3.3.5. Evaluation Statistics 

The selection of a likelihood function is very important since the distribution of parameter 

sampling of model errors will not be convincingly reflected if it is not statistically sound 

[Stedinger et al., 2008]. In case studies, the statistical valid likelihood function [Ahmadi et al., 

2012] is adopted as the objective function and the brief description is as follows. 

3.3.5.1. Likelihood function 

Let’s consider a watershed model   with a vector of   parameters     within the feasible 

parameter space     that simulates the response vector of the watershed ( ̂  as follows: 

  ̂                  (1) 

The discrete stochastic time-series vector of model residuals is: 

       ̂            (2) 

Where   is the vector of observed output response. The goal of calibration procedures is to 

estimate   such that the residuals are as close to zero as possible. Joint posterior probability 

distribution of the parameters conditioned on the observed response can be expressed using 

Bayesian statistics as [Box and Tiao, 1992]: 
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                      (3) 

Where   is a normalization constant,   is the likelihood function and represents the 

likelihood of producing model residuals     for a given set of model parameters    , while      

denotes the prior probability density function of   that is assigned before assimilation of any 

observed data. Assuming that residuals are normally and independently distributed (NID) with 

mean equal to zero and unknown but constant standard deviation   , the likelihood function   

will then take the following form [Box and Tiao, 1992]: 

        ∏
 

√    
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  ̂        
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    (4) 

Where n is the number of observations. Since in most cases the errors in hydrological and 

water quality modeling are not normally distributed, independent, and homoscedastic, suitable 

transformations must be applied to account for error characteristics that are not consistent with 

assumptions made for deriving Eq. (4). The first-order autoregressive (AR-1) transformation of 

the residuals can be used to account for correlated errors: 

                           (5) 

Where   is the lag-1 serial correlation coefficient for the residuals  , and      (     
 ) is 

the innovation term with zero mean and constant variance   
 . Sorooshian and Darcup 

[Sorooshian and Dracup, 1980] showed that substituting the AR-1 transformation into the 

likelihood function of (4) after taking the logarithm (log-likelihood function) yields: 
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The terms   
  and   can be estimated using the Bayesian approach [Vrugt et al., 2009b] or 

can be assigned based on prior knowledge. A proper likelihood function for multiple variables 
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similar to the single output case is as follows: 
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3.3.5.2. Behavior definition  

In the calibration process, proposed parameter sets are accepted only when results (e.g. statistics 

calculated by comparing simulated outputs with observed data) are within a certain degree of 

reasonable behavior. Various standards for behavior ratings may be used to classify parameter 

sets with significant or rational performances (e.g. very good, good, and satisfactory). However, 

a method that can generate more behavior parameter sets is not guaranteed to have better overall 

performance. The reason for that is because the number of behavior parameter sets represents 

only the parameter sets with better manually assigned statistical (it can also be defined by many 

other different ways, [Beck et al., 2002]) values and there is still chance that global optimal 

solution is located  in some other part of behavioral region. 

Table 3.1 General Performance Ratings 

Performance  

     Rating 
NSE 

PBIAS (%) 

Streamflow  NOX 

Very Good 0.75 < NSE ≤ 1.00 PBIAS < ±10 PBIAS < ±25 

Good 0.65 < NSE ≤ 0.75 ±10 ≤ PBIAS < ±15 ±25 ≤ PBIAS < ±40 

Satisfactory 0.50 < NSE ≤ 0.65 ±15 ≤ PBIAS < ±25 ±40 ≤ PBIAS < ±70 

Unsatisfactory NSE ≤ 0.50 PBIAS ≥ ±25 PBIAS ≥ ±70 

NSE: Nash-Sutcliffe efficiency coefficient  

PBIAS: Percent bias 

In this study, the basis of assessing parameter behavior is by the general performance ratings 

(GPR) [Moriasi et al., 2007] shown in Table 3.1. The general performance ratings are designed 

for monthly time steps but the calibration of daily streamflow is also applying the same sets of 
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rating groups in case studies. 

3.4. Case Studies 

3.4.1. Eagle Creek Watershed Calibration  

In this study, the SWAT2009 is applied to be the watershed simulation model for ECW. Four 

years (1997~2000) of observed streamflow (one gauge station) and total nitrate (four gauge 

stations) data are available within 35 subbasins correspond to 446 hydrologic response units. 

Each run includes six-year SWAT simulation with a two years warm up (1995 and 1996) period. 

Four approaches are implemented to calibrate monthly streamflow and monthly total nitrate 

(28 parameters) in this study: (I) calibration without any constraint, (II) calibration with 

including denitrification constraint, (III) calibration with including constraint applied on the ratio 

of nitrate-N losses contributed from subsurface and surface flow, (IV) calibration with including 

both constraints included. 

3.4.2. Results of All Approaches 

3.4.2.1. Results of objective function versus model evaluations 

From Figure 3.2, results of overall performance in achieving objective function show all four 

scenarios converge to similar values and all scenarios have converged approximately before 

2000 runs (convergence criterion in this study is defined as: no improvement on the objective 

function value for more than 1% for 1000 model evaluations). The best solutions of objective 

function for each cases show that Scenario IV is the best of all (330.7), Scenario III (336.7) is in 

the second place which is very close to that in Scenario I (337.2) and Scenario II is overall the 

worst. The convergence speed of Scenario II and III is slightly slower than that of Scenario I. 

However, it is clear that Scenario IV is converging slower than all other cases. 



70 

 

 

Figure 3.2 Overall performance of objective function versus model evaluations of fours scenarios 

3.4.2.2. Behavior rate  

By applying the GPR, the rate of behavior can be shown in Table 3.2. The behavior rate 

(percentage of model evaluations meeting behavior definitions) is significantly decreased when 

constraint of denitrification is involved. Nevertheless, the second constraint in Scenario III does 

not show an influence comparable to Scenario II. By applying both constraints simultaneously, 

behavior rate declines dramatically from the GPR category “Satisfactory” to “Good” which 

means the denitrification-only constraint has the greatest impact on the behavior rate of model 

results. 

Table 3.2 Behavior Rate after the GPR is Applied 

Case Studies 
Behavior Rate (%) 

Satisfactory Good Very Good 

Scenario I  78.73 71.39 19.97 

Scenario II 1.91 0.03 0 

Scenario III 64.4 29.5 0.07 

Scenario IV 60.78 1.22 0 
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3.4.2.3. Rate of penalty 

The GPR is a statistical evaluation standard designed for results which have already been 

generated. However, penalization of the objective function by additional constraints (two 

constraints are applied in this study) is implemented during the parameter estimation process. If 

the model outputs violate the predetermined constraints (e.g. denitrification is larger than 50 

kg/ha), the objective function value will be penalized with a large number (since a minimized 

objective function correspond to a better fit between simulated and observed data). As shown in 

Table 3.3, the penalty rate for Scenario I is zero but almost all model evaluations are violating at 

least one constraint (99.96%). In Scenario II, the application of constraint for denitrification 

effectively reduces percentage of penalized parameter sets. However, the overall (in three GPR 

categories) behavioral percentage (from Table 3.2) is relatively low which means the available 

behavioral solutions are short in number. In Scenario III, by applying constraint 2, the overall 

rate of violation is reduced but the rate of violation for constraint 1 (92.99%) is as similar to that 

for Scenario I. More than 93% of all model evaluations violate at least one constraint. In 

Scenario IV, the rate of violation for at least one constraint drops to 59% and the rate of 

individual constraint being violated is ranged between Scenario II and Scenario III.  

The most interesting finding here is that penalty rate of violating the second constraint 

decreases evidently with the application of constraining denitrification even though the second 

constraint is actually not applied. More details will be discussed in the latter section. 
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Table 3.3 Rate of Penalty in Case Studies 

Case 

Studies 

Rate of 

Penalty 

Constraint 

1 violated 

Constraint 

2 violated 

At least one 

constraint 

violated 

Both 

constraints 

violated 

Scenario I  0 99.83 99.59 99.96 99.46 

Scenario II 24.5 24.5 7.6 26.71 5.39 

Scenario III 48.48 92.99 48.48 93.11 48.34 

Scenario IV 59.24 56.08 22.69 59.24 19.55 

* Rate of penalty: Total number of model runs with objective function being penalized because of 

the violation of constraint(s) applied out of total model evaluations 

** All values in the unit of % 

3.4.2.4. Statistical performances before and after considering both 

constraints 

Statistics of four scenarios (for calibration period 1997-2000) with best objective function value 

disregarding the satisfactory of both constraints are shown in Table 3.4. From Table 3.4, it is 

clear that results of best objective function in Scenario I and III obviously violate at least one 

constraint. Therefore, best solutions from case studies are reselected by considering the 

satisfactory of both constraints are as shown in Table 3.5. NSE and PBIAS values in Table 3.5 

are evidently worse than results in Table 3.4 for Scenario I and III. In Table 3.6, statistics of 

candidate parameter sets selected by considering both constraints show that Scenario IV 

dominant three other cases in all categories. As mentioned previously that SSQ ratio may be 

carried to the proper range by only applying denitrification constraint. However, it does not 

change the fact that both constraints are required to attain good solutions in both calibration and 

Evaluation periods. 

Table 3.4 Statistical Performance of All Case Studies (for Calibration Period 1997-2000) with 

Best Objective Function Value Disregarding the Satisfactory of Both Constraints   

Case 

Studies 

35 32 27 22 20 
Denitrification SSQ Ratio 

RE NS RE NS RE NS RE NS RE NS 

Scenario I  -0.37 0.91 9.18 0.95 20.17 0.91 6.86 0.85 30.61 0.84 257.3 0.13 

Scenario II 19.57 0.87 -41.5 0.52 -21.47 0.78 -41.9 0.49 -17.61 0.87 21.40 0.68 

Scenario III 12.29 0.89 -2.06 0.89 16.09 0.88 -10.4 0.75 23.35 0.86 175.3 0.60 

Scenario IV 19.57 0.87 -26.6 0.72 -8.45 0.88 -26.9 0.66 -5.63 0.94 33.10 0.67 
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Table 3.5 Statistical Performance of All Case Studies (for Calibration Period 1997-2000) with 

Best Objective Function Value Considering the Satisfactory of Both Constraints 

Case 

Studies 

35 32 27 22 20 
Denitrification SSQ Ratio 

RE NS RE NS RE NS RE NS RE NS 

Scenario I  52.84 0.49 31.89 0.83 41.52 0.74 41.18 0.62 43.54 0.70 30.37 0.93 

Scenario II 19.57 0.87 -41.5 0.52 -21.47 0.78 -41.9 0.49 -17.61 0.87 21.40 0.68 

Scenario III 11.40 0.89 -131.4 -1.7 -90.55 -0.42 -164.6 -2.9 -69.7 0.39 25.02 0.76 

Scenario IV 19.57 0.87 -26.6 0.72 -8.45 0.88 -26.9 0.66 -5.63 0.94 33.10 0.67 

 

Table 3.6 Statistical Performance of All Case Studies (for Evaluation Period 2001-2003) with 

Best Objective Function Value Considering the Satisfactory of Both Constraints 

Case 

Studies 

35 32 27 22 20 
Denitrification 

SSQ 

Ratio RE NS RE NS RE NS RE NS RE NS 

Scenario I  62.82 0.11 39.88 0.60 49.35 0.54 40.97 0.61 59.71 0.52 28.94 0.90 

Scenario II 38.00 0.61 -32.34 0.23 -15.55 0.47 -49.56 -0.13 -14.86 0.67 25.10 0.66 

Scenario III 30.34 0.69 -136.8 -2.87 -106.0 -1.67 -207.5 -7.37 -84.56 -0.30 28.94 0.71 

Scenario IV 37.99 0.60 -21.47 0.43 -6.12 0.58 -38.98 0.15 -6.01 0.72 39.04 0.64 

 

Table 3.7 Inclusion Rate of Observed Streamflow/NOX Data Included in 95% Confidence 

Interval and the Corresponding Average Spread 

Case Studies 
Inclusion Rate (%) 

35 32 27 22 20 

Scenario I  
IR (%) 16.67 44.44 48.15 48.15 55.56 

Spread 0.42 0.54 0.56 0.52 0.53 

Scenario II 
IR (%) 20.83 40.74 48.15 40.74 48.15 

Spread 0.43 4.87 4.78 6.40 3.42 

Scenario III 
IR (%) 18.75 37.04 37.04 37.04 48.15 

Spread 0.39 8.00 9.51 4.45 5.83 

Scenario IV 
IR (%) 35.42 51.85 59.26 55.56 62.96 

Spread 0.47 11.75 19.18 9.99 58.06 

Streamflow station number: 35 

Total nitrate (NOX) station number: 35, 27, 22, 20 

Measurement error included based on the cumulative probable uncertainty represented by 

probable error range [Harmel et al., 2006]  

3.4.2.5. Inclusion rate  

As shown in Table 3.7, inclusion rate of observed streamflow data (gauge station number 35) 

within the uncertainty band constructed by a 95% confidence interval increases when an 

additional constraint(s) is included. The rate of inclusion for total nitrate stations (gauge station 
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number 32, 37, 22, 20) decreases when only one constraint is applied, but increases in Scenario 

IV, which has both constraints implemented. 

3.4.2.6. Cumulative distribution functions of constraints 

Cumulative distribution functions of constraints applied in four cases are shown in Figure 3.3(A) 

and 3.3(B). In Scenario I with no constraints, denitrification converges to 230~260 kg/ha and the 

SSQ ratio converges to 0.13~0.15 which are both unrealistic for the case study area (99.96% of 

outputs violate at least one constraint). In Scenario II, the inclusion of the denitrification 

constraint forces model denitrification rate converging to a reasonable (0~50 kg/ha) and the SSQ 

ratio has also converged to 0.89~0.92 with no constraint involved. Only 26.7% of model outputs 

violate at least one constraint. In Scenario III, the constraint of SSQ ratio holds half of the model 

evaluations larger than 0.6 but more than 92% of outputs violate the denitrification constraint. In 

the last case, around 40% of outputs satisfy both constraints and the violation rate of 

denitrification is still higher than SSQ ratio. From the patterns of Figure 3.3(A) and 3.3(B), an 

important conclusion as that in the section of penalty rate can be found which will be discussed 

in latter section. 
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Figure 3.3 Cumulative distribution functions of constraints applied in four scenarios: (A) CDFs 

of denitrification, (B) CDFs of SSQ ratio. (Ratio of nitrate-N losses is calculated by the nitrate-N 

losses contributed from subsurface flow divided by the sum of nitrate-N losses from both surface 

and subsurface flow) 

3.4.2.7. Cumulative distribution functions of sensitive parameters 

CDFs of comparatively sensitive parameters are shown in Figure 3.4 where NPERCO, 

DEM_IMP and DDRAIN are sensitive to denitrification process and CDN, SDNCO are sensitive 

to SSQ ratio. From Figure 3.4, one can see that parameters in Scenario I are converging to ranges 

which are not realistic (e.g. the values of NPERCO is close to 1 represents N-nitrate losses are 

mostly contributed from surface runoff [Neitsch et al., 2011]; values of DEM_IMP and 

DDRAIN are too high [Green et al., 2006];  CDN should be lower than 0.5 and SDNCO is too 

low [Birr et al., 2007; Sui and Frankenberger, 2008]). In Scenario II, CDFs of sensitive 

parameters are close to that in Scenario IV except for NPERCO (which means SSQ ratio 

sensitive parameter are also converging to rational a region even without assigning constraint). In 

Scenario III, CDN and SDNCO converge to reasonable ranges but not for denitrification 

sensitive parameters. In Scenario IV, the two water quality processes (denitrification and nitrate-

(

d) 

(

c) 
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N losses) are being balanced by both constraints and all sensitive parameters are converging to 

moderately appropriate ranges. 

 

Figure 3.4 Cumulative distribution functions of sensitive parameter of all scenarios. 

3.4.2.8. Predictive uncertainty of quantile-quantile plot 

The predictive uncertainty in this study is adopting the quantile-quantile plot (QQ plot) as the 

guidance in evaluating the consistency between predicted and observed discharge and total 

nitrate processes [Thyer et al., 2009]. The QQ plot for calibration (1997-2000) and Evaluation 

(2001-2003) periods are shown in Figure 3.5 (the solid lines are solutions based on the best 

solutions considering both constraints and the dot lines in (A) and (C) represent the best 

solutions without considering both constraints) and 6 (based on the best solutions considering 

both constraints). From Figure 3.5, it is clear that streamflow is being properly simulated in 

Scenario II, III and IV. For total nitrate stations, Scenario II and IV are showing similar patterns 

which are consistent with the findings in previous sections that the denitrification constraint will 

automatically guide the calibration results to have SSQ ratio converged to the proper range 

(

b) 
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simultaneously. On the other hand, QQ plots of Scenario III show significant overestimation in 

total nitrate station 22 and 20. In Figure 3.6, the case of applying both constraints demonstrates 

significant advantage while Scenario I, II and III do not have comparable performance in making 

discharge and total nitrate predictions. Results from the standpoint of statistical evaluations and 

uncertainty feature both validate the importance to include both constraints simultaneously 

instead of one or less. 
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Figure 3.5 Quantile-Quantile plots for calibration periods for all scenarios: (A) Scenario I with 

no constraint applied, (B) Scenario II with constraint of denitrification, (C) Scenario III with 

constraint of SSQ ratio, (D) Scenario IV with both constraints applied. The dot lines in (A) and 

in (C) represent the best solutions without considering both constraints. 
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Figure 3.6 Quantile-Quantile plots for Evaluation periods for all Scenarios: (A) Scenario I with 

no constraint applied, (B) Scenario II with constraint of denitrification, (C) Scenario III with 

constraint of SSQ ratio, (D) Scenario IV with both constraints applied. 

3.5. Discussions and Conclusions 

 From results in the previous section, significant advantage has been found with applying 

constraints based on intra-watershed responses. Results of watershed calibration may not satisfy 

realistic water quality responses without applying additional constraint(s) correspond to intra-

watershed responses. The selection of a statistically sound likelihood function and the 

application of behavior definition alone do not provide effective support in watershed 

calibration. In other words, execution of watershed calibration without implementing intra-

(

a) 

(

b) 
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watershed responses may result in model parameters converging to domains which generate 

physically meaningless outputs with good statistics.  

Moreover, application of a denitrification constraint can also direct SSQ ratio to a proper 

range (Scenario II) but denitrification is not affected by only applying the constraint of SSQ 

ratio. This implies that the interaction between associated nitrate processes may have dominant 

influence over the other. Total nitrate may be well calibrated by constraining only some of the 

major model nutrient processes while still reducing model uncertainty.   

In this study, the role of intra-watershed responses is explored by the applications of 

additional constraints. Several conclusions can be made from comparisons of different scenarios.  

1. Application of intra-watershed responses shows noteworthy improvement on overall 

performance in achieving global optimality, increasing number of behavioral solutions 

and the quality of predictive outputs is significantly enhanced. 

2. Results with good statistics can be derived without any constraint applied. However, 

large proportion of generated parameter sets violates intra-watershed responses. In other 

words, statistically well performed realizations are giving physically wrong outputs in 

real world case studies (disobey watershed characteristics in nature). 

3. Both the denitrification and the nitrate-N losses ratio constraints are required to attain 

good statistical solutions in both calibration and Evaluation periods. 

4. Constraint of denitrification shows greater impact on the behavior rate of model results. 

The penalty rate of violating the nitrate-N losses ratio constraint decreases evidently 

with the application of denitrification constraint when the nitrate-N losses ratio 

constraint is actually not applied. 



81 

 

5. The inclusion rate of all outputs (streamflow and total nitrate) stations and the average 

spread of uncertainty band have increased when both constraints are applied (which 

means the increase of uncertainty enhances the ability to include more observation data 

into the uncertainty band). However, the inclusion rate decreases but the average spread 

increases when only one constraint is applied (which means the increase of uncertainty 

does not enhance but having the ability of including more observation data into the 

uncertainty band declined). 

 

For complex large-scale watershed simulation models, it is essential to apply intra-

watershed responses because behavior definition based on statistical thresholds and the choice of 

objective function may not result in representative model outputs of realistic watershed 

hydrologic/nutrients processes. The application of intra-watershed responses by additional 

constraints successfully enhances the quality of calibration results and also reduces parameter 

and predictive uncertainty. Watershed model calibration in the future should have more emphasis 

on the inclusion of physically essential information by including realistic field data in watershed 

simulation processes. In summary, intra-watershed responses constraints present great potential 

benefits in enhancing the quality of watershed calibration, reducing parameter and predictive 

uncertainty, and also provides a novel direction for watershed modeling in the future. 
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Chapter 4  

Evaluation of Structural Uncertainty on Hydrologic and 

Water Quality Predictions Using SWAT Model 

 

 

4.1. Overview 

For surface runoff estimation in the Soil and Water Assessment Tool (SWAT) model, the curve 

number (CN) procedure is commonly adopted to calculate surface runoff by utilizing antecedent 

soil moisture condition (SCSI) in field. In the recent version of SWAT (SWAT2005), an 

alternative approach is available to apply CN method by implementing information from plant 

evapotranspiration (SCSII). Improvement of representing surface runoff process by SCSII has 

been shown in previous studies. However, few quantitative comparison of model performance in 

simulating hydrologic processes has been made between the two CN approaches alone or in 

combination. In addition, the effect of SCSII on water quality responses (e.g. total nitrate, 

pesticide) in SWAT has not been evaluated. The main goal of this study is to evaluate the role of 

structural uncertainty of the SWAT model on hydrologic and water quality predictions by two 

different methods. The analysis hinges on the evaluation of: (i) To characterize improvements in 

hydrologic and water quality predictions may be made by utilizing different surface runoff 

estimation techniques alone and in combination; and (ii) To investigate how model predictive 

uncertainty may be affected by combining such techniques. Two approaches are combined by the 
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Bayesian model averaging (BMA) method in multi-site, multiple-response case studies at the 

Eagle Creek watershed, Indiana. Results show that SCSII and BMA associated approaches have 

outstanding performance in both discharge and total nitrate predictions compare to SCSI. In 

addition, applications of BMA have positive effect on the increase of inclusion rate but the 

predictive uncertainty is not evidently reduced/enhanced. 

4.2. Introduction 

Hydrological models are used extensively for water resources planning and management [Arnold 

et al., 1993; Beven and Kirkby, 1979; Boyle, 2001; Burnash et al., 1973; Schaake et al., 1996]. 

Among models for various purposes, the Soil and Water Assessment Tool (SWAT) is a widely 

used, semi-distributed river basin scale model developed to quantify responses in water quality 

and quantity to land use changes and other anthropogenic activities which has been applied to a 

variety of water resources investigations [Arnold et al., 1993; Borah et al., 2006; Gassman et al., 

2007]. 

In the SWAT model, some hydrologic and water quality processes can be represented with 

several modules. For surface runoff estimation, two methods are available: the SCS curve 

number (CN) procedure [USDA-SCS, 1972], and the Green & Ampt infiltration method [Green 

and Ampt, 1911]. The Green & Ampt method is not commonly applied for it requires frequent 

climate observations (Green & Ampt method will not be discussed in this script). The CN 

method accounts for short-term losses (canopy interception, depression storage, and infiltration), 

but may not properly reflect long-term predictions during simulation (e.g. evapotranspiration and 

evaporation) [Ponce and Hawkins, 1996].  In the past, the retention parameter of CN method has 

typically been calculated using antecedent soil moisture conditions [Kannan et al., 2007].  While 

this approach has been widely applied in previous versions of the SWAT models and relevant 
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studies, however, it tends to overestimate surface runoff in shallow soils when storage condition 

is low [Amatya and Jha, 2011; Kannan et al., 2007; Setegn et al., 2010]. 

An alternate approach which applies plant evapotranspiration to calculate the CN retention 

parameter may be used to improve representation of surface runoff under such conditions, and 

has been made available in recent versions of SWAT (SWAT2005).   Previous  hydrologic 

assessments using SWAT  have generally calculated surface runoff with the  CN method either 

utilizing antecedent soil moisture condition [King et al., 1999; Narasimhan et al., 2005; Nie et 

al., 2012; Schuol et al., 2008; Setegn et al., 2010] or plant evapotranspiration [Amatya and Jha, 

2011; Jajarmizadeh et al., 2012]. However, few quantitative comparisons of model performance 

in simulating hydrologic processes has been made between the two CN approaches alone or in 

combination [Kannan et al., 2007]. In addition, the effect of the plant evapotranspiration method 

on water quality responses (e.g. total nitrate, pesticide) in SWAT has not been evaluated. 

Potential differences in predicted surface runoff characteristics may be crucial for simulated 

water quality fluxes. 

The overall goal of this study is to evaluate the role of structural uncertainty of the SWAT 

model on hydrologic and water quality predictions. Specifically, the following objectives are 

defined: (i) To characterize improvements in hydrologic and water quality predictions may be 

made by utilizing different surface runoff estimation techniques alone and in combination; and 

(ii) To investigate how model predictive uncertainty may be affected by combining such 

techniques.    This study implements an innovative Bayesian model averaging (BMA) technique 

[Hoeting et al., 1999]to combine hydrologic and water quality predictions by the two surface 

runoff calculation approaches in watershed calibration and to characterize structural uncertainty 
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within a single hydrologic/nutrient simulation model.  The Eagle Creek Watershed of central 

Indiana is utilized as the case study for different scenarios. 

4.3. Methods and Materials 

4.3.1. Site Location and Characteristics 

Eagle Creek watershed (ECW) in central Indiana (Figure 4.1) is selected as case study 

watershed. The ECW (248 km
2
 in area) is a part of Upper White River watershed  located in 

Boone, Hamilton, Hendricks and Marion counties. The average annual precipitation is 38 to 40 

inches and the average annual temperature is 52°F [Newman, 1997]. The dominant land use is 

agricultural (59%), followed by rangeland (38%), forest (2%), and urban (1%). There are two 

major hydrologic soil groups in the ECW: (group B: 51%, and group C: 48%).   As for available 

observation data, one discharge (station number 35 in Figure 4.1) and monthly instantaneous 

observations of nitrate at four water quality monitoring gauge stations (station number 20, 22, 

27, and 32 in Figure 4.1).   A hydrologic model for the ECW was constructed in SWAT2005 

utilizing input data and delineated into 35 subbasins corresponding to 446 hydrologic response 

units. 
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Figure 4.1 Case study area: Eagle Creek Watershed, Indiana 

4.3.2. SWAT Model 

The Soil and Water Assessment Tool (SWAT) [Arnold et al., 1993] is a continuous-time and 

semi-distributed watershed simulation model which is able to simulate and predict  hydrologic 

and water quality processes at the watershed level, and has been applied extensively in the field 

of watershed management [Arnold et al., 2010; Chiang et al., 2010; Douglas-Mankin et al., 

2010; Du et al., 2005; Ghebremichael et al., 2010; Green et al., 2006; Jayakrishnan et al., 2005; 

Kim et al., 2010; Meng et al., 2010; Moriasi et al., 2009; Srinivasan, R. X. Zhang, 2010]. A 

detailed description of the SWAT model is presented in literature [Arnold et al., 1998].  

The cycle of hydrologic processes in the SWAT model is simulated based on the water 

balance equation as follows: 

Watershed Area: 248 km2 
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                                     (1) 

Where,    is the final soil water content (mm    );    is the initial soil water content at time 

step   (mm    );    is the amount of precipitation at time step   (mm    );   
    

 is the 

amount of surface runoff at time step   (mm    );     is the amount of evapotranspiration at 

time step   (mm    );   
     is the amount of water entering vadose zone from soil profile at 

time step   (mm    );   
  

 is the amount of return flow at time step   (mm    ). In the latest 

version of SWAT, three optional functions (Green-Ampt infiltration method and two approaches 

using CN method) are available to calculate the amount of   
    

 discussed in the latter section.  

4.3.3. SCS Curve Number Procedure 

In the SWAT model, the surface runoff can be calculated by either the Green-Ampt method or 

the SCS curve number procedure.  From Equation (2), the SCS curve number procedure  [USDA-

SCS, 1972] is designed to estimates a time series of cumulative surface runoff based on  land 

uses, hydrologic conditions, and soil types [Rallison and Miller, 1981]. Cumulative surface 

runoff is calculated as:  

   
       

        
  

             (2) 

Where    is cumulative surface runoff (mm);   is cumulative precipitation (mm);   is 

cumulative initial abstraction, that is, canopy interception (mm) and depression storage (mm) and 

  is the retention parameter (mm). The initial abstraction is assumed to be 20% of the retention 

parameter          . Thus, Equation (2) can be re-written as:  

   
         

        
   

           (3) 

From Equation (3), the value of surface runoff is controlled by precipitation and the retention 

parameter. The retention parameter can be calculated as: 
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       (
    

  
   )                       (4) 

Where CN is the empirically determined curve number associated with a given land use, slope, 

and soil type, and may be adjusted according to antecedent soil moisture condition or, in newer 

methods, the retention parameter can be adjusted by incorporating the information from plant 

evapotranspiration.  Calculation of the retention parameter is an optional function in the SWAT 

model initiated in version SWAT2005 [Kannan et al., 2007].  

4.3.3.1. Antecedent Soil Moisture Condition (SCSI) 

The original SCS approach assumes an antecedent soil moisture condition (AMC) of II (average 

conditions).  Curve numbers for antecedent soil moisture conditions I (dry) or III (wet) can be 

adjusted from reported AMC values as follows: 

         
           

             [                     ] 
                        (5) 

             [                ]                                                             (6) 

Where    is the curve number of soil moisture condition I;     is the curve number of 

soil moisture condition II; and    is the curve number of soil moisture condition III. Previous 

research indicates that use of the AMC technique to calculate  surface runoff results in 

overestimation for  shallow soils and for soils with low storage [Kannan et al., 2007]. Therefore, 

a new approach is proposed to address this problem by including a simple structure one-

parameter module which will be discussed in this following section.  

4.3.3.2. Plant Evapotranspiration (SCSII) 

An alternative method for calculating surface runoff utilizes plant evapotranspiration in place of 

antecedent soil moisture condition to adjust the CN value.  This method better reflects previous 

climatic conditions, is less reliant on soil water storage, and has been shown to improve 
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simulation of hydrologic processes in shallow soils [Amatya and Jha, 2011; Kannan et al., 

2007].  As shown in Equation (7),   is the retention parameter at time  ;     is the retention 

parameter at time    ;     is the maximum value of the retention parameter of all   ;      

is the potential evapotranspiration for the given time  ;        is the depletion 

coefficient;     is the precipitation depth for the given time   and     is the surface runoff.

  

                                          [
            

    
]                                (7) 

To apply SCSII, the model parameter CNCOEF is required to be included during simulation 

process. Users have to predefine or calibrate the value for CNCOEF before implementing SCSII.  

4.3.4. Parameter Estimation Procedure 

Performance of the model for calibration and evaluation periods was assessed with the 

statistically valid likelihood function [Ahmadi et al., 2012] as objective function and behavior 

definitions [Moriasi et al., 2007].    The selection of likelihood function is critical for statistically 

sound evaluation of model performance [Stedinger et al., 2008]  and the use of behavior 

definitions allows for a broader, multi-criteria assessment of model performance utilizing several 

objective functions (NSE and PBIAS) [Moriasi et al. 2007]. 

4.3.4.1. Likelihood Function  

For a watershed model   with a vector of   parameters     within the feasible parameter space 

    that simulates the response vector of the watershed ( ̂ , the discrete stochastic time-series 

vector of model residuals is: 

                              ̂                      
 
               (8) 

By the application of the first-order autoregressive (AR-1) transformation of the residuals 

can be used to account for correlated errors: 
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                                                                  (9) 

Where   is the lag-1 serial correlation coefficient for the residuals   ;      (     
 ) is the 

innovation term with zero mean and constant variance   
  and   is the total number of observed 

data. A proper likelihood function for multiple variables case can be expressed as follows: 

        ∑ { 
  

 
       

 

 
  

 
   

   

    
  

 

 
(    

 )      
   [ ̂           ]

 
  

   

 

 
    

   ∑ {(             )  [ ̂          ̂        ]}
   

   
}                                   (10) 

Where   is the number of variables;   is the total number of variables;    is the total number 

of observed data for variable  ;      is the standard deviation of residuals for variable  ;    is the 

lag-1 serial correlation coefficient for the residuals for variable  ; The terms       and    can be 

estimated using the Bayesian approach [Vrugt et al., 2009] or can be assigned based on prior 

knowledge. The value of the likelihood function above will be minimized for all approaches in 

case studies. 

4.3.4.2. Dynamically Dimensioned Search 

Dynamically dimensioned search (DDS) [Tolson and Shoemaker, 2007] is an automatic 

calibration algorithm designed for the purpose of solving high dimensional problems. It has been 

shown that DDS has outstanding performance compares to other commonly used parameter 

estimation techniques [Yen et al., 2012] in different categories. In this study, DDS is adopted as 

the sampling technique to explore the role of structural uncertainty in the SWAT model. 

4.3.4.3. Model Performance Evaluation Criteria 

During the calibration process, proposed parameter sets (candidate parameter sets) are accepted 

with results (e.g. statistics calculated by simulated output variables with observation data) only in 

certain level of reasonable behavior. Therefore, various standards in evaluating behavior 
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conditions are required to identify parameter sets with significant or rational performances (e.g. 

very good, good, and satisfactory). However, methods which can generate more behavior 

parameter sets do not guarantee to have better overall performance. The number of behavior 

parameter sets represents only the parameter sets with better manually assigned statistical (it can 

also be defined by many other different ways, [Beck et al., 2002]) thresholds and there is still 

chance that global optimal solution is located  outside the behavior region. 

Table 4.1 General Performance Ratings 

Performance  

     Rating 
NSE 

PBIAS (%) 

Streamflow  NOX 

Very Good 0.75 < NSE ≤ 1.00 PBIAS < ±10 PBIAS < ±25 

Good 0.65 < NSE ≤ 0.75 ±10 ≤ PBIAS < ±15 ±25 ≤ PBIAS < ±40 

Satisfactory 0.50 < NSE ≤ 0.65 ±15 ≤ PBIAS < ±25 ±40 ≤ PBIAS < ±70 

Unsatisfactory NSE ≤ 0.50 PBIAS ≥ ±25 PBIAS ≥ ±70 

NSE: Nash-Sutcliffe efficiency coefficient  

PBIAS: Percent bias 

NOX: Total nitrate 

In this study, the statistical basis of assessing parameter behavior is by the general 

performance ratings (GPR) [Moriasi et al., 2007] shown in Table 4.1. The GPR is designed for 

monthly time steps but the calibration of daily streamflow is also applying the same sets of rating 

groups in case studies. 

4.3.5. Bayesian Model Averaging (BMA) 

The BMA [Hoeting et al., 1999; Kass and Raftery, 1995; Leamer, 1978] technique is a standard 

framework developed to combine models and predictive distributions [Raftery et al., 2005; 

Wöhling and Vrugt, 2008]. According to the law of total probability, the posterior distribution of 

  different models with given data of observation   can be written as: [Hoeting et al., 1999]: 

       ∑                  
                                                                    (11)                  

Where   is the quantity of prediction,            is the ensemble of implemented 

model predictions,           is the posterior probability of    (assume it is correct for the 
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training data [Raftery et al., 2003]) which reveals the manner how    fits the training data, 

          is the forecast posterior distribution of   given prediction quantities from model 

   and observation data  . As shown in Equation (12), the term of posterior probability 

        sums to one: 

                        ∑          
   ∑      

   

  

                       (12) 

Where    is the posterior probability of prediction (the one with best solution). Therefore, 

the posterior probability of prediction can be regarded as weights which represent the 

contribution of each in favor of predictions. Recently, the BMA has been extended to ensembles 

of dynamic models where the forecast    is associated with a conditional pdf [Raftery et al., 

2005]. The BMA predictive model can be expressed as equation (13) where          is the 

conditional pdf of   given    . 

                                    ∑           
 
   

 

                      (13)  

The assumption of the original form of BMA [Raftery et al., 2005] suggests that the 

conditional pdf can be approximated by a linear function which is normal distribution centered. 

As shown in equation (14), the mean of a normally distributed pdf is         with standard 

deviation  .   

                                         
                                                             (14) 

 From above, the BMA mean and variance can be written as follows [Raftery et al., 2005]:   

                                     ∑   
 
                                    (15) 

                    ∑   
 
   [          ∑   

 
   [         ]]

 

 ∑   
 
     

           (16)  

In Equation (13), it is concerned in cases of discharge and water quality (both observation 

and simulation error are non-Gaussian) calibration that the BMA method is assumed to have 

conditional probability distribution to be Gaussian. Data transformation is required to properly 
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perform the BMA procedure. Therefore, the log-likelihood function of Equation (13) is as 

follows (assume independence of forecast errors in time and space):

  

                                          ∑   
 
                                                                (17) 

The values of the weights and variance can be derived by applying maximum likelihood 

estimation through various optimization techniques such as the Expectation-Maximization (EM) 

algorithm and the Shuffle Complex Evolution Metropolis (SCEM-UA) algorithm [Duan et al., 

2007; Raftery et al., 2005; Wöhling and Vrugt, 2008]. In this study, equation (17) will be solved 

by the EM algorithm. 

4.3.6. Brier Score 

In this study, the Brier score (BS) is implemented to compare simulation skill of different 

scenarios [Ajami et al., 2007; Georgakakos et al., 2004]. The Brier score is a quantified scalar 

measure of model simulation/forecast and has been widely applied in multi-model topics. The 

base function of BS is written as follows [Georgakakos et al., 2004]: 

                             
 

 
∑              

                                                                            (18) 

Where       is the frequency of the simulated target event at time step   estimated by the 

fraction of model simulations which satisfy (larger than) predefined threshold   ;      is equals 

to 1 if observed quantities at time step   is larger than    . Otherwise,      is 0. The higher the 

BS is the better since BS is a positive oriented measure.  

4.4. ECW Case Studies 

The Eagle Creek Watershed (ECW) of central Indiana is utilized as the case study watershed.  

The SWAT model is calibrated for streamflow and total nitrate (NOX) using five test cases with 

CN method utilizing antecedent soil moisture condition (SCSI), plant evapotranspiration 

(SCSII), and the two techniques in three different combinations according to BMA weights for 
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posterior model outputs.  The automated calibration technique (DDS) employs an objective 

function (statistically valid likelihood function) as well as behavioral definitions to search for 

optimal solutions. 

The effectiveness of the five approaches to the CN method was evaluated by the speed of 

convergence of model simulations to an objective function; the percentage of model simulations 

meeting multi-criteria threshold values (behavioral definition) for a statistically valid likelihood 

function; and, for BMA-weighted test cases, the BMA weights assigned to the CN calculation 

technique.  Structural uncertainty between methods is assessed by the inclusion rate of observed 

data within predictive uncertainty intervals (95% confidence interval) and average width of 

uncertainty band (spread), and predictive uncertainty under the five approaches for calibration 

and evaluation periods are visually compared using quantile-quantile (QQ) plots. 

4.4.1. Basic Settings of Case Scenarios 

In this study, five case studies for the ECW SWAT2005 model are implemented in calibration of 

daily streamflow and monthly total nitrate to assess model performance under the two methods 

for calculation of the curve number retention parameter.  Streamflow is calibrated on a daily 

basis for one gauge station (station number 35, Figure 4.1) and a monthly basis for nitrate at four 

water quality monitoring locations (station numbers 20, 22, 27, 32, Figure 4.1).  Calibration and 

evaluation periods are from 1997~2000 and 2001~2003 respectively. Computational time for 

each model evaluation (10,000 runs) ranged from 450 to 500 hours (Intel® Core™ 2 Duo CPU 

E8400 @ 3.00 GHz, 32-bit operating system, Microsoft Windows XP). Model simulations are 

assessed using an objective function (statistically valid likelihood function) and multi-criteria 

behavioral definitions.  
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The first two scenarios calibrate the model (1) utilizing antecedent soil moisture condition 

[SCSI] and (2) utilizing plant evapotranspiration [SCSII].  Cases 3 4 and 5 subsequently utilize 

the BMA technique and assign BMA weights to the ECW models calibrated under case (1) and 

(2): (3) application of the same set of BMA weights for all time series; (4) application of 

different sets of BMA weights for wet/dry seasons respectively; and (5) application of different 

sets of BMA weights for warm/cool and wet/dry periods respectively. Calibration and evaluation 

periods, criteria, and statistics are described in detail below. 

4.4.1.1. Scenario 1 – Calibration by applying SCSI 

In Scenario 1, the SWAT model calibration is executed by adopting the approach of SCSI (total 

number of parameters under calibration: 28) where the CN number is calculated by embracing 

information from antecedent soil moisture conditions. In the SWAT settings, the system 

parameter ICN (selection of daily curve number calculation method) should be set to the value of 

0. 

4.4.1.2. Scenario 2 – Calibration by applying SCSII 

In Scenario 2, the SWAT model calibration is using the approach of SCSII for surface runoff 

calculation where the plant evapotranspiration is applied (total number of parameters under 

calibration: 29). In the SWAT settings, the system parameter ICN should be tuned to the value of 

1 (this method is available from the version of SWAT2005) with an extra model parameter 

CNCOEF included.  

4.4.1.3. Scenario 3 – Application of the same BMA weights for all time series 

(BMAI) 

The BMA will be applied on Scenario 3, 4 and 5 where results Scenario 1 and 2 are aggregated 

by the BMA weights. In Scenario 3, the same set of BMA weights are assigned for all time series 
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for each gauge station. As shown in Table 4.2, BMA weights for SCSI and SCSII are applied for 

posterior outputs of discharge and total nitrate for entire calibration period.  

Table 4.2 BMA Model Weights for Case 3 (Same Set of Weights for Entire Period)   

BMAI ω @ st.35 ω @ st.32 ω @ st.27 ω @ st.22 ω @ st.20 

SCSI 0.5237 0.0204 0.0001 0.0004 0.2086 

SCSII 0.4763 0.9796 0.9999 0.9996 0.7914 

ω: BMA weight (BMA weights in each gauge station is summed to one) 

st.: gauge station number on Figure 4.1 

4.4.1.4. Scenario 4 – Application of BMA weights for wet/dry seasons 

respectively (BMAII) 

In Scenario 4, twelve months of a year has been grouped into two categories (wet/dry season) 

according to the information from National Climatic Data Center [NOAA, 2012]. Months with 

relatively more precipitation will be grouped as wet season (from March to August) and the rest 

of the year is defined as dry season (from September to the next February). As shown in Table 

4.3 and 4.4, two sets of BMA weights are assigned for wet/dry seasons. This approach is 

designed to enable the BMA having better ability in capturing the advantages from SCSI and 

SCSII in wet/dry seasons.  

Table 4.3 BMA Model Weights for Case 4 (Dry Season)   

BMAII Dry Season ω @ st.35 ω @ st.32 ω @ st.27 ω @ st.22 ω @ st.20 

SCSI 0.8636 <0.0001 0.0002 <0.0001 0.0007 

SCSII 0.1364 >0.9999 0.9998 1.0000 0.9993 

ω: BMA weight (BMA weights in each gauge station is summed to one) 

st.: gauge station number on Figure 4.1 

Table 4.4 BMA Model Weights for Case 4 (Wet Season)   

BMAII Wet Season ω @ st.35 ω @ st.32 ω @ st.27 ω @ st.22 ω @ st.20 

SCSI 0.2688 <0.0001 0.0006 0.0007 0.1879 

SCSII 0.7312 >0.9999 0.9994 0.9993 0.8121 

ω: BMA weight (BMA weights in each gauge station is summed to one) 

st.: gauge station number on Figure 4.1 
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4.4.1.5. Scenario 5 – Application of BMA weights for wet warm/cool and 

wet/dry periods respectively (BMAIII) 

Instead of using comparative quantity of precipitation to categorize different characters of 

dry/wet seasons, another approach is also implemented to classify weather conditions. The 

historical median of the temperature and precipitation data (1950~2004) is set as thresholds to 

evaluate if it is under warm/cool or wet/dry conditions. In Scenario 5, only wet-warm and dry-

warm conditions can be found because the temperature for the calibration period is above 

historical median constantly. The BMA weights for Scenario 5 are shown in Table 4.5 and 4.6. 

Table 4.5 BMA Model Weights for Case 5 (Wet-Warm condition)  

BMAIII Wet-Warm ω @ st.35 ω @ st.32 ω @ st.27 ω @ st.22 ω @ st.20 

SCSI 0.5204 0.0002 0.0004 0.0006 0.1029 

SCSII 0.4796 0.9998 0.9996 0.9994 0.8971 

ω: BMA weight (BMA weights in each gauge station is summed to one) 

st.: gauge station number on Figure 4.1 

Table 4.6 BMA Model Weights for Case 5 (Dry-Warm condition)   

BMAIII Dry-Warm ω @ st.35 ω @ 
st.32 

ω @ 
st.27 

ω @ 
st.22 

ω @ 
st.20 

SCSI 0.5629 0.2415 0.3381 0.3174 0.3526 
SCSII 0.4371 0.7585 0.6619 0.6826 0.6474 

ω: BMA weight (BMA weights in each gauge station is summed to one) 

st.: gauge station number on Figure 4.1 

4.4.2. Results of All Approaches 

The first step to characterize improvements in hydrologic and water quality predictions is to 

investigate the ability in achieving better objective function value (in this study is tempting to 

minimize the objective function) by applying different rainfall runoff approaches. Second, the 

behavior definition is implemented to compensate the disadvantage that the objective function 

may not be able to determine representative watershed behavior according to only one 

aggregated term. Third, the BMA technique is implemented on Scenario 1 and 2 on both 
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calibration and evaluation periods with corresponding statistical results and the Brier score is 

applied to evaluate the performance among different methods. And the last, uncertainty analysis 

is performed to investigate prediction uncertainty for all case scenarios.  

4.4.2.1. Results of objective function versus model evaluations 

The overall performance in finding better objective function values by applying SCSI and SCSII 

is shown in Figure 4.2. In general, better performance was achieved using SCSI method.  

Additionally, an assessment of convergence speed illustrated that calibration was slightly more 

computationally efficient under SCSI.  In Figure 4.2, SCSII converges slightly slower than SCSI 

and the two cases are converging to similar values (SCSI: 342.1; SCSII: 343.1) where no 

significant progress can be found after 4000 model evaluations.  

 

Figure 4.2 Overall performance of objective function versus model evaluations of Scenario 1 

(apply SCS method by antecedent soil moisture condition) and Scenario 2 (apply SCS method by 

plant evapotranspiration) 

4.4.2.2. Application of behavior definition 

The rate of behavior in the category of “Satisfactory” defined in GPR is shown in Table 4.7. All 

cases studies are giving high behavior rate (percentage of parameter sets satisfies the predefined 
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behavior definition) in calibration period (SCSI is the lowest: 67.19% and BMAIII gives the 

highest: 76.37%). On the other hand, SCSII and BMA associated methods outperform SCSI 

(only 0.3%) in the Evaluation period but the behavior rate of all cases has significantly declined 

(behavior rate in Evaluation period for SCSII associated methods varies from 1 to 3%). One of 

the reasons is that a severe drought has happened in the first year of Evaluation (2001) which 

makes the simulated data can barely follow the historical patterns. The Second reason is that the 

SCSI has been known to have poor performance in catching low flow conditions where SCSII is 

developed to overcome the problem initially.  

Table 4.7 Behavior Rate of Parameter Sets of All Case Studies for Calibration and Evaluation 

Periods   

Behavior Rate (%) SCSI SCSII BMAI BMAII BMAIII 

Calibration 67.19 75.18 75.3 75.93 76.37 

Evaluation 0.30 3.01 2.56 1.31 1.04 

Behavior rate in Table 4.1 is applying the “Satisfactory” category in GPR 

4.4.2.3. Results of statistics and BMA applications 

Table 4.8, 4.9, 4.10, 4.11, 4.12 are the statistical results based on NSE and PBIAS (definition of 

NSE and PBIAS can be found in [Moriasi et al., 2007]). From the results of statistics, one can 

see that Scenario 2, 3, 4 and 5 are consistently presenting better performance compare to the 

SCSI case in both calibration and evaluation periods. BMA assigns higher weights to methods 

resulting in a better match of simulated data with historical observations (see Table 4.2, 4.3, 4.4, 

4.5 and 4.6).  Since the SCSII method results in a better match of simulated and observed 

datasets, methods utilizing BMA (BMAI, BMAII and BMAIII) show similar statistics with the 

exception of streamflow. 
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Table 4.8 Results of Statistics for the Calibration and Evaluation Period in Scenario 1   

SCSI Stats st.35 st.32 st.27 st.22 st.20 

Calibration 

(1997 - 2000) 

PBIAS (%) 11.94 -6.27 7.69 0.22 21.08 

NSE 0.92 0.54 0.78 0.62 0.93 

Evaluation 

(2001 - 2003) 

PBIAS (%) 14.18 -23.09 -1.60 -32.02 20.54 

NSE 0.13 0.30 1.00 -0.35 0.58 

 

Table 4.9 Results of Statistics for the Calibration and Evaluation Period in Scenario 2   

SCSII Stats st.35 st.32 st.27 st.22 st.20 

Calibration 

(1997 - 2000) 

PBIAS (%) 3.39 2.09 13.75 -5.37 21.43 

NSE 0.91 0.85 0.93 0.76 0.95 

Evaluation 

(2001 - 2003) 

PBIAS (%) 4.26 -23.73 -5.76 -55.94 5.91 

NSE 0.92 0.26 0.96 -3.14 0.97 

 

Table 4.10 Results of Statistics for the Calibration and Evaluation Period in Scenario 3 

BMAI Stats st.35 st.32 st.27 st.22 st.20 

Calibration 

(1997 - 2000) 

PBIAS (%) 8.16 2.87 14.6 -3.8 22.2 

NSE 0.94 0.85 0.93 0.76 0.95 

Evaluation 

(2001 - 2003) 

PBIAS (%) 9.69 -23.8 -5.58 -54.6 8.1 

NSE 0.59 0.26 0.96 -2.93 0.94 

 

Table 4.11 Results of Statistics for the Calibration and Evaluation Period in Scenario 4   

BMAII Stats st.35 st.32 st.27 st.22 st.20 

Calibration 

(1997 - 2000) 

PBIAS (%) 7.85 1.90 13.75 -5.37 21.20 

NSE 0.94 0.85 0.93 0.76 0.95 

Evaluation (2001 

- 2003) 

PBIAS (%) 9.40 -23.69 -5.72 -55.94 8.92 

NSE 0.62 0.27 0.96 -3.14 0.92 

Table 4.12 Results of Statistics for the Calibration and Evaluation Period in Scenario 5   

BMAIII Stats st.35 st.32 st.27 st.22 st.20 

Calibration 

(1997 - 2000) 

PBIAS (%) 7.99 2.09 13.75 -5.37 21.20 

NSE 0.94 0.85 0.93 0.76 0.95 

Evaluation 

(2001 - 2003) 

PBIAS (%) 9.16 -23.73 -5.76 -55.94 6.77 

NSE 0.64 0.26 0.96 -3.14 0.95 

 

4.4.2.4. Comparisons of model performance by Brier score 

Brier score for SCSI, SCSII and BMA associated methods is shown in Figure 4.3(A) and 4.3(B). 

In Figure 4.3(A), all methods are not showing dominant streamflow predictive over the other 
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(BMAII is performs relatively better in high flow condition). However, SCSII and BMA 

associated methods present superior forecast on total nitrate process in Figure 4.3(B). Brier score 

for other total nitrate stations demonstrate similar results as that in Figure 4.3(B) which are not 

shown in this script (SCSII and BMA associated methods present superior forecast in simulating 

total nitrate process).  

 

Figure 4.3 Brier score for SCSI, SCSII and BMA associated methods: (A) Streamflow (gauge 

station 35), (B) Total nitrate (gauge station 32). The flow and the total nitrate threshold intervals 

are defined by ranking from the highest (interval = 10) to the lowest (interval = 1) quantities of 

observation data for specific gauge station.  

4.4.2.5. Structural uncertainty and predictive quantile-quantile plot 

To verify the impact caused by integrating different model structures through the BMA 

technique, structural uncertainty is explored by constructing/comparing characters of predictive 

uncertainty bands and other supplemental tool for evaluation purposes such as the quantile-

quantile plots is demonstrated. 

Table 4.13, 4.14 summarize the effect of cases on model structural uncertainty.   Inclusion 

rate is calculated by counting observation data points locate within 95% of predictive uncertainty 

intervals and the spread is the average width of uncertainty band. 

(A) (B) 
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From Table 4.13 and 4.14, case studies utilizing BMA (Scenario 3, 4 and 5) result in 

increased uncertainty and a higher inclusion rate in the calibration period (including all 

streamflow and total nitrate stations). In the evaluation period, the SCSII and BMA associated 

approaches (Scenario 2) result in higher spread and inclusion rate for streamflow and total nitrate 

(Scenario 1, 3, 4 and 5 are having similar results). In addition, the average spread of total nitrate 

stations from Scenario 2, 3, 4 and 5 is narrower than that in Scenario 1 but with higher inclusion 

rate. In general, the inclusion rate for total nitrate increases with the application of BMA in 

calibration and Evaluation periods. 

Quantile-quantile (QQ) plots are a graphical tool to assess model predictive uncertainty. 

Instructions as guidance in interpreting QQ plot can be found in literature [Thyer et al., 2009] 

where the QQ plots for calibration and Evaluation periods are shown in Figure 4.4 and 4.5. As 

shown in Figure 4.4 for calibration period, most cases are not having significant differences in 

matching with observation data but slightly overestimating streamflow and total nitrate. SCSI is 

the only case gives distinct performance compare to other four cases. In Figure 4.5, SCSII and 

BMA associated cases are showing better match with observation data compare to Scenario 1 

except for station 22 and 20. In addition, SCSII and BMA associated methods are generating QQ 

plots with smoother shape which means more consistent results (less fluctuated CDFs) can be 

expected from these approaches and the state of over- or under-estimated predictive uncertainty 

is not as noticeable as SCSI. 
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Table 4.13 Inclusion Rate of Observed Streamflow/NOX Data Included in 95% Confidence 

Interval and the Corresponding Spread for the Calibration Period (1997-2000)   

Calibration st.35 st.32 st.27 st.22 st.20 

Scenario 1 
IR (%) 33.33 18.52 33.33 14.81 33.33 

Spread 0.50 1.00 1.00 0.66 0.68 

Scenario 2 
IR (%) 29.17 37.04 48.15 29.63 48.15 

Spread 0.48 0.82 0.82 0.86 0.80 

Scenario 3 
IR (%) 41.67 44.44 51.85 40.74 55.56 

Spread 0.92 1.55 1.57 1.62 1.26 

Scenario 4 
IR (%) 45.83 48.15 51.85 40.74 55.56 

Spread 0.94 1.57 1.57 1.62 1.36 

Scenario 5 
IR (%) 41.67 44.44 40.74 29.63 48.15 

Spread 0.92 1.55 1.40 1.24 1.15 

 

Table 4.14 Inclusion Rate of Observed Streamflow/NOX Data Included in 95% Confidence 

Interval and the Corresponding Spread for the Evaluation Period (2001-2003)   

Evaluation st.35 st.32 st.27 st.22 st.20 

Scenario 1 
IR (%) 38.89 33.33 27.78 27.78 38.89 

Spread 0.74 2.52 3.01 1.77 4.02 

Scenario 2 
IR (%) 44.44 61.11 66.67 50.00 50.00 

Spread 1.30 1.80 1.85 1.68 1.78 

Scenario 3 
IR (%) 44.44 61.11 66.67 50.00 55.56 

Spread 0.81 1.78 1.85 1.68 1.99 

Scenario 4 
IR (%) 41.67 61.11 66.67 50.00 55.56 

Spread 0.83 1.80 1.85 1.68 1.62 

Scenario 5 
IR (%) 41.67 55.56 55.56 44.44 61.11 

Spread 0.79 1.57 1.54 1.39 1.66 
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Figure 4.4 Quantile-Quantile plots for calibration periods for all cases: (A) Scenario 1 – SCSI 

applied, (B) Scenario 2 – SCSII applied, (C) Scenario 3 – Same BMA weights for entire period, 

(D) Scenario 4 – Different BMA weights for dry/wet seasons, (E) Scenario 5 – Different BMA 

weights for warm/cool and wet/dry periods respectively.  
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Figure 4.5 Quantile-Quantile plots for evaluation periods for all cases: (A) Scenario 1 – SCSI 

applied, (B) Scenario 2 – SCSII applied, (C) Scenario 3 – Same BMA weights for entire period, 

(D) Scenario 4 – Different BMA weights for dry/wet seasons, (E) Scenario 5 – Different BMA 

weights for warm/cool and wet/dry periods respectively. 

4.5. Discussion and Conclusions 

 From the stand point of view in finding better solutions and the speed of convergence of the 

objective function, SCSI and SCSII are showing compatible results though the SCSII converges 

a little slower. The application of a formal likelihood function sustains high inclusion rate in the 

“Satisfactory” level for calibration but it decreases dramatically under evaluation period.  SCSII 

and BMA associated methods derive more behavioral solutions (by the application of the 

behavior definition) in both calibration and evaluation periods. It has been explained previously 

(

b) 

(

a) 
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that a severe draught event happened in the first year of evaluation period where SCSII and 

BMA associated methods are showing better ability in giving quality solutions under this 

situation. In other words, SCSI is less capable in properly simulating low flow conditions. 

Moreover, SCSII and BMA associated approaches are constantly generating solutions with better 

statistics in both calibration and evaluation periods.  

On the other hand, the inclusion rate for total nitrate increases with the incorporation of the 

BMA technique tells another major benefit of aggregating SCSI and SCSII is to improve better 

coverage (including more observation data point within uncertainty band) on total nitrate 

simulation. From Table 4.2, 4.3, 4.4, 4.5 and 4.6, SCSII is assigned dominant weights for total 

nitrate gauge stations which mean SCSI is not able to simulate total nitrate processes as well as 

SCSII in practice. In previous studies, SCSII has not yet been applied on water quality (in this 

study: total nitrate) topics [Amatya and Jha, 2011; Jajarmizadeh et al., 2012; Kannan et al., 

2007]. Therefore, it is innovative to discover that SCSII (and also BMA applications along with 

SCSII) has better performance not only on streamflow simulation but also shows significant 

improvement on one of the water quality issues.  

In this study, the role of structural uncertainty on hydrologic and water quality (referencing 

total nitrate here) predictions from two different approaches of surface runoff calculation is 

explored by the application BMA. Several conclusions are made by comparisons of different 

scenarios. 

1. SCSI and SCSII do not give significant difference in the speed of convergence and the 

ability in achieving optimality of the objective function.  However, SCSII and BMA 

associated methods are making superior model predictions with statistical better solutions 

and higher behavior rate compare to SCSI. 
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2. SCSI has relatively higher BMA weights on streamflow outputs over SCSII (except for 

the wet season in Scenario 4) but the ability in simulating streamflow is not perceptibly 

superior. On the other hand, SCSII outperforms SCSI in simulating total nitrate processes 

based on error statistics, Brier score and QQ plots. Markedly high BMA weights are 

assigned to SCSII for total nitrate outputs.   

3. Error statistics, predictive uncertainty and patterns of total nitrate processes of BMA 

associated methods are particularly close to that in SCSII because dominant weights are 

assigned to SCSII on total nitrate outputs.  

4. The approach of classifying seasons into different categories (three different methods are 

applied in this study) does not show substantial influence on either statistical results or 

predictive uncertainty. Applications of BMA have positive effect on the increase of 

inclusion rate but the predictive uncertainty is not evidently reduced/enhanced. 

For a complex large-scale watershed simulation model as SWAT, optional alternatives can 

be applied on different functions for specific hydrologic/nutrient processes (e.g. surface runoff in 

this study). Advantages and disadvantages ensue with the application of each algorithm can be 

demonstrably affected especially when methods are designed to catch dissimilar characters or 

purposes. In this study, the lately proposed method in calculating surface runoff by using 

information from plant evapotranspiration has been shown to have outstanding performance in 

both discharge and total nitrate predictions. SCSII originally designed for improving hydrologic 

simulation can also provide exceptional performance on one of the most important issues in 

water quality topics. In summary, SWAT model calibration/evaluation work in the future should 

have more emphasis on the impact from the application of SCSII toward various topics (e.g. 

pesticide, phosphorus).  
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Chapter 5  

A Framework for Propagation of Input, Parameter, 

Structural and Measurement Uncertainty in Watershed 

Modeling 

 

 

5.1. Overview 

As a result of the progressive improvement of computer science and the development of auto-

calibration techniques, computationally intensive calibration processes of watershed simulation 

models are no longer a major challenge for watershed planning and management. Scientists are 

more interested in the decisions made before performing model calibration/evaluation, such as, 

the possible influence on predictive uncertainty from various sources of error. It has been shown 

that the assumption that all sources of uncertainty are contributed from model parameters is 

inadequate. The absence of considering one or more sources of uncertainty may cause biased 

results and infer the prejudiced conclusion to other sources mistakenly. In this study, a 

framework is proposed to incorporate uncertainty from input, parameter, structural and 

measurement sources jointly where the influence from each can be identified and analyzed for 

the purpose of devoting available resources for further investigation. Results show that input 

uncertainty reveals relatively greater impact compared to other sources. In addition, predictive 

uncertainty is significantly enhanced with the inclusion of all four sources of uncertainty 
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simultaneously. The best statistical solutions tend to satisfy intra-watershed responses in terms of 

supplementary constraints with the inclusion of uncertainty sources simultaneously.  The 

proposed framework is an innovative tool to investigate and explore the significance of different 

uncertainty sources individually and jointly. Watershed calibration problems can take advantage 

of the proposed framework for relevant studies in the future. 

5.2. Introduction 

Improvements in watershed simulation models enrich their ability to imitate real world 

phenomenon. Meanwhile, the number of model parameters has also noticeably increased 

corresponding to empirically or physically based functions which reflect specific interactions in 

the natural environment [Bai et al., 2009; Yang et al., 2008]. 

Due to progressive improvements in computer science and the development of auto-

calibration techniques, computationally intensive model calibration/evaluation processes (solving 

high dimensional problems) are no longer a major challenge [Duan et al., 1992; Tolson and 

Shoemaker, 2007; Vrugt et al., 2009a; Yen et al., 2012b]. Scientists now are more interested in 

whether the assumptions made to perform model simulation/calibration are appropriate or not. 

For example, in a watershed calibration problem, it is not adequate to assume all sources of 

uncertainty are contributed from model parameters only [Ajami et al., 2007]. Even if the 

uncertainty from parameters model inputs, and model structure is considered, error statistics are 

still being calculated using observation data which has been assumed to be without error.  

Actually measurement error should be identified and is as important as the other sources of error 

[Harmel and Smith, 2007; Harmel et al., 2006]. The absence of considering one or more sources 

of uncertainty may cause the final results of a watershed calibration to be biased and yield 

incorrect conclusions.  
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Parameter uncertainty is the most studied and a  large amount of research can be found in 

the literature [Gallagher and Doherty, 2007; Hassan et al., 2009; Kuczera and Parent, 1998; 

Loosvelt et al., 2011; Osidele et al., 2006]. The parameter-calibration approach [Ajami et al., 

2007] assumes that parameter errors are the ultimate attribution of all possible sources. Beyond 

that, errors due to model inputs have been explored and shown to have significant impact on 

model calibration [Ajami et al., 2007; Kavetski et al., 2002]. The uncertainty from forcing inputs 

should not be regarded as a part of error contributed from the model parameters. Studies of 

model structure error demonstrate the importance of structural uncertainty in model predictions 

[Clark et al., 2008; Refsgaard et al., 2006]. Structural uncertainty can be explored by 

aggregating different models using the Bayesian Model Averaging (BMA) technique [Ajami et 

al., 2007; Duan et al., 2007; Kavetski et al., 2006a, 2006b]. In addition, structural uncertainty 

may be reduced by the BMA technique where the significance of each implemented model can 

be represented by BMA weights.  

Above all, the role of measurement uncertainty has not dawn as much attention as 

uncertainty due to input, parameters and model structure. The major reason is because it is 

difficult to have sufficient data to estimate measurement uncertainty such that it can be  

evaluated [Harmel et al., 2006]. Some research work can be found [Harmel and Smith, 2007; 

Harmel et al., 2006, 2010] where measurement uncertainty was estimated; however, it was not 

incorporated with the three other sources of uncertainty.  

The main contribution of this study is to incorporate uncertainty from input, parameter, 

structural and measurement jointly such that the impact from each source can be identified and 

analyzed. Specifically, the following objectives are: (i) To quantify predictive uncertainty while 

propagating four sources of error; (ii) To understand the role and importance of four uncertainty 
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sources on predictive uncertainty, and (iii) To examine the effects of reduction of input, 

parameter, structural and measurement uncertainty in predictive uncertainty. 

5.3. Methods and Materials 

5.3.1. Site Location and Characteristics 

As shown in Figure 5.1, case studies will be taken place at the Eagle Creek watershed (ECW), 

Indiana. The ECW (248 km
2
 in area) located at the central region of Indiana with four counties 

(Boone, Hamilton, Hendricks and Marion) is a part of Upper White River watershed. The 

average annual precipitation is 38 to 40 inches and the average annual temperature is 52°F 

[Newman, 1997]. The majority land use is agricultural activity (agriculture: 59%; rangeland: 

38%; forest: 2%; urban: 1%) and the general characters are very close to of the Midwest region. 

Hydrologic soil type in the ECW can be primarily categorized into two major groups (group B: 

51%; group C: 48%). Observation data are available for one discharge (station number 35 in 

Figure 5.1) and four water quality monitoring gauge stations (station number 20, 22, 27, and 32 

in Figure 5.1). The EWC is adopted as the research case study area for two major reasons. First, 

a sufficient amount of historical data is available for scientists to do relevant research such as the 

impact on crop production in field from different sources of uncertainty. Second, the ECW is 

located within a highly developed area for agricultural activities with a large population. Results 

of model calibration and uncertainty analysis may impact decision makers and stakeholders. 
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Figure 5.1 Case study area: Eagle Creek Watershed, Indiana 

5.3.2. SWAT Model 

The Soil and Water Assessment Tool (SWAT) [Arnold et al., 1993] is a continuous-time and 

semi-distributed parameter model which is developed to simulate/predict hydrologic and water 

quality processes on a large-scale watershed level. A large amount of research  can be found in 

the field of water resources planning and management regarding the application of the SWAT 

model [Arnold et al., 2010; Chiang et al., 2010; Douglas-Mankin et al., 2010; Du et al., 2005; 

Ghebremichael et al., 2010; Green et al., 2006; Jayakrishnan et al., 2005; Kim et al., 2010; 

Meng et al., 2010; Moriasi et al., 2009; Srinivasan, R. X. Zhang, 2010]. In this study, the latest 

version of the SWAT model (SWAT2009) is used as the watershed simulation model to evaluate 

Watershed Area: 248 km2 
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the impact from input, parameter, structural and measurement uncertainty. A detailed description 

of the SWAT model is presented by Arnold et al., 1998. 

5.3.3. Sources of uncertainty  

Sources of uncertainty in watershed modeling can be categorized into input, parameter, structural 

and measurement uncertainty. Input uncertainty includes forcing inputs such as precipitation, 

temperature, and land use types. Parameter uncertainty represents the uncertainty from 

physically or empirically based equations with various adjustable model parameters such as 

curve number, hydraulic conductivity and Manning’s roughness (n). Another source of 

uncertainty in the watershed simulation model comes from the model structure. For example, 

alternative methods for computing surface runoff, channel erosion and sediment transport may 

be available within a single watershed simulation model. After performing model simulations, 

error statistics are calculated by comparing simulated and measured fluxes such as streamflow 

discharge and nutrient loads. The existence of measurement uncertainty is undeniable but rarely 

has been studied. 

5.3.3.1. Parameter Uncertainty 

A hydrologic model can be written as a general form as follows: 

                          
      

   (     )                                  (1) 

Where,   
    is the observed data for hydrologic quantities (e.g. rainfall, nitrate concentration, 

sediment load… etc) at time  ;   is the model parameter set at time  (  remains the same 

during the entire simulation period in most cases);   is the given model inputs at time  ; 

  
   (     ) is the simulated hydrologic (or water quality) quantities with given   and   at 

time  ; the error term   represents the difference between observation and simulation quantities 

at time  . 
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Since the model has model parameters (e.g. watershed model calibration), parameter 

uncertainty is always included as a part of the problem. In cases that all errors are attributed to 

model parameters, parameter uncertainty is the only and ultimate source. It has been shown that 

the parameter-calibration approach is not appropriate to use by simply adjusting model 

parameters [Ajami et al., 2007]. Therefore, other sources of errors should also be considered 

simultaneously. 

5.3.3.2. Input Uncertainty 

Few studies can be found that explicitly incorporate input uncertainty in the field of hydrologic 

modeling [Ajami et al., 2007]. Two exceptional approaches are the Bayesian total error analysis 

(BATEA) [Kavetski et al., 2002] and the integrated Bayesian uncertainty estimator (IBUNE) 

[Ajami et al., 2007]. As shown in Equation (2), both methods apply latent variables as explicit 

terms (random noise from a normal distribution with mean and variance) into the likelihood 

function.  

                          
   

    
                                                     (2) 

Where,   
   is the observed quantity at time   ;  is normally distributed random noise with 

  mean and   variance; and   
   

is the adjusted quantity at time  . In BATEA, the value of   is 

assumed to be 1 and the value of   should be predefined for each observed data point which may 

result in considerable difficulty due to the dimensionality of the problem. In IBUNE, the problem 

has been solved by assigning   as another predefined value and applying the same set of   and   

throughout the model evaluation. Therefore, the number of latent variables decreases to two 

regardless of the number of observed variables. In this study, the input uncertainty is 

incorporated into the watershed simulation model (SWAT) by applying the approach from 

IBUNE. The range of   is set from 0.9 to 1.1 and     to     for   . 
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5.3.3.3. Structural Uncertainty 

Structural uncertainty has generally been explored by comparing performance among different 

models [Ajami et al., 2007; Duan et al., 2007; Wöhling and Vrugt, 2008]. In recent years, the 

Bayesian model averaging method [Hoeting et al., 1999] has been widely implemented as a 

framework to combine models and predictive distributions [Raftery et al., 2005; Wöhling and 

Vrugt, 2008]. A brief introduction of BMA is described as follows.  

By the law of total probability, the posterior distribution of N  models with given 

observation Y  can be written as follows [Hoeting et al., 1999]:              

       ∑                  
                                          (3) 

Where   is the prediction quantity,            is the ensemble of implemented model 

predictions,           is the posterior probability of    (it is assumed to be correct for training 

data [Raftery et al., 2003]) which reveals how    fits the training data,           is the 

forecast posterior distribution of   given prediction quantities from model    and observation 

data  . In Equation (4), the posterior probability         can be summed to one. 

                        ∑          
   ∑      

   

  

                         (4) 

Where,    is the posterior probability of the best prediction. The posterior probability of 

prediction can be considered as weights. The BMA is implemented to be ensembles of dynamic 

models where the forecast    is associated with a conditional pdf [Raftery et al., 2005]. The 

BMA predictive model can be expressed as Equation (5). In Equation (5),          is the 

conditional pdf of   given   . 

                                    ∑           
 
   

 

                        (5) 

The assumption of the original version of BMA [Raftery et al., 2005] suggests that the 

conditional pdf can be estimated by a normal distribution centered at a linear function (from the 
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original forecast). As shown in Equation (6), the mean of a normally distributed pdf is         

with standard deviation .   

                                         
                                                             (6)

      

 

In Equation (5), both observation and simulation error are non-Gaussian for time series of 

streamflow and water quality. However, the conditional probability distribution of the BMA 

method is assumed to be Gaussian. Data transformation is required to use the BMA in practice. 

Therefore, the log-likelihood function of Equation (5) can be written as Equation (7) (assume 

that forecast errors are independent in time and space):  

                                         ∑   
 
                                           (7)  

The weights can be estimated by different optimization techniques (e.g. the Expectation-

Maximization (EM) algorithm and the Shuffle Complex Evolution Metropolis algorithm [Duan 

et al., 2007; Raftery et al., 2005; Wöhling and Vrugt, 2008]). In this study, Equation (7) is solved 

by the EM algorithm. 

In addition, complex watershed simulation models like SWAT include various functions to 

calculate the same output quantity (e.g. different methods for computing the amount of surface 

runoff) and the different functions can be investigated to determine structural uncertainty. In this 

study, the structural uncertainty contributed from two approaches (by antecedent soil moisture 

condition [SCSI] and plant evapotranspiration [SCSII]) is applied in calculating surface runoff in 

the SWAT model. Details of the two methods can be found in Neitsch et al., 2011. 

5.3.3.4. Measurement Uncertainty 

The role of measurement uncertainty is frequently stated in literature but it not often considered 

as part of model evaluations in the field of hydrologic and water quality modeling [Harmel and 

Smith, 2007]. One of the most important reasons is that an insufficient amount of data is 
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available to support relevant research and the other is the absence of scientific guidance for 

evaluating measurement uncertainty [Harmel and Smith, 2007]. In this study, the impact of 

measurement uncertainty will be investigated by recommended thresholds provided from 

previous research work [Harmel et al., 2006]. The probability distribution method (PD) [Harmel 

and Smith, 2007] is adopted to perform calculations involving  measurement uncertainty. The 

core of the PD method is to assign a correction factor to error statistics for each observed data 

point. Taking the error between observed and simulated values for an illustration, the adjusted 

error can be calculated using Equation (8).  

                           
   

   
   

      
                            (8) 

Where,    is the adjusted error between the observed (  
   ) and the simulated data (  

   ) 

at time  ; and    is the correction factor at time  . The reason why    is divided by 0.5 is 

because that is the maximum probability of one half of the pdf. Therefore, the maximum value 

for    is 0.5 as well. Let’s assume the measured data is normally distributed. A normal 

cumulative distribution function can be calculated with known mean and variance. The variance 

can be computed as follows: 
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 (

  
       

     

 
)
 

(
   

     
   

   

 
)
                         (9) 

Where,   is the variance of   
   ;   is the mean which contains a certain amount of the 

normal probability distribution (e.g.        represents standard deviation which includes > 

99.99% of a normal probability distribution);    
     and    

     
are the upper and lower 

boundaries of every measured data point at time   which can be calculated as follows:  
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                  (10-1) 

                           
        

    
       

   

   
                  (10-2) 

Where,     is the probable error range recommended by Harmel and Smith (2007) at 

time  . Details of the PD method can be found in the literature [Harmel and Smith, 2007; 

Harmel et al., 2006, 2010]. 

5.3.4. Evaluation Statistics 

The selection of likelihood function is very important since the distribution of parameter 

sampling of model errors will not be correctly reflected if the likelihood function  is not 

statistically sound [Stedinger et al., 2008]. The statistical valid likelihood function described in 

Ahmadi et al., 2012 is adopted as the objective function for the case study in this chapter 

5.3.4.1. Objective function 

Assume a watershed model   with a vector of   parameters     within the feasible parameter 

space     that simulates the response vector of the watershed ( ̂  as follows: 

                         ̂                
 

              (11) 

The discrete stochastic time-series vector of model residuals can be written as: 

                              ̂                         (12) 

Where   is the vector of observed output response. The goal of calibration procedures is to 

estimate   such that the residuals are as close to zero as possible. The joint posterior probability 

distribution of the parameters conditioned on the observed response can be expressed using 

Bayesian statistics as [Box and Tiao, 1992]: 

                                                   (13) 
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Where   is a normalization constant,   is called the likelihood function and represents the 

likelihood of producing model residuals     for a given set of model parameters    , while      

denotes the prior probability density function of   that is assigned before assimilation of any 

observed data. Assuming that residuals are normally and independently distributed with mean 

equal to zero and unknown but constant standard deviation   , the likelihood function   will then 

take the following form [Box and Tiao, 1992]: 

                       ∏
 

√    
 
   [ 

  ̂        
 

   
 ] 

                          (14) 

Where n is the number of observations. Since in most cases the errors in hydrological and 

water quality modeling are not normally distributed, independent, and homoscedastic, suitable 

transformations must be applied to account for error characteristics that are not consistent with 

assumptions made for deriving Equation (14). The first-order autoregressive (AR-1) 

transformation of the residuals can be used to account for correlated errors: 

                                                       (15) 

Where   is the lag-1 serial correlation coefficient for the residuals  , and      (     
 ) is 

the innovation term with zero mean and constant variance   
 . Sorooshian and Darcup [1980] 

showed that substituting the AR-1 transformation into the likelihood function of (14) after taking 

the logarithm (log-likelihood function) yields: 

          
 

 
       

 

 
  

  
  

     
 

 
         

  [ ̂       ]
  

 

 
  

   ∑      
 
   

       [ ̂       ̂      ]                                                        (16) 

The terms   
  and   can be estimated using the Bayesian approach [Vrugt et al., 2009b] or 

can be assigned based on prior knowledge. A proper likelihood function for multiple variables 

similar to the single output case is as follows: 
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5.3.4.2. Behavior definition for parameter estimation process 

During the calibration process, proposed parameter sets are accepted only with results (e.g. 

statistics calculated by comparing simulated outputs with observed data) within a certain degree 

of reasonable behavior. A variety of standards in evaluating behavior levels are required to 

identify parameter sets with significant or rational performance (e.g. very good, good, and 

satisfactory). However, a method which is able to generate more behavioral parameter sets does 

not guarantee better overall performance. The number of behavioral parameter sets represents 

only the parameter sets with better manually assigned statistical values (these can also be defined 

by many other different ways, [Beck et al., 2002]) and there is still chance that the global optimal 

solution is located  in some other part of the behavior region. 

In this study, parameter behavior is assessed by the general performance ratings [Moriasi et 

al., 2007] shown in Table 5.1. The general performance ratings are designed for monthly time 

steps but the calibration of daily streamflow also implements the same sets of rating standards in 

the case study. 

Table 5.1 General Performance Ratings 

Performance  

     Rating 
NSE 

PBIAS (%) 

Streamflow  NOX 

Very Good 0.75 < NSE ≤ 1.00 PBIAS < ±10 PBIAS < ±25 

Good 0.65 < NSE ≤ 0.75 ±10 ≤ PBIAS < ±15 ±25 ≤ PBIAS < ±40 

Satisfactory 0.50 < NSE ≤ 0.65 ±15 ≤ PBIAS < ±25 ±40 ≤ PBIAS < ±70 

Unsatisfactory NSE ≤ 0.50 PBIAS ≥ ±25 PBIAS ≥ ±70 

NSE: Nash-Sutcliffe efficiency coefficient  

PBIAS: Percent bias 
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5.3.4.3. Intra-watershed responses constraints  

In addition to time varying hydrologic/nutrients responses (daily streamflow, monthly nitrate 

concentration), model outputs can also be summative values (e.g. denitrification and N-nitrate 

yield from surface or subsurface flow). Statistical best fit in time varying responses may violate 

summative outputs because the original purpose of optimization process does not consider 

information about summative quantities. In other words, watershed calibration without reflecting 

intra-watershed responses may result in parameter sets converging to domains with good 

statistical values; however with physically meaningless outputs.  

In this study, the intra-watershed responses are considered within the calibration process by 

implementing additional constraints for denitrification and the ratio of nitrate-N losses 

contributed from subsurface and surface flow. Denitrification will be restricted within the range 

between 0 to 50 kg/ha and the ratio of N-nitrate losses contributed from SSQ (SSQ Ratio) is 

constrained to be larger than 60 percent of total N-nitrate losses. The objective function is 

penalized if the results violate these ranges. Details on the applications of intra-watershed 

responses constraints can be found in literature [Yen et al., 2012a].   

5.3.5. Parameter Estimation Technique 

Selection of sampling technique is very important especially in high dimensional problems. The 

nature of high nonlinearity may cause difficulties (e.g. computational expensive, insufficient 

amount of behavior solutions) which make the calibration work hard to have significant progress. 

A well calibrated watershed with good statistical results using a parameter estimation algorithm 

may not be able to provide sufficient behavior solutions corresponding to watershed behavior. 

Systematic procedure in evaluating advantage/disadvantage of sampling strategies can be found 

in Chapter 2.  
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5.3.5.1. Dynamically dimensioned search 

Dynamically dimensioned search (DDS) [Tolson and Shoemaker, 2007] is an automatic 

calibration algorithm designed for the purpose of solving high dimensional problems. It has been 

shown to have outstanding performance compared to other commonly used parameter estimation 

techniques. In this study, DDS is adopted as the sampling technique to explore the role of 

comprehensive watershed behavior measures in watershed simulation calibration. 

5.4. Case Study 

The framework incorporates four sources of uncertainty implemented in this study is shown in 

Figure 5.2. Details of each segment have been introduced previously where comparisons among 

uncertainty sources will be identified in different scenarios. The calibration work for the ECW is 

described as follows:  
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Figure 5.2 Framework of uncertainty analysis incorporating four sources of uncertainty 
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5.4.2. Eagle Creek Watershed Calibration  

In this study, the SWAT2009 is the watershed simulation model used to simulate the Eagle 

Creek Watershed. Seven years (1997~2003) of observation data of streamflow (one gauge 

station) and total nitrate (four gauge stations) are available within 35 subbasins correspond to 

446 hydrologic response units. Calibration and evaluation periods are from 1997~2000 and 

2001~2003 respectively. Computational time for each model evaluation (10,000 runs) ranged 

from 450 to 500 hours (Intel® Core™ 2 Duo CPU E8400 @ 3.00 GHz, 32-bit operating system, 

Microsoft Windows XP).  

Table 5.2 Implemented Scenarios and Source(s) of Uncertainty Involved in the Case Study 

Scenarios Source(s) of Uncertainty Involved 

I PU (SCSI) 

II PU (SCSI) + IU 

III PU (SCSII) 

IV PU (SCSI) + MU 

V PU (SCSI) + IU + MU 

VI PU (SCSII) + IU + MU 

VII PU (SCSI) + IU + MU + IWB 

VIII PU (SCSII) + IU + MU + IWB 

BMAI V + VI 

BMAII VII + VIII 

PU: Parameter uncertainty 

IU: Input uncertainty 

MU: Measurement uncertainty 

IWB: Intra-watershed responses constraints applied 
 

As shown in Table 5.2, ten scenarios are implemented to calibrate monthly streamflow and 

monthly total nitrate  in this study: (1) calibration by including parameter uncertainty using SCSI 

in calculating surface runoff [Scenario I], (2) calibration by including parameters and input 

uncertainty using SCSI in calculating surface runoff [Scenario II], (3) calibration by including 

parameter uncertainty using SCSII in calculating surface runoff [Scenario III], (4) calibration by 

including parameter and measurement uncertainty using SCSI in calculating surface runoff 
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[Scenario IV], (5) calibration by including parameter, input, measurement uncertainty using 

SCSI in calculating surface runoff [Scenario V], (6) calibration by including parameter, input, 

measurement uncertainty using SCSII in calculating surface runoff [Scenario VI], (7) calibration 

using the same settings as in Scenario V with the application of intra-watershed responses 

constraints [Scenario VII], (8) calibration using the same settings as in Scenario VI with the 

application of intra-watershed responses constraints [Scenario VIII], (9) application of  BMA to 

Scenario V and VI [Scenario IX], (10) application of BMA to Scenario VII and VIII [Scenario 

X]. A total of 28 model parameters are included in the calibration process. However, scenarios 

with input uncertainty have two more parameters (two latent variables), and scenarios with 

SCSII have one additional model parameter (CNCOEF).  

5.4.3. Results of All Scenarios 

Watershed calibration begins by finding optimal solutions for parameters with respect to a 

specific objective function (a minimizing objective function in this study) by comparing 

simulation and observation outputs. The second step is to further investigate the statistical results 

by applying a behavior definition to evaluate the quality of optimal solutions. Intra-watershed 

responses are controlled by additional constraints in Scenario VII and VIII. The final step is to 

explore the influence of predictive uncertainty caused by different sources of uncertainty.  

5.4.3.1. Results of objective function versus model evaluations 

The overall performance in achieving better objective function values of all scenarios is shown in 

Figure 5.3. Scenario II had the poorest performance and Scenario V are had the best 

performance. All case scenarios converged within 5000 model evaluations and the patterns of 

convergence are similar in general.  
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Figure 5.3 Overall performance of objective function values versus model evaluations for all 

cases (Figure 5.3 is truncated at the beginning of model evaluation is because the initial results 

for several scenarios are multiple times higher than other scenarios.) 

5.4.3.2. Application of behavior definition 

The behavior rate of the scenarios using the category of “Satisfactory” defined in the GPR is 

shown in Table 5.3. Case studies with only one source of uncertainty included (except for 

parameter uncertainty) show a relatively higher behavior rate in the calibration period compared 

to scenarios with all sources of uncertainty included. In addition, Scenarios V and VI, without 

applying watershed behavior constraints, have a lower behavior rate than Scenario VII and VIII 

where intra-watershed responses constraints are applied. In the evaluation period, the behavior 

rate is typically low because the first year of evaluation (2001) had a severe drought event where 

simulated outputs have difficulty matching the patterns of observed data.  

5.4.3.3. BMA Weights 

Two different approaches are applied in the SWAT model to perform the surface runoff 

calculation. Therefore, the BMA has been implemented to investigate predictive uncertainty. 

Table 5.4 (BMAI represents Scenario V and VI) and 5.5 (BMAII represents Scenario VII and 
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VIII) show the BMA weights of scenarios which include all source of uncertainty 

simultaneously. From Table 5.4 and 5.5, not all total nitrate stations are assigned dominant 

weights, compared to the results from Chapter 4 where all total nitrate stations have dominant 

weights for SCSII associated scenarios. This shows that the inclusion of all sources of 

uncertainty has not only changed the pattern calibration processes but also altered the priority of 

selection from different components in structure (e.g. SCSI and SCSII).  

Table 5.3 Behavior Rate of Parameter Sets of All Case Studies for Calibration and Evaluation 

Periods 

Behavior Rate (%) SI SII SIII SIV SV SVI SVII SVIII BMAI BMAII 

Calibration 67.19 69.06 75.18 72.41 43.27 21.34 68.47 47.80 37.65 69.68 

Evaluation 0.30 0.00 3.01 8.31 4.82 0.08 0.11 0.47 0.35 0.18 

Behavior rate in Table 5.1 is applying the “Satisfactory” category in GPR 

Table 5.4 BMA Weights for BMAI 

BMAI ω @ st.35 ω @ st.32 ω @ st.27 ω @ st.22 ω @ st.20 

Scenario V 0.7286 0.1616 0.1646 0.1344 0.9990 

Scenario VI 0.2714 0.8384 0.8354 0.8656 0.0010 

ω: BMA weight (BMA weights in each gauge station is summed to one) 

st.: gauge station number on Figure 5.1 

Table 5.5 BMA Weights for BMAII 

BMAII ω @ st.35 ω @ st.32 ω @ st.27 ω @ st.22 ω @ st.20 

Scenario VII 0.3536 0.3158 0.2602 0.5138 0.4879 

Scenario VIII 0.6464 0.6842 0.7398 0.4862 0.5121 

ω: BMA weight (BMA weights in each gauge station is summed to one) 

st.: gauge station number on Figure 5.1 

5.4.3.4. Results of statistics and BMA applications 

Table 5.6, 5.7, 5.8, 5.9 show the error statistics of Nash-Sutcliffe efficiency coefficient (NSE) 

and percent bias (PBIAS) (definition of NSE and PBIAS can be found in [Moriasi et al., 2007]) 

corresponding to the best solution of the objective function. In Table 5.6 and 5.7, intra-watershed 

responses constraints are not considered where statistics are not showing noticeable differences 

in calibration period for all case scenarios. However, the results for total nitrate stations show 
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moderate degeneration for both NSE and PBIAS in the evaluation period. In Table 5.8 and 5.9, 

the best solutions are selected only when both intra-watershed responses constraints are satisfied. 

Statistics under the additional requirements significantly declined in scenarios with only one 

source of uncertainty included (except for parameter uncertainty). Results of best objective 

function values and the corresponding watershed behavior outputs (denitrification and the ratio 

of N-nitrate losses yield from subsurface and surface flow) are shown in Table 5.10 and 5.11. 

The best solutions based on the objective function values for the first four scenarios are 

comparable with scenarios with all sources of uncertainty included. However, at least one 

watershed behavior constraint is violated. By considering both criteria (objective function value 

and watershed behavior constraint), the best objective function values decline notably. The same 

situation also happens during the evaluation period; however, this is not shown in this chapter.  
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Table 5.6 Results of Statistics for the Calibration Period* 

Calibration 

(1997 - 2000) 
Stats st.35 st.32 st.27 st.22 st.20 

Scenario I 
PBIAS (%) 11.94 -6.27 7.69 0.22 21.08 

NSE 0.92 0.54 0.78 0.62 0.93 

Scenario II 
PBIAS (%) -0.57 19.35 -3.02 10.66 -2.47 

NSE 0.87 0.85 0.59 0.83 0.76 

Scenario III 
PBIAS (%) 3.39 2.09 13.75 -5.37 21.43 

NSE 0.91 0.85 0.93 0.76 0.95 

Scenario IV 
PBIAS (%) -10.80 13.76 -8.81 2.70 -6.29 

NSE 0.85 0.92 0.70 0.92 0.89 

Scenario V 
PBIAS (%) 9.34 -4.31 -22.92 -14.13 -32.20 

NSE 0.84 0.85 0.56 0.64 0.42 

Scenario VI 
PBIAS (%) 9.39 32.30 21.01 8.39 -5.09 

NSE 0.80 0.78 0.71 0.94 0.91 

Scenario VII 
PBIAS (%) 3.64 11.14 -18.27 2.81 -8.02 

NSE 0.88 0.95 0.67 0.87 0.79 

Scenario VIII 
PBIAS (%) 0.25 0.16 -29.42 -0.96 -21.61 

NSE 0.78 0.79 0.50 0.69 0.62 

BMAI 
PBIAS (%) 16.19 -11.67 6.14 15.35 -6.77 

NSE 0.92 0.87 0.94 0.77 0.85 

BMAII 
PBIAS (%) 6.81 -18.13 -0.86 -23.70 6.73 

NSE 0.93 0.73 0.77 0.64 0.90 

*: Actual watershed behavior is not considered in this table.  

st.: gauge station number on Figure 5.1 

Table 5.7 Results of Statistics for the Evaluation Period* 

Evaluation 

(2001 - 2003) 
Stats st.35 st.32 st.27 st.22 st.20 

Scenario I 
PBIAS (%) 14.18 -23.09 -1.60 -32.02 20.54 

NSE 0.13 0.30 1.00 -0.35 0.58 

Scenario II 
PBIAS (%) 15.69 42.39 8.12 30.22 18.97 

NSE 0.76 0.15 -0.09 0.10 0.09 

Scenario III 
PBIAS (%) 4.26 -23.73 -5.76 -55.94 5.91 

NSE 0.92 0.26 0.96 -3.14 0.97 

Scenario IV 
PBIAS (%) 0.04 46.93 29.39 34.76 26.88 

NSE 0.84 0.20 0.32 0.26 0.35 

Scenario V 
PBIAS (%) 9.34 -4.31 -22.92 -14.13 -32.20 

NSE 0.84 0.85 0.56 0.64 0.42 

Scenario VI 
PBIAS (%) 9.39 32.30 21.01 8.39 -5.09 

NSE 0.80 0.78 0.71 0.94 0.91 

Scenario VII 
PBIAS (%) 3.64 11.14 -18.27 2.81 -8.02 

NSE 0.88 0.95 0.67 0.87 0.79 

Scenario VIII 
PBIAS (%) 0.25 0.16 -29.42 -0.96 -21.61 

NSE 0.78 0.79 0.50 0.69 0.62 

BMAI 
PBIAS (%) 16.19 -11.67 6.14 15.35 -6.77 

NSE 0.92 0.87 0.94 0.77 0.85 

BMAII 
PBIAS (%) 6.81 -18.13 -0.86 -23.70 6.73 

NSE 0.93 0.73 0.77 0.64 0.90 

*: Actual watershed behavior is not considered in this table. 

st.: gauge station number on Figure 5.1 
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Table 5.8 Results of Statistics for the Calibration Period** 

Calibration 

(1997 - 2000) 
Stats st.35 st.32 st.27 st.22 st.20 

Scenario I 
PBIAS (%) 22.31 -29.49 -25.35 -12.40 -17.13 

NSE 0.55 0.23 0.51 0.54 0.69 

Scenario II 
PBIAS (%) -73.89 42.39 8.12 30.22 18.97 

NSE -0.51 0.15 -0.09 0.10 0.09 

Scenario III 
PBIAS (%) 13.18 19.13 7.11 -22.74 -19.13 

NSE 0.64 0.41 0.62 0.43 0.63 

Scenario IV 
PBIAS (%) 25.61 -27.87 -97.86 -49.35 -81.87 

NSE 0.78 0.16 -5.01 -1.10 -2.76 

Scenario V 
PBIAS (%) -0.98 22.46 -0.41 10.04 -3.42 

NSE 0.79 0.71 0.68 0.77 0.71 

Scenario VI 
PBIAS (%) 2.42 34.42 -0.09 18.99 3.70 

NSE 0.72 0.74 0.65 0.76 0.64 

Scenario VII 
PBIAS (%) 4.65 5.34 -31.96 1.33 -10.51 

NSE 0.81 0.67 0.54 0.64 0.69 

Scenario VIII 
PBIAS (%) -1.99 31.90 -8.45 29.51 19.97 

NSE 0.75 0.76 0.44 0.75 0.77 

BMAI 
PBIAS (%) -0.04 2.49 17.42 0.05 22.56 

NSE 0.96 0.91 0.60 1.00 0.50 

BMAII 
PBIAS (%) 0.37 10.39 22.12 -20.25 18.83 

NSE 0.94 0.86 0.35 0.46 0.65 

**: Actual watershed behavior constraints are implemented in this table. 

st.: gauge station number on Figure 5.1 
 

Table 5.9 Results of Statistics for the Evaluation Period ** 

Evaluation 

(2001 - 2003) 
Stats st.35 st.32 st.27 st.22 st.20 

Scenario I 
PBIAS (%) 35.86 -172.20 -288.30 -210.00 -273.40 

NSE 0.68 -7.06 -32.44 -15.16 -24.43 

Scenario II 
PBIAS (%) 26.89 -20.60 -118.10 -62.67 -109.50 

NSE 0.72 0.01 -9.65 -3.30 -7.56 

Scenario III 
PBIAS (%) 20.16 -44.66 -132.00 -64.44 -99.05 

NSE 0.80 -0.18 -7.76 -1.89 -4.09 

Scenario IV 
PBIAS (%) 25.61 -27.87 -97.86 -49.35 -81.87 

NSE 0.78 0.16 -5.01 -1.10 -2.76 

Scenario V 
PBIAS (%) 9.34 -4.31 -22.92 -14.13 -32.20 

NSE 0.84 0.85 0.56 0.64 0.42 

Scenario VI 
PBIAS (%) 9.39 32.30 21.01 8.39 -5.09 

NSE 0.80 0.78 0.71 0.94 0.91 

Scenario VII 
PBIAS (%) 3.64 11.14 -18.27 2.81 -8.02 

NSE 0.88 0.95 0.67 0.87 0.79 

Scenario VIII 
PBIAS (%) 0.25 0.16 -29.42 -0.96 -21.61 

NSE 0.78 0.79 0.50 0.69 0.62 

BMAI 
PBIAS (%) 16.19 -11.67 6.14 15.35 -6.77 

NSE 0.92 0.87 0.94 0.77 0.85 

BMAII 
PBIAS (%) 6.81 -18.13 -0.86 -23.70 6.73 

NSE 0.93 0.73 0.77 0.64 0.90 

**: Actual watershed behavior constraints are implemented in this table. 

st.: gauge station number on Figure 5.1 
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Table 5.10 Results of Best Objective Function Values and the Corresponding Watershed 

Behavior Outputs for the Calibration Period* 

Scenarios 

Best Objective 

Function 

value 

Denitrification 

(kg/ha) 

SSQ 

Ratio 

Scenario I 342.1 121.4 0.98 

Scenario II 348.6 214.2 0.97 

Scenario III 343.1 243.3 0.96 

Scenario IV 342.4 211.4 0.98 

Scenario V 340.1 36.1 0.96 

Scenario VI 345.2 14.5 0.63 

Scenario VII 343.0 36.1 0.92 

Scenario VIII 344.7 49.8 0.79 

*: Actual watershed behavior is not considered in this table. 

Table 5.11 Results of Best Objective Function Values and the Corresponding Watershed 

Behavior Outputs for the Calibration Period** 

Scenarios 

Best 

Objective 

Function 

value 

Denitrification 

(kg/ha) 
SSQ Ratio 

Scenario I 399.6 16.9 0.94 

Scenario II 379.4 30.4 0.99 

Scenario III 373.1 7.1 0.98 

Scenario IV 399.6 49.7 0.98 

Scenario V 340.1 36.1 0.96 

Scenario VI 345.2 14.5 0.63 

Scenario VII 343.0 36.1 0.92 

Scenario VIII 344.7 49.8 0.79 

**: Actual watershed behavior constraints are implemented in this table. 

5.4.3.5. Uncertainty analysis 

Table 5.12 summarizes the information for predictive uncertainty for all scenarios. Inclusion rate 

is computed by counting data points of observed data located within 95% of the predictive 

uncertainty intervals.  The spread is the average width of the corresponding uncertainty band.  

From the first four scenarios in Table 5.12, Scenario II shows wider spread of uncertainty 

band compare to other three scenarios. However, it only stands when input uncertainty is bound 

with and parameter uncertainty which cannot be entirely separated for all scenarios.  
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Table 5.12 Inclusion Rate of Observed Streamflow/NOX Data Included within 95% Confidence 

Interval and the Corresponding Spread for the Calibration Period (1997-2000) 

Calibration st. 35 st. 32 st. 27 st. 22 st. 20 

Scenario I 
IR (%) 33.33 18.52 33.33 14.81 33.33 

Spread 0.50 1.00 1.00 0.66 0.68 

Scenario II 
IR (%) 37.50 37.04 48.15 29.63 44.44 

Spread 0.52 0.99 0.94 1.12 0.66 

Scenario III 
IR (%) 29.17 37.04 48.15 29.63 48.15 

Spread 0.48 0.82 0.82 0.86 0.80 

Scenario IV 
IR (%) 25.00 48.15 44.44 40.74 55.56 

Spread 0.41 0.77 0.73 0.80 0.70 

Scenario V 
IR (%) 45.83 48.15 44.44 51.85 59.26 

Spread 0.67 1.78 1.59 2.35 1.33 

Scenario VI 
IR (%) 25.00 51.85 48.15 44.44 51.85 

Spread 0.47 41.19 49.76 43.38 22.79 

Scenario VII 
IR (%) 20.83 48.15 51.85 66.67 48.15 

Spread 0.53 1.24 1.22 1.25 1.18 

Scenario VIII 
IR (%) 33.33 44.44 44.44 51.85 44.44 

Spread 0.54 6.75 12.02 1.54 1.55 

BMAI 
IR (%) 20.83 25.93 29.63 22.22 40.74 

Spread 0.42 41.74 45.46 40.90 1.55 

BMAII 
IR (%) 20.83 29.63 37.04 18.52 18.52 

Spread 0.43 5.01 9.33 1.24 1.20 

**: Actual watershed behavior constraints are implemented in this table. 

st.: gauge station number on Figure 5.1 

The average width of the uncertainty band increases dramatically when all sources of 

uncertainty are included simultaneously (Scenario V, VI, VII and VIII). For Scenario V and VI, 

the spread of the uncertainty band is multiple times wider than the spread for Scenario I, II, III 

and IV. In addition, the spread in Scenario VI is wider than that produced by Scenario V. The 

choice of functions in calculating surface runoff impacts predictive uncertainty. Predictive 

uncertainty decreased when watershed behavior constraints were used in Scenario VII and VIII. 

The incorporation of extra information in terms of constraints from the field not only improves 

the quality of calibrated solutions but also reduces predictive uncertainty.  

From the results of predictive uncertainty, the spread of BMAI and BMAII is primarily 

affected by the BMA weights. However, the inclusion rate deceased compared to the 

corresponding scenarios (e.g. BMAI is the aggregation of Scenario V and VI). BMA applications 

show the lowest inclusion rate of all cases studies at both streamflow and total nitrate stations.  



141 

 

5.4.3.6. Additional information of intra-watershed responses constraints 

As mentioned previously, the adoption of actual watershed behavior has direct influence on the 

quality of statistical results, behavior rate and predictive uncertainty. From Table 5.10 and 5.11, 

the best statistical results from Scenario V and VI (incorporation of all sources of uncertainty 

without considering actual watershed behavior) satisfy additional constraints added in Scenario 

VII and VIII automatically for this case study. In Table 5.13, Scenario V yields results which 

satisfy actual watershed behavior constraints even more than Scenario VII. As illustrated in 

Figure 5.4, denitrification converged to the value of 37 (kg/ha) in Scenario V but it does not 

show any improvement in 10,000 model evaluations and converged to 115 (kg/ha). Specifically, 

the CDFs of denitrification are shown in Figure 5.5(A) and 5.5(B) (take denitrification as 

example). None of the first four scenarios tend to search for solutions that satisfy actual 

watershed behavior constraints. On the other hand, scenarios with all sources of uncertainty have 

more reasonable range.  

     

Figure 5.4 Convergence process of denitrification in Scenario I and V  

 

(

c) 

(

d) 
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Table 5.13 Results that Satisfy Both Actual Watershed Behavior Constraints (%) 

Scenarios 
% of 

Evaluations  

Scenario I 0.18 

Scenario II 0.28 

Scenario III 0.24 

Scenario IV 0.50 

Scenario V 47.81 

Scenario VI 13.48 

Scenario VII 27.81 

Scenario VIII 46.68 

 

 

Figure 5.5 Cumulative distribution functions of the denitrification constraint applied in all case 

scenarios: (A) Scenario I~IV with only one source of uncertainty included (except for parameter 

uncertainty), (B) Scenario V~VIII with all sources of uncertainty included 

5.4.3.7. Latent variables of input Uncertainty 

In Figure 5.6(A), 5.6(B), 5.6(C) and 5.6(D), values for the latent variable nu range from 1.00 to 

1.05 and the latent variable sigma is generally less than 5x10
-4

. The average values of latent 

variables are higher than 1 which means the original precipitation data needed to be adjusted to 

higher values. The results of latent variables show that the observed data of precipitation is 

possibly being underestimated.  

(

c) 

(

d) 
(A) (B) 
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Figure 5.6 Cumulative distribution functions and marginal posterior distributions of latent 

variables in Scenario II, V, VI, VII and VIII: (A) CDF of latent variable nu, (B) CDF of latent 

variable sigma, (C) marginal posterior distributions of latent variable nu, (D) marginal posterior 

distributions of latent variable sigma 

[In Figure 5.6(c) and 5.6(D), the central mark represents the median. The edges of each box are the 

25th and 75th percentiles, and the whiskers are the most extreme data points which are not 

considered outliers] 
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5.4.3.8. Correction factors of measurement uncertainty 

The average values of correction factors for streamflow and total nitrate observations are shown 

in Table 5.14. Correction factors ranged from 0.90 to 0.93 which means more than 90% of 

simulated outputs are located within the designated error range (10% for streamflow and 30% for 

total nitrate) [Harmel et al., 2006]. The designated error adopted from literature [Harmel et al., 

2006] (in this study the typical scenario average is the adopted criteria) could be  underestimated. 

Therefore, more observed data is required in the future. 

Table 5.14 Correction Factors of All Gauge Stations 

Scenarios st.@35 st.@32 st.@27 st.@22 st.@20 

Scenario IV 0.9489 0.9052 0.9227 0.9108 0.9342 

Scenario V 0.9337 0.9192 0.9341 0.9272 0.9226 

Scenario VI 0.9354 0.9513 0.9450 0.9452 0.9267 

Scenario VII 0.9427 0.9328 0.9183 0.9278 0.9364 

Scenario VIII 0.9090 0.9389 0.9464 0.9201 0.9421 

st.: gauge station number on Figure 5.1 

5.5. Discussion and Conclusion 

As shown in Figure 5.3, the relative importance of each uncertainty source cannot be identified 

through the overall performance in finding better objective function values. A framework to 

incorporate input, parameter, structural and measurement uncertainty is proposed to quantify the 

influence from different sources towards predictive uncertainty.  

The first four scenarios (Scenario I, II, III and IV) illustrate the comparative significance 

among each individual source of uncertainty and the input uncertainty shows largest influence on 

the construction of the uncertainty band and the inclusion rate of observed data points. The four 

scenarios V, VI, VII and VIII indicate three major findings. First, the inclusion of four 

uncertainty sources caused the predictive uncertainty as measured by average width of the 

uncertainty band to increase. Second, the application of intra-watershed responses constraints 

enhances the quality of solutions by yielding a higher behavior rate. Third, for this case study 
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intra-watershed responses were fulfilled by aggregating all uncertainty sources without 

implementing watershed process constraints.  

Predictive uncertainty was explored by applying the BMA technique. Statistical results of 

the BMA applications (BMAI and BMAII) are directly influenced by the BMA weights. In other 

words, the statistical results from the BMA are closer to particular model (e.g. higher weights are 

generally assigned for SCSII at total nitrate stations) since BMA tends to favor the method that 

performs better in matching simulation and observation values. In the context of predictive 

uncertainty, BMA applications also show similar characteristics where the spread of the 

uncertainty band is closer to the method with higher BMA weights. However, the inclusion rate 

decreases considerably because the way BMA aggregates model outputs may not be able to 

capture observation data within the newly constructed uncertainty band.  

In this study, four sources of uncertainty were investigated using the framework to 

simultaneously propagate input, parameter, structural and measurement uncertainty for a 

watershed calibration problem. Several conclusions can be made by comparing the different 

scenarios:  

1. Predictive uncertainty is reduced with the inclusion of all four sources of uncertainty. In 

addition, predictive uncertainty is reduced and the inclusion rate is generally increased by 

the application of additional constraints which reflect intra-watershed responses.  

2. With the inclusion of four uncertainty sources the best statistical solutions tend to satisfy 

watershed behavior constraints for this case study. The denitrification and the ratio of N-

nitrate yielded from subsurface and surface flow converged to the range of constraints 

applied in Scenario VII and VIII automatically. On the other hand, the best statistical 
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solutions with only one source of uncertainty included, except for parameter uncertainty, 

satisfy both watershed behavior constraints.  

3. Comparing the results from scenarios V, VI, VII and VIII, the incorporation of additional 

information from intra-watershed responses constraints improves not only the quality of 

the calibration results by yielding more behavioral solutions, but also reduces the 

predictive uncertainty yielding a narrower spread in the predictive uncertainty bands. 

4. In Scenario II, V, VI, VII and VIII, two latent variables (nu and sigma) converged to 

similar values for all gauge stations. In addition, the converged value of   is slightly 

higher than 1 which means the observed precipitation data may be overestimated. 

5. The involvement of measurement uncertainty enhances the predictive uncertainty along 

with inclusion rate. However, the average values of the correction factors for 

measurement uncertainty converge to the similar ranges (0.9 ~ 0.94) with small 

differences for streamflow discharge and total nitrate stations. 

6. The priority of selection from different available functions in the SWAT model was 

changed by the inclusion of fours sources of uncertainty. Applications of BMA do not 

show significant influence on predictive uncertainty; however, the inclusion rate 

declined. 

For a complex large-scale watershed simulation model (in this study the SWAT model is 

implemented), calibration work cannot be appropriately executed without considering the 

element of uncertainty from many different possible sources. The proposed framework is an 

innovative tool to investigate and explore the significance of different uncertainty sources 

individually and jointly. In summary, watershed calibration problems can take advantage of the 

proposed framework for future studies.  
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Chapter 6  

Conclusion and Discussion 

 

 

6.1. Major findings 

The proposed framework provides a great tool in implementing various topics in the field of 

watershed calibration and watershed modeling. Results of various applications on sampling 

strategies and predictive uncertainty analysis in this study can be summarized into major findings 

as follows:  

(1) The proposed framework provides an innovation structure to evaluate sampling strategies 

by the achievement of optimality for objective function, behavior rate based on additional 

behavior definition and also by exploring identifiability on the overall parameter space. 

Users are able to execute a meticulous assessment on not only the performance of 

parameter estimation techniques but also to have a better understanding of the fashion in 

parameter sampling on watershed calibration problems.  

(2) The application of actual watershed behavior measures by additional constraints enhances 

the quality of watershed calibration work where well calibrated results are convincingly 

more realistic corresponding to real world hydrologic/nutrient processes in field.  

(3) The optional function in calculating surface runoff in the SWAT model by implementing 

information from plant evapotranspiration has been proven to have outstanding capability 
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in performing total nitrate simulation over the default method (applies antecedent soil 

moisture condition) regardless the precipitation condition over dry/wet seasons.  

(4) The BMA technique does not show impressive performance on watershed calibration by 

aggregating results from streamflow discharge and total nitrate processes in the SWAT 

model. In addition, predictive uncertainty is generally increased with incorporation of the 

BMA in both discharge and total nitrate.  

(5) The proposed framework in evaluating uncertainty from different sources 

individually/jointly provides logical and informative guidance towards predictive 

uncertainty for watershed simulation models.  

(6) Watershed calibration with the inclusion of input, parameter, structural and measurement 

uncertainty shows significant impact on predictive uncertainty (predictive uncertainty is 

considerably increased). However, it tends to converge to solutions which satisfy actual 

watershed behavior without being constrained by additional penalty functions. This 

notable finding may prompt watershed calibration work into another stage where 

hydrologic/nutrient processes and actual watershed behavior can both be fulfilled with 

uncertainty sources considered concurrently.   

6.2. Limitations and shortcomings  

To apply the proposed framework in evaluating sampling strategies and predictive uncertainty, a 

number of assumptions have to be made which could also lead to potential limitations and 

shortcomings as follows:  

(1) The current framework is incorporated with the SWAT model where 119 model 

parameters (2 additional latent variables are not included) can be adjusted during 



153 

 

calibration process. The current adjustable parameters are sufficient enough to calibrate a 

well setup watershed such as the ECW with fine solutions. However, all system 

parameters should be included to sustain the integrity to perform of a rigorous calibration 

work.  

(2) The default termination criteria vary for different parameter estimation techniques. 

Therefore, a unified termination criterion should be developed for the evaluation process 

of sampling strategies.  

(3) For the input uncertainty, the only forcing input which is incorporated with the current 

framework is precipitation. However, other forcing inputs could also lead to considerable 

impact toward predictive uncertainty (e.g. temperature, humidity). More alternative 

functions should be expanded to serve more topics for the following studies.  

(4) The same set of default ranges for latent variables in literature [Ajami et al., 2007] is 

adopted for the input uncertainty explored in this study. Therefore, the influence caused 

by forcing input (precipitation in this study) is conditional to the default settings. The 

results show that input uncertainty causes the greatest impact toward predictive 

uncertainty (for scenarios with only one source of uncertainty included besides parameter 

uncertainty) may be different with the settings of latent variables being altered.  

(5) The application of the input uncertainty requires two additional latent variables (nu and 

sigma) to be validated during calibration process. The following predictive uncertainty 

analysis is not investigated for the same dimension (e.g. case scenarios with input 

uncertainty involved are 2 dimensional more than other scenarios). 

(6) Similar to the dimensional issue for the input uncertainty, the application of SCSII 

requires one additional model parameter (CNCOEF) to be validated during calibration 
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process. In this case, the following predictive uncertainty analysis is one dimensional 

more than other scenarios (e.g. if the SCSI application is a 28-D problem, SCSII entails 

29-D).  

(7) For measurement uncertainty, the recommended error estimation from literature [Harmel 

et al., 2006] is adopted in the proposed framework. However, the source of measurement 

uncertainty can also be classified into various categories (e.g. sample collection, 

laboratory analysis [Harmel et al., 2006]). Measurement uncertainty should be further 

examined and formulated in multiple detail features.  

(8) During the application of the statistical valid likelihood function [Ahmadi et al., 2012], 

the transformed data (residuals) are still not entirely normally distributed, independent, 

and homoscedastic.  

(9) Real-time forecast/operation is still computational expensive for the proposed framework 

because each model evaluation of the SWAT model is at least one minute or more (for 

the large number of watershed input files) in the current computer technology and it may 

take weeks to reach the termination criteria during calibration process.  

6.3. Broader impact of the proposed framework  

The proposed framework is flexible to be expanded based on the current capacity in managing 

various purposes. For example, users can apply additional constraints for actual watershed 

behavior other than denitrification and ratio of N-nitrate loss from surface and subsurface flow 

(e.g. instead of constraining the ratio of N-nitrate loss, users can also assign constraints for actual 

values of N-nitrate loss). Potential broader impact of the proposed framework is described as 

follows:  



155 

 

(1) The proposed framework provides a general platform for future studies in evaluating 

sampling strategies in a rigorous and systematic fashion. Evaluations based on the 

proposed framework are having more objective comparisons and also reduce the concern 

of various evaluation standards.   

(2) The application of behavior definition enhances the quality (solutions are further refined 

by implementing behavior definition) of watershed calibration. In addition, behavior 

definition can also be served as a supplementary tool in examining the effectiveness of 

different parameter estimation techniques (e.g. two methods are showing compatible 

results in achieving objective function values but one is having higher behavior rate over 

the other). Well-known sampling strategies proposed previously are not showing 

competitive performance after the behavior definition is applied in this study (e.g. SCE-

UA and DREAM are not performing as well as DDS).  

(3) The application of TSDE (to explore identifiability on the overall parameter space) 

allows researchers to have a better understanding on not only “how” a sampling strategy 

can perform (ability in achieving global optimality) but also provides the reason “why” 

(e.g. SCE-UA explores a much large area in the feasible domain space compares to DDS) 

it can (or cannot) perform well. Future applications of watershed calibration can take 

advantage of this before making decision in selecting the most appropriate sampling 

strategy.  

(4) The idea of implementing the actual watershed behavior measures explains that the 

watershed calibration process without considering additional information from the field 

may generate physically meaningless final results.  The proposed framework provides an 
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innovative approach by including additional constraints can effectively avoid the possible 

mistaken situation for future calibration work. 

(5)  By the applications of the two functions in calculating surface runoff in the SWAT 

model, SCSII shows superior performance in total nitrate simulation compares to SCSI. 

However, SCSII is still not extensively applied in relevant studies. Illustrations and 

comparisons of SCSI and SCSII in this study provide a scientific verification that future 

studies should implement SCSII as the default method in surface runoff calculation.  

(6) The second part of the proposed framework presents valuable information that the input 

uncertainty reveals the greatest impact towards predictive uncertainty compares to other 

sources (based on scenarios only include only one source of uncertainty besides 

parameter uncertainty). Results of predictive uncertainty could be different if some of the 

major settings are altered (e.g. the default range of latent variables), however, future 

studies should have this finding considered as an imperative consideration before 

executing associated research work.  

(7) The convergence patterns of denitrification and N-nitrate losses ratio (actual watershed 

behavior constraints are automatically satisfied without being constrained) in Chapter V 

indicate the importance to have all sources of uncertainty involved during calibration 

process. Future studies should not consider sources of uncertainty as a whole (e.g. 

consider all sources of uncertainty can be contributed to parameter uncertainty) but have 

to identify each specifically.  

6.4. Future directions  

The proposed framework provides a generalized platform for researchers to have a broad view 

towards watershed modeling problems in full dimension instead of only focusing on specific 
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divisions. Users can take advantage of the whole (or implement first and second part of the 

framework respectively) framework for relevant studies in the oncoming future. Some of the 

potential future directions are illustrated as follows:  

(1) The proposed framework evaluates the effectiveness of sampling strategies in several 

different perspectives but the definition whether a parameter estimation technique is a 

global or a greedy searching based method is not considered. A scientifically rigorous 

standard in defining the nature of different sampling strategies (e.g. debate between the 

performance of SCE-UA and DDS indicates that SCE-UA is a global optimization 

algorithm but DDS is not [Behrangi et al., 2008; Tolson and Shoemaker, 2008]) should 

be regulated in the future.  

(2) In this study, the behavior definition adopted from literature does not represent the 

standard suitable for all other area. Further development and improvement for different 

site locations of a well-accepted standard for behavior definition is required.  

(3) The importance of actual watershed behavior measures should be considered during the 

watershed calibration process in the future. In addition, more field survey is required 

since the observation data for most actual watershed behavior is still scarce in literature.  

(4) Results from the proposed framework can be used to evaluate the comparative 

importance of individual source of uncertainty. Therefore, more resources can be 

invested in relevant topics (e.g. more investment in observation data survey is required if 

the forcing inputs present greatest impact toward predictive uncertainty).  

(5) Evaluation between the two methods (SCSI and SCSII) in calculating surface runoff in 

the SWAT model substantiates the potential influence by the choice of optional 

functions within a complex watershed simulation model. Beyond the implemented 
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methods in this study, more optional functions (e.g. Green-Ampt infiltration method) 

should be compared and validated for further investigation.  

(6) From the interactions (watershed behavior constraints are satisfied automatically during 

calibration) between the actual watershed behavior and the inclusion of input, parameter, 

structural and measurement uncertainty, the inclusion of fours sources of uncertainty 

simultaneously shows great impact toward not only predictive uncertainty but it can also 

be extended to enhance the quality of calibration without involving additional rules. 

Various new topics can be explored from this innovative finding.  

(7) The results derived from this study may only be valid in the case of the ECW. More 

studies (e.g. applications on watersheds other than the Mid-west region) are required to 

understand the relationships among different sources of uncertainty are still consistent to 

the present settings. 
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