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Interference Cancellation in Respiratory Sounds
via a Multiresolution Joint Time-Delay
and Signal-Estimation Scheme

Sonia Charleston, Mahmood R. Azimi-Sadjads&nior Member, IEEEand Ramon Gor&dez-Camarena

The following signals are defined for the adaptive filter.

Reference signal Refers to the heart sounds, first or
second heart sounds, selected from the
respiratory-free sections of the collected

Abstract—This paper is concerned with the problem of cancel-
lation of heart sounds from the acquired respiratory sounds using
a new joint time-delay and signal-estimation (JTDSE) procedure.
Multiresolution discrete wavelet transform (DWT) is first applied
to decompose the signals into several subbands. To accurately

separate the heart sounds from the acquired respiratory sounds, signal.
time-delay estimation (TDE) is performed iteratively in each Primary signal Describes the acquired respiratory
subband using two adaptation mechanisms that minimize the sound.

sum of squared errors between these signals. The time delay
is updated using a nonlinear adaptation, namely the Leven-
berg—Marquardt (LM) algorithm, while the function of the other
adaptive system—which uses the block fast transversal filter
(BFTF)—is to minimize the mean squared error between the
outputs of the delay estimator and the adaptive filter. The

proposed methodology possesses a number of key benefits suc}bloyed to monitor the course of lung diseases [1]. During the
as the incorporation of multiple complementary information at )

different subbands, robustness in presence of noise, and accuracyIaSt dec_ade_ pr so, several attempts have been made to avoid
in TDE. The scheme is applied to several cases of simulatedthe subjectivity of the method and to characterize the sounds
and actual respiratory sounds under different conditions and the through a more quantitative analysis. The sounds analysis has
results are compared with those of the standard adaptive filtering. established the necessity to eliminate the interference signals
Iggsre%su“;tst Sir?toevr\:%?e;hcee pcrngCIZﬁagL;he scheme for the TDE and o 1o the extraction of relevant features [2]. The acquired
' signals not only contain respiratory sounds, but also heart
sounds, ambient, muscle contraction, and hair noises. Some of
these interferences could be eliminated to some extent by using
a sound-proof room and/or an adequate microphone placement.
However, the heart sounds are unavoidable and sometimes
represent severe disturbing interference; each heartbeat pro-
duces two major sounds, known as the first and second heart
) . .sounds. In addition, intersubject and intrasubject biological
Alludes to the signal which,iapility and the overlap between frequency contents of
contains several heart sound§ne heart and respiratory sounds are important factors that
(or heartbeats), respiratory yeciyde the application of deterministic filtering schemes
) ) sound and backgroun_d nO'Se'[Z], [3]. Some researchers apply highpass filtering schemes
Acquired respiratory sound Refers to.that section of tt}g remove the low-frequency part of the respiratory sound
collected signal where the gnoctrym. However, in view of the studies carried out by
heart-contaminated  respira-osher researchers [3]-[5], highpass filtering for this application
tory sound is confined. _results in loss of important signal information. More recently,
Refers to the heart sounds i jo,s adaptive filtering schemes have been proposed to
side the acquired respiratoryejiminate this kind of interference [6]-[9]. Adaptive-based
sound. approaches are considered to be the most practical, as they
do not require anya priori information about the signals.
Manuscript received October 10, 1996; revised March 1, 19aZerisk However, they have only been partially successful, as their
indicates corresponding author _ o o gerformance generally depends on accurate time alignment
Aui');f)“rﬁge“jte"t?(;;gﬁ'};‘nt;‘ehfeex'ﬂ’g‘g”gﬁ;“oc’gﬁgcﬁgj}'cﬁﬁ9'”ee””g' Universidat the reference and primary signals. In [6] the reference
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I. INTRODUCTION

NCE the invention of the stethoscope, respiratory sounds
uscultation has been a clinical approach commonly em-

Index Terms—Adaptive filtering, biomedical signal processing,
wavelet decomposition.
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gies.
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Interference signal

sidad Autonoma Metropolitana, Mexico City 09340 Mexico. 0
Publisher ltem Identifier S 0018-9294(97)06905-X.

0018-9294/97$10

f itself. The approach cannot follow the time variations
between the first and second heart sounds or alterations in the
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cardiac frequency present in the acquired respiratory signdle context of time delay and signal estimation. Section Il
because the distance between the original ECG and its delagethils on the fundamental idea and assumptions of the JTDSE
version is kept constant throughout the process. To avadheme. The adaptation schemes for the TDE using the Leven-
the acquisition of an additional signal, in [7] an elaborateerg—Marquardt (LM) algorithm [15] and the adaptive signal
scheme was applied to get the reference from the collectsgparation using the block fast transversal filter (BFTF) al-
signal. The idea was to produce a spike whenever a hegorithm [16] are also briefly described in this section. The
sound occurred in the acquired respiratory signal throughseheme is then applied to several cases of simulated and
combination of lowpass filtering and squared operation. Tletual respiratory sounds in order to test its performance under
experimental results showed low to moderate heart sourttiferent conditions and for a variable number of heart sound
reduction [7]. More recently, the analysis of respiratory soundemponent scenarios. The results presented in Section IV
on dogs was performed during anesthesia where at lesBow the promise of the proposed scheme for the TDE and
two microphones were used and a strain gauge monitorgiabsequent interference cancellation.

the inspiration/expiration/rest periods [8]. The adaptive heart

sounds cancellation was achieved using the phonocardiogrami. M ODELING OF THE ACQUIRED RESPIRATORY SIGNAL

(PCG) signal present in the rest periods assuming that thﬁ_et us consider the following model for the acquired respi-

neighboring PCG beats were correlated. The reference Sig']%lr?)ry signal,=(n), which consists of multiple heart sounds
were formed with the PCG beats just before inhalation andj"fﬁtspiratory s;)und, and the background noise, i.e '

after exhalation periods. The location of the PCG signals in
the respiratory section was determined by the cross-correlation
method. It was observed that even after the adaptive filtering, #(n) = Z yui(n — &) + Z Y2i(n — Agj)

PCG interference posed some problems, especially in the =1 =1

lower-frequency range. In [9] in order to avoid the time-delay + v(n) +b(n), n=0,1,--- N (1)

alignment procedure the reduced-order Kalman filter (ROKE) qre the first and second terms represent the effectsl;of
was applied. To facilitate the estimation of the respiratofy« heart sounds andif, second heart sounds with unknown
s_ounds_, an aut_oregressive (AR) model was fitted to the hegtt, delaysA,; and A;, respectivelyp(n) is the respiratory
signal information present in the segments of the collectedlnq angy(s) represents the effects of additive measurement
signal, which are free of respiratory sounds. The state-spage . The first and second interference heart sounds)

equations necessary for the ROKF were then establishgdy, () are of finite duration and nonoverlapping. Thus,
considering the respiratory sound as a colored additive Procgss can write

in the observation equation. It was shown that the ROKF

method produced heart sounds estimates which preserved — wii(n) =0 for n<Ay, n>Au+1u

the morphology of the original heart sounds. However, thgith

drawbacks of the ROKF approach lie in the necessity to Tis < Apist — A

establish a model for the heart and respiratory sounds and ’

the structural and computational complexity of the algorithm.
The study of the aforementioned schemes, as well as the

closer understanding of the original problem, led to the cokdth

clusion that the performance of any time-domain cancellation 155 < Ao jy1 — Aoy

scheme relies strongly on the accurate estimation of the time

delay between the reference and primary signals. Cong\éhereTli andZ5; are the corresponding durations. In addition,

quently, in this paper the heart sounds interference cancellatmﬁSe signals represent the “distorted” or modified version of

is accomplished in two steps. The first step deals with the tinf@€ reference heart sounds, i.e.,

delay estimation (TDE) between the two sequences while the y1:(n) = hyp(n) x z1,.(n)

second step deals with the interference cancellation. TDE is (1) = haje(n) * 2o (n) @)

needed not only for interference-cancellation type problems, Y2i 2 o

but also for source localization, direction of arrival estimatiorwherex refers to the convolution operation,,.(n) andzz,.(n)

etc., [10], [11]. Several methods have been developed for TDiepresent the first and second heart reference sounds, and

but the problem is still a subject of extensive research, singg;.(n) and ho;.(n) denote the impulse responses of the

delay estimation becomes very difficult in real-life situationsunknown” systems representing the correlation between the

In this paper a new joint time delay and signal estimatiareference heart sounds and the interference heart sounds.

(JTDSE) procedure is proposed using the dyadic multiresolu-The model in (1) is arrived at based upon three assumptions

tion analysis through the discrete wavelet transform (DWTising the properties of the contributing signals. First, the

[12]-[14]. The proposed methodology possesses a numbeiirgéraction between the heart sounds and the respiratory sound

key benefits such as the incorporation of multiple complemeis-assumed to be additive. Second, since the two sounds are

tary information at different subbands, robustness in preserganerated by independent sources, they are assumed to be

of noise, and a validation procedure for the estimated delayscorrelated [6], [7]. In addition, the relationship between the
The organization of this paper is as follows. Section heart sounds outside and within the respiratory segment is ex-

describes the modeling process of the acquired soundspiessed as in (2) [8], [9]. Now, considering these assumptions,

]\41 A42

ij(n):O for n<Aoj, n>Ag+ Ty



1008 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 44, NO. 10, OCTOBER 1997

Half-band High-pass

Filter
oy —>(2) ;@+ T
by ‘
) Added Detail
“(n x(n
(n)
Cix
Low-pass
Approximation o ~
&(n) 2 > ]2 &
Half-band Low-pass
Filter Analysis Synthesis
@
hl
b,
x(m)____ | hy 5 Decimation by 2
Lp
> d
2, —> b
=
, p >c Interpolation by 2
e &1

(b)

Fig. 1. (a) One-level multiresolution or subband analysis and synthesis. (b) Tree structure for DWT subband analysis cohtaireiyy

the goal of the JTDSE method is to estimate the time delalgand lowpass filterg;(n), and a half-band highpass filter,
Ay; andA,; and then separate the corresponding heart sourid¢n), respectively. These sequences can then be subsampled
from the acquired respiratory signal. This is accomplishddecimated) by a factor of two, due to the Nyquist criterion,

in two steps. In the first step the time delays associatgénerating an increment in the scale. This procedure precisely
with the heart sounds are estimated, i.e., the estimatesfains one level of the multiresolution analysis as shown
the positions of these interference signals are provided. Tine Fig. 1(a). The lowpass approximation sequence can be
second step deals with the estimation of the interference atetomposed subsequently as shown in Fig. 1(b). The filter
the subsequent cancellation process. The basic principle betiadk has a tree structure as shown in Fig. 1(b) giving the
the proposed scheme is that the information about the timell-known octave-band decomposition of the frequency axis,
delays is common to all the information bearing subbandsg., each level halves the width of the band and increases

hence, providing multiple “looks” of the same signal. the frequency resolution by a factor of two. Note that due
to subsampling by two, its time resolution is halved. The
lIl. JOINT TIME DELAY AND SIGNAL maximum resolution in the discrete-time case is determined
ESTIMATION (JTDSE)IN SUBBANDS by the original sampling rate.
Using the filter-bank approach for the DWT and assuming
A. JTDSE Process that the process of dividing the bands continues/Nolevels,
The first step in the interference cancellation procedure is\tx?:}e t]ll:]a!s()wpass approximation sequence in Fig. 1(b) can be
determine the accurate position of each heart-sound componen%
in the acquired respiratory signal. Once this is accomplished CNE = Zw(ﬂ)gN(QNk - 71) (3a)
time alignment of the reference and the acquired signal and n

subsequent adaptive filtering for signal separation can Weregy(n) is expressed in terms of the impulse responses
achieved in each subband. In this paper TDE is accomplishgfdthe half-band Iowpass filter as

by using multiresolution or subband decomposition [12]-[14]

of the reference signal and the acquired respiratory signal using gn(n ng\’—l Jg(n = 2k). (3b)

the DWT. This decomposition permits the study of signals

at different scales in a similar manner that one examinesSinilarly, the “added deta|ls" sequences at different levels
geographical map, i.e., large scales correspond to global vieiv§ [1, V] are expressed in terms of the half-band highpass

while lower scales correspond to detailed views. filter as
Let z(n),n € Z represent a square summable discrete- by = Z.’L’(n)hj(2jk —n) (4a)
time sequence. The multiresolution analysiszg¢f,) can be n

interpreted as a successive decomposition(af) in terms of | . ( ) is given by
its lower resolution and “detail” sequences. Using the subband
decomposition scheme, a lower resolution and the “additional #;( Zgj 1{(k)hy(n — 2k), j€[2,N]. (4b)
detail” sequences are generated by filteri{g) with a half-
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Fig. 2. Joint time delay and signal estimation in subbands.

We assume that the filters are of finite-impulse response (Flfthe delay associated with thgh heart sound. This is due
type of orderL and the impulse responses and their shifted the property that the final lowpass approximation and the
versions, by even shift, form orthogonal sets. It turns oatdded detail approximations for the sequente — A), with
that the lowpass and highpass filters are relatediffyr) = A = 2% and [, an integer, are, respectivelyy, ,_, and
(=1)"g(L — 1 — n) as the modulation by—1)" indeed b7, ,v_;;,,j € [1,N]. The updating rule fot; is based on the
transforms a lowpass to a highpass filter. Note thahas LM algorlthm [15] as will be described later. For every new
to be even in order for the filters to form orthogonal sets. [;, the function of the adaptive transversal filter is to modify its

The original sequence:(n) can be recovered by up-weights in order to generate an output signal which minimizes
sampling by two followed by convolution with filters with the mean squared error (MSE) at the output or maximizes the
impulse responseg,; (n) and Bl(n). It can easily be shown correlation or similarity between the outputs of the delay and
[12] that these are time-reversed versionggfn) andh;(n), the adaptive filter. To see this, let us for simplicity, assume that
respectively. The synthesis equation in termscaf;, and the acquired respiratory signal contains only one first heart
bjk,jJ € [1,N] sequences and the corresponding impulseund and that the TDE is performed on the final lowpass
responses of the filters in the associated bands is given byapproximated signals. In this case the output of the system

(error signal) is
J\
Jzzl zk:bj kh (n— 21k —|—Z CN, gN n—2 ) (5) e = CQJU\TI,Tk—li —w(k) * Cf\k ©6)

Note that the above DWT analysis and synthesis equatioB&it, from (1) the final lowpass approximation ofn) is
(3)—(5), are obtained based upon the assumption that the
signals are of infinite extent. In practice, however, only finite-
extent signals are encountered, in which case, in order\ipere §; represents the actual time delay at levél and
avoid border problems, one assumes that the original S|g@%k7c]-\zk and %, , are the final lowpass approximations of

z _ v b
CNE = cN,k—(Sg + CN .k + CNk (7)

is symmetric [13], [14]. y1(n),v(n) andb(n), respectively. Thus, we have
Once the signals are decomposed, the time delays are
estimated in each subband, iteratively using two adaptive ey ; = cit_; — w(k) * [cﬁ}k_é_ +c§;r7k+c§’\r7k}. (8)

mechanisms as shown in Fig. 2. This figure demonstrates

the entire process in one subband at fNéh level, where Sincexy,.(n) is assumed to be independent of the respiratory
X i andcy,, are the final lowpass approximations fefn), sound,v(n), and the measurement noigén), whenl; = ¢;
which represents a first or a second heart sound referermmd, further,w(k) captures the inverse model of the process
and for the acquired respiratory signaln), respectively. A hi;.(n) in the relevant subband, maximum correlation would
similar process can be applied to the added del@Ls and occur between the delayed referentg;_, and the output of
b1, J € [L,N]. The reference signak(n), in Fig. 2 is the the fllterw(k)*chk_ 5,- It can easily be shown that this leads
first, z1,(n), or the secondgs,-(n), heart sound sequencesto the minimum of the mean squared valueegfy,.

manually selected from the nonbreathing part of the collectedThe original BFTF algorithm is used for updating the
signal. The presence of measurement noise is inevitable in theights of the transversal filter as this method is inherently
chosen reference signal. However, due to fact that the ratést [16]. The process is repeated for several iterationg;for
of the power of the heart sound to that of the measuremertd the MSE curve is examined for its minima. The analysis
noise is very high, this does not impact the accuracy of tloé the minima of the MSE curve at each subband can be
TDE. The reference is then shifted in the subband to differetbne using a simple thresholding operation. The positions at
positions byl;. The delayl; is updated using a nonlinearwhich these minima occur correspond to the locations where
adaptation process to provide an estimateZof i.e., the maximum correlations between the outputs of both adaptive
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systems are found, which in turn correspond to the estimatelerep is the iteration index ang\l; is the updating step. The
of the delaysA\;. Consequently, the time delays are computagpdating stepAl; can be generated using different nonlinear
once the complete MSE curve is obtained. To account for thdaptation approaches such as the steepest descent method,
time lag introduced by the FIR adaptive filter at these positiomghich converges linearly and may be inefficient, particularly
[17], the lag associated with the largest weight is subtractad the minimum is approached, or the Newtons method which
from the delay estimate at each level. The final delay valgenverges quadratically provided that an adequate initial es-
is then calculated using\; = 27(I; — q), wherej is the level timate of the unknown weight vector is available [15]. In
index,; is the estimated delay, amds the lag associated with this paper, the LM optimization algorithm [15] which is a
the weight of the largest magnitude. The heart sounds are thmemlinear least squares-based method and provides a mean
separated from the acquired respiratory signal by means ofoa interpolating between the Gauss-Newton and the steepest-
separate processing. descent steps is used. The algorithm possesses quadratic
As a result of the filtering and decimation processes at eaotnvergence close to a minimum, where it approximates the
level, the signals are less correlated than those at the previ@auss-Newton method. If the initial estimates are relatively
levels. This has two major benefits for our application. Firgboor, its convergence degenerates to the method of steepest
noise and other disturbances will be less prominent at tHescent.
higher levels than in the original signal domain. Second, Using the LM algorithm for TDE in each subband and
since the signals at the higher levels are also, less correla@efining J = [V, ex] = (Ver Ves---Vey,,)!, wheree, =
the estimate of the gradient in the LM algorithm will becgirjk_li—wic,i,the following updating rule fof; can be given:

less noisy. In addition, the lower levels (finer scales) offer

increased accuracy in cpmparison with the higher Ieve_ls. Th“&li — Tnt (JtJ+ Bt x <22 i (C§ el — wf&ﬁ))]
once the time delays in each subband are determined, the m .

estimated delays can be validated against each other between (11a)
the subbands and levels (if needed) due to the fact that in a

dyadic multiresolution analysis the relationship between twiherelnt[x] represents the integer part of

consecutive levels is established by multiplication or division K 1y N4t N
by two. Based on these principles, a decision rule was arrived i = 2T =2 Zx(”)gzv@ (k=1;) - ”)
at in order to select the time delays between two levels. If the " (11b)

humber of minima is the same between the two levels, thgy « () is computed using the forward difference method
time delay |n_format|or_1 is generqlly extra_lctegl from the low 8]. The parameterd, prevents the possibility of singularity
level; otherwise, the time delay information is extracted fro f JtJ + 3 term. If this parameter is close to zero, then the
the next level. estimate is reduced to Gauss-Newton’s method, but if
greater thary’J, then (11a) provides a steepest-descent step.

B. Time-Delay Adaptation Process The selection of the paramet@rin (11) is a crucial step in

As mentioned before, the delak is updated in each the application_ of the LM algorithm. A simple way for the
subband using a nonlinear adaptation process, namely, the Bffection of this parameter is to multiply it by some factor
method. Let us, for the sake of simplicity, use the Iower-ordé\fhe”ev‘?rla stgp would resultin an increase of the cost function
approximation at leveN for the subsequent analysis. Note tha®) or divide it by the same factor if the step produces a
a similar procedure can be applied to all the other subbanfduction of the _cost function. However, mst_ead of deciding
If ¢% ,,_,, represents the output of the variable delay in Fig. g\(hether a step is successful based on a simple decrease or

the index for minimization in this subband can be given byincrease of the cost function, a better approach is to decide
whether the cost function at hand is adequately represented by

m , m N a quadratic model, so that the convergence of the algorithm
Ev=> ckp=_ (K —wiei) (9) to a local minimum could be guaranteed. The criterion can be
k=1 k=1 written as the ratio

where wy, = [wo(k) --wyn—1(k)]* and ¢ = [k = il@ . ?J(if A;Z) INE (12)

chr_mp1l’ are the weight vector for the adaptive BFTF Al + 12T + ) AL

of order M and its input vector at timé;, respectively. As wheree = [e; - --e,,]". The numerator represents the actual

described before, for every neWwy, the minimization with change in the value of the cost function (9), while the denom-

respect tow; is performed using the BFTF algorithm [16],inator represents the ideal change provided by the quadratic

which is explained later. Once the optimum weight vectanodel of the cost function. A value af equal to or greater

for that specificl; is obtained, the procedure is repeated bthan one (1) represents an acceptable model representation,

updating/; using the LM algorithm [15]. For the time-delaywhile a value less than one represents an inadequate model

adaptation, the goal is to iteratively find the necessary changepresentation. The value @f is not modified ifv is inside

for [; that lead to the minimum of the cost function (9) usinghe admissible modeling region established between 0.25 and

the following adaptation rule 0.75 [15]. However, outside this interval, the strategy is to
select an initial value ofs and then increase (or decrease) it

Lipy=Lp-1)+ Al (10) until the acceptable interval af is reached.
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C. Weight Adaptation Using the BFTF IV. RESULTS AND DISCUSSION

The second adaptive process for updating the weights of theThe JTDSE in subbands described in the Section Ill was
transversal filter uses the BFTF scheme [16]. This methodegamined on two data sets. The goal of the first experiment was
selected over all other adaptive schemes because of its unituéest the JTDSE scheme on synthesized data with different
features which include convergence speed, low computatiohalart-to-respiratory ratios (HRR’s) and for variable number of
requirements, and reduced round-off error effects. In generlagart sounds. The HRR is defined bylog,, (o2 /07) where
adaptive schemes are divided in two classes: methods th@tand o2 are the interference signal and respiratory sound
update the weights per sample of the desired and referenegiances, respectively. In this study the locations of the heart
signals, and those that make such adaptation once per bleokinds are knowa priori. The second experiment, however,
of data. The BFTF algorithm is computationally very efficieninvolved processing real data collected from a healthy subject
compared with other least squares (LS)-based schemes. In thith prominent heart sounds as well as the data from an
method, a block-LS cost function is minimized in every bloclksthmatic subject with obscured heart sounds conditions. The
independently. As a result, the algorithm guarantees a locadjgal of this study was obviously to investigate the usefulness
optimal solution in each block. Let us start with a singlef our scheme for real-life situations.
data block, the BFTF approach determines the weight vector

wyy, 7, 1 Which minimizes the block LS cost function A. Results on Synthesized Data

k y The first data set was generated using a segmented heart
Emny = Z (CRgm_lz. — W, LG (13) sound and an artificial respiratory sound. The segmented heart
m=k—L+1 sound was obtained from a different subject, not included

) ) . in the real cases of this paper. The reason was the low
wherel is the order of the transversal filter vectérspecifies easurement noise power for this case. A variable number

the data block lengtt; is the highest time index of the block,of heart sounds with different amplitudes and delays were
l; is the estimated delay, ar}, is defined as before. Note thaty rieq in the artificial respiratory sound to generate different

way,rx 1S the same weight vector ag, in (9). However, in {rR conditions. The artificial respiratory signal was generated
this section indexes/ and are added to indicate dependencyy fiiering a Gaussian noise sequence, covering the same

on the choice of the filter order and block size. Additionallygyectral range that is present in the real respiratory signals,

§wm,rx represents the same index for minimization defineghy allowing spectral overlap between heart and respiratory
over one block of data. Now, let us define the 1 desired and freqyency contents. In addition, to mimic the breathing-like

input block vectors as ;= [} s, "N r—t,—1+1]' shape of the respiratory signal, the filtered sequence was
andcej, ), = [cjz\’,k"'cjz\f,kTL+l]t' respectively, and thé x M enyelope modulated by a Hamming window in the time
aggregate data matri€y, ; , as domain. This procedure generates the simulated respiratory
sound for just one phase of the respiratory cycle. Note that the
Z - z z . . . . .
MLk = [CL,kv - '7CL,k—M+1]' (14)  model for this synthesized respiratory signal can be obtained
_ . from (1) and (2) by setting1;,.(n) = A1;,-6(n) or hej(n) =
With the error vector defined asi,zx = ¢, — Ay;6(n), hence, in this case the effects of distortion are
CirL Wiy 1 (13) can be rewritten as ignored. In addition, with the exception of one case, the
measurement noiskn) is zero since it does not present a
EM,Lk = 65\4,L,k6M,L,k. (15) dominant source of interference to impact the accuracy of

the TDE. Fig. 3(a) shows the artificial respiratory signal and
In order for (15) to attain its minimum, the vectef;r Fig. 3(b) shows the segmented second heart sound to be buried
must be orthogonal 6" 1, ;.. i-€.,¢4; 1 Cis.r.x = 0 (normal  in the respiratory signal. Five synthesized cases were generated
equation) [16]. The vectap,, 1, » that minimizes (15) is given with two or four buried heart sounds and with the HRR's of
by [16] —13.5 and—19.5 dB. These values are selected as they can
) be found in real-life situations and, moreover, provide difficult
WM, L,k :cz,k—liCJZ\LL,k(Ci\Z,L,k Cﬁ“’k)# (16) conditions for the detection of the heart sounds. Table |
presents all the cases and their corresponding HRR’s, together
where # denotes the generalized inverse which reduces to whith the true and the estimated values of the delays. Fig. 3(c)
standard inverse when the quantity involved is invertible. Trand 3(d) presents the two synthesized signals corresponding to
goal of BFTF algorithm is to find a recursion faf,,; - x in  cases 1 and 3 in Table I, respectively. The second column in
terms ofw, . 4, i.€., to update the weight vector of orde#-1 Table | shows the type of the heart signal inserted. The third
in terms of the weight vector of order. The algorithm consists column gives the HRR and respiratory-to-heart ratio (RHR)
of two steps. In the first step an order update rule is usedlues for the cases generated. The numbers in the fourth and
intrablockwise to successively increase the order of the filtBith columns represent the true and estimated time delays
with the exact solution obtained at tliéth iteration. Once the using the JTDSE- and the conventional cross-correlation-
final weight vector is obtained, the filtering is implemented obased methods, respectively. In all these synthesized data the
the data within the whole block in one pass. For details on theeasurement noidér») was equal to zero, except in the first
BFTF algorithm, see [16]. case in Table I, where a heart-to-measurement noise ratio of
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Fig. 3. (a) Artificial respiratory signal(n), (b) segmented second heart sound with measurementmpiget b(n), (c) synthesized signal(n) with HRR
= —13.5 dB (case 1 in Table I), and (d) synthesized sign@k) with HRR = —19.5 dB (case 3 in Table I).

TABLE |
TRUE AND EsTIMATED DELAYS FOR DIFFERENT HRR (RHR) VALUES

Case Heart Sound HRR (RHR) (dB) Time Delay Estimates JTDSE Method Time Delays Estimates Conventional Method

1 Second —13.5 (13.5) True: 280, 680 True: 280, 680
Estimated: 280, 672 Estimated: 263, 383, 465, 590, 679
True: 280, 680 True: 280, 680

2 Second 18535  toimated: 280, 680 Estimated: 280, 375, 465, 556, 678
True: 280, 680 True: 280, 424, 544, 680

3 Second —195(195)  Edimated: 280, 680 Estimated: 263, 374, 466, 556, 651, 759
True: 280, 390, 570, 680 True: 280, 390, 570, 680

4 Second 185035 toimated: 280, 392, 568, 680 Estimated: 263, 383, 556

First and True: 280, 680 True: 280, 680
5 Second —135(135)  Egtimated: 280, 680 Estimated: 280, 234, 374, 516, 556, 650, 680

7 dB was used, according to the power of the noise presevith the rest of the MSE-curve values. The operation requires
in the collected real data. The heart sounth) and the ordering the MSE-curve values from the global minimum to
synthesized signat(n) were then applied to the system inthe global maximum to initialize a vector associated with the
Fig. 2 with an eighth-order adaptive transversal filter. Thglobal minimum or the first minimum. A simple distance-based
dyadic decomposition was carried out for three levels usirggregation rule helps to decide if the next MSE-curve value
the Daubechies wavelets [12]. Precautions were taken to avisidhe ordered list is close to the first minimum or represents
edge effects in computing DWT coefficients for finite lengtla different minimum in the MSE curve. Each time that a
sequences by considering symmetric extension of the origimaw minimum value is added to the vector, a decision about
sequences. whether or not to include another minimum in the vector is
Once the MSE curve in each subband was generated, thade, based on the probability computation from the MSE-
minima selection was performed through a thresholding ope@asve histogram. The multiple time-delay estimates generated
tion that is MSE-curve dependent. The thresholding operationthe subbands can then be validated to arrive at the final
considers the MSE-curve values and their probabilities throughtimates. Table Il provides the estimated time delays in all
the use of the MSE-curve histogram. It is assumed that ttiee subbands for the second and third cases in Table I. As
prominent MSE minima have lower probability in comparisogan be seen from the results in this table, a simple decision
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Fig. 4. (a)-(c) MSE curves for the JTDSE scheme at the third level of decomposition for cases 1, 3, and 4 of Table |, respectively. The horizontal dashed
line in the MSE curves indicates the threshold. (d)—(f) Absolute value of the cross-correlation result betwgemnd z(») for case 1, 3, and 4 of Table I.

rule can be devised to select the common time-delay estimates TABLE I
according to their frequency of appearance in all the bands. ESTIMATED DELAY FOR SEVERAL SUBBANDS FOR
Our empirical studies indicate that subbands four and five (8) SEconD AN (b) THIRD CASES OF TABLE |
provide consistently valid estimates. Consequently, for aflands Estimated delay values
other cases the delay estimates were computed based upon 264 c4a 680
these two bands only. > >80 384 560

Fig. 4 presents the results for the first, third, and fourth 3 280 432 696
cases of the Table I. The actual delays of the heart sounds4 280 680
components in the first and third cases were 280 and 680Q,2 280 680
while the HRR of the third case;19.5 dB, was lower than o 280 320 500 680 52
the first one,—13.5 dB. For the fourth case the actual delays—g 280 680
were 280, 390, 570, and 680 as is shown in Table I. In aH
these cases, the second heart sound was used both as the @
interference and reference signal to the filter. Fig. 4(a)—(c)
presents the MSE curves for these cases at the third levelBands Estimated delay values
of the decomposition and for the fourth subband. The first 4 464 | 544
curve, Fig. 4(a), presents well-defined minima at two positions — 2 560
I, = 39 andl, = 86. For the third case, even though the 3 320 | 432 640
HRR is very low, it is possible to identify two prominent g 228 ggg
minima atl; = 42 andl, = 92. The estimated values of 6 320
time delays were extracted from these MSE plots by applying — 7 0 | 280 600 | 680
the adaptive thresholding operation mentioned before. These 8 280 680
values were then corrected by the delays caused by the largest ®)

weight of the transversal filtet;; = 4 and ¢ = 2 for the
first case andy; = 7 and ¢ = 7 for the third case. The time delay is slightly perturbed from the true delays as seen
results were then multiplied bg?, i.e., A; = 2¥(I; — ¢q), in Table I, while for the third case, the estimated values
where N = 3, in order to provide the estimates &; as are equal to the true values. Once the delays are estimated,
given in Table |. For the first case, the second estimatéithe-alignment can be achieved and filtering carried out in
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Fig. 5. Fifth case of Table I, containing a first and a second heart sound. MSE curve for JTDSE using (a) a first heart and (b) a second heart sound as
the reference. The horizontal dashed line in the MSE curves indicates the threshold for minima selection. (c) Absolute value of the crossfooreelatio
first heart sound reference and (d) cross-correlation result for a second heart sound reference.

the subband. The processed signal can then be reconstrugsddes match very closely with the true values as seen in
at the original signal scale. Fig. 4(d) and (f) presents thHeble |. The cross-correlation method, on the other hand, failed
results of the cross-correlation between the reference aaslit provided three estimated delays and those estimates were
the synthesized signals, which is still widely used for timaiot even correct.
alignment purposes [8]. A thresholding procedure was appliedThe last case in Table | corresponds to a synthesized signal
to the normalized absolute value of the cross-correlations déontaining a first and a second heart sound components. Real
Fig. 4(d) and (f). The delay values were estimated from thesgamples of this kind will be presented in the next section.
curves by thresholding the envelope of the normalized absolliteés generally correct to assume that the first heart sound
cross-correlation. An adequate value for the threshold thatmore closely correlated with another first sound than a
worked satisfactorily for all the cases was fixed at 0.6; a valsecond heart sound as they are produced by the same cardiac
below this was considered to represent poor correlation. Teaeurce. A similar assumption can be made for the second heart
estimated delays using this method are also given in Tablestund. Consequently, in situations where multiple different
As can be observed, the cross-correlation method providedheart sounds are present, two different reference signals must
rather large number of spurious time-delay estimates. Evenlamused in the JTDSE method. Note that one can not use both
adaptive threshold method for the cross-correlation functidine first and second heart sounds as the reference, as the time
could generate several spurious time delay estimates. interval between them is generally variable. Fig. 5(a) and (b)
The effectiveness of these methods was also tested whenghews the plots of the MSE curves for the JTDSE when a first
time delays became close together, while the HRR was keptd second heart sounds are used as a reference, respectively.
constant. Although this case does not typically occur in reakgain, the curves exhibit well-defined minima at two different
life situations, as there is always a time difference betwegositions indicating the presence of two different heart sound
the onset of the first and second heart sounds, the case€dmponents in the synthesized signal. The estimated delays at
presented here to demonstrate the potential of the JTD®Erth subband are given in the last row of Table I. Fig. 5(b)
method for separating close components. Fig. 4(c) preseatsl (d) shows the results of cross-correlation method which
the fourth case of Table | where four heart components aBow estimated delays at 280, 516, and 650 for the first heart
present in the synthesized signal. The MSE curve indicates gaind and 234, 374, 556, and 680 for the second heart sound.
presence of four heart sound components through four well-
defined minima. In this case, the JTDSE method generat%d
accurate estimates of the positions of all the heart soundThe second data set consisted of real signals collected from
components inside the synthesized signal and the estimadetiealthy subject and an asthmatic patient. This data was

Results on Real Data
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Fig. 6. (a) Collected signal from a healthy subject. (b) Collected signal from an asthmatic patient. (c) Manually selected acquired respimtory sect
z(n) from the signal in (a). (d) Manually selected acquired respiratory secfiar) from the signal in (b). The respiratory sections are identifiedh
(@) and (b) whileH identifies the selected reference heart sounds.

acquired at trachea and cardiac apex levels and samplediajuired respiratory section are correlated. Consequently, for
a rate of 4 KHz. Note that in all the experiments manuahore accurate TDE, it is better to examine the results of both
segmentation was performed in order to extract the acquirge first and second heart sounds as a reference for the JTDSE
respiratory segments and the reference heart sounds. $bkeeme. These heart sounds are manually extracted from the
reference signal was selected from those heart sounds closeditected signals in Fig. 6(a) and (b) in sections that are close
(before or after) the acquired respiratory section. Although,tid the acquired respiratory section. The results of both heart
is possible to implement an automatic segmentation schesminds can then be combined for the filtering process. The
based on signals like the air flow or changes in thoracheart-to-measurement noise ratio (HNR) was about 7 dB for
electrical impedance with the respiratory cycle [19], this wake cases shown in Fig. 6(a) and (b). For the case in Fig. 6(c),
not implemented here as it is not related to the main thrusie MSE curve is obtained using the JTDSE method with
of the paper. Fig. 6(a) and (b) shows the collected signaa eighth-order BFTF filter and the second heart sound as
including several heart sounds. It is possible to clearly see theeference is shown in Fig. 7(a). The corresponding MSE
only heart sound component inside the acquired respiratayrve using the first heart sound as the reference gave one
section in the first case, as the HRR is higher than in timeinimum at approximately the same location as the one shown
second case. This case was included in the testing in oritefFig. 7(a). Both MSE curves indicated the presence of only
to verify that under the high HRR condition the results of thene heart sound. Nevertheless, only the results of the second
JTDSE and cross-correlation methods are identical. In contrastart sound are presented since larger correlation was obtained
to the first case, the second case, as shown in Fig. 6(b) dadthis reference signal. Fig. 7(d) shows the cross-correlation
(d), is complicated due to several factors; such as low HRResult between the acquired respiratory signal in Fig. 6(c)
presence of multiple heart sound components, and variatiarsl the manually selected second reference heart sound for
in the cardiac frequency. Fig. 6(c) and (d) shows the manuathis case as shown in Fig. 6(a). As can be seen from both
extracted acquired respiratory sections for these cases. the MSE curve and the cross-correlation result, the location
In any real case, multiple first and second heart sounds nmafythe heart sound component can easily be detected. The
be present in the acquired respiratory signal. In addition, astimated time delay was 372 for both the JTDSE and the
pointed out before, the heart sounds outside and inside titress-correlation methods. The validity of this estimate can
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Fig. 7. Results for the healthy subject case. (a) MSE curve for the JTDSE for a second heart sound as the reference, (b) estimated respiratory signal for
JTDSE, (c) estimated heart sound for JTDSE, (d) absolute value cross-correlation result between the manually-selected reference secoddhéattesoun
acquired respiratory signal in Fig. 6(c), (e) estimated respiratory signal for cross-correlation method, and (f) estimated heart souncfoelatassoethod.

be approximately verified by visual inspection since the hegrbinted out byC and D with estimated time delays at 1312
sound is prominent for this subject. Fig. 7(b), (e), (c), anand 2680. Point#\, B, C, andD are indicated in the MSE
(f) presents the estimated respiratory and heart sounds ¢arves in Fig. 8(a) and (b).
these methods. As far as the estimation of the heart sound€onsidering the characteristics of these MSE curves it is
components is concerned, this is considered to be a simpleserved that when a first heart sound was used as the
case since the heart sound is very prominent in the acquireference, in Fig. 8(a) two prominent minima occurredAat
respiratory section. andB indicating increased correlation at these positions, while
In contrast to the first case, the second case [as showrtie minima at position€C and D were not so prominent.
Fig. 6(b) and (d], is complicated due to the factors mention&h the other hand, when a second heart sound was used
earlier. In this case, due to low HRR, the order of the BFT&s the reference, Fig. 8(b) exhibits two prominent minima at
filter in the TDE was increased to 20. Fig. 8(a) shows the MStositions indicated byC and D, whereas, those & and B
curve obtained using the JTDSE method when the first heare not so obvious for this reference. Taking into account the
sound was used as the reference signal for the JTDSE schechanges and similarities in the positions of the minima in these
Again, the MSE curve presents well-defined and prominectirves, one can conclude that two first heart sounds and two
minima at positions pointed out by A and B with estimatedecond heart sounds are present in the acquired respiratory
time delays at 936 and 2208, respectively. Fig. 9(a) showsction of Fig. 6(d). The first minimum, located around 60
the corresponding cross-correlation result between the sigmalFig. 8(a) and (b), is due to the sudden transition at the
section in Fig. 6(d) and the first heart sound reference selectejinning of the acquired respiratory signal in Fig. 6(d) at
for this case. The cross-correlation method provided timapproximately 500. This transition might have been caused by
delay estimates at 1000, 1329, and 2295. Next, the sec@ndmall movement of the microphone. Fig. 9(b) presents the
heart sound was used as the reference signal for the JTD®Eult of the cross-correlation method for a second heart sound
method. Fig. 8(b) presents the MSE curve for this case. N@s the reference signal. This figure indicates the estimated time
the MSE curve presents two well-defined minima at positiomelay values at 1182 and 1369.
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