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ABSTRACT OF DISSERTATION 

IMPROVING NUMERICAL WEATHER PREDICTION: ERROR GROWTH AT 

THE CONVECTIVE SCALE AND SPEED 

Despite the continuous growth of the available computational power, it is 

undoubtedly beneficial, for both the research and operational communities, to increase 

the efficiency of Numerical Weather Prediction. Because parameterizations often occupy 

a significant portion of the total execution time the first focus of this work is to provide a 

methodology to transform parameterizations into algorithms that provide the same output 

at a fraction of the computational cost (i.e., transfer schemes). 

Several transfer schemes are developed for the Harrington radiation 

parameterization, in the clear sky case and implemented in the Regional Atmospheric 

Modeling System. The best one requires roughly 5% of the computational expense of the 

parent scheme. Accuracy is generally preserved and an analysis of the main 

meteorological fields after two days of simulations does not show significant differences. 

The differences for the 2 m temperature are larger than for the other fields, but still 

smaller than the differences introduced by a second common parameterization. 

A second area where NWP is in need of improvements is convective-scale 

forecasting. The advantages of more accurate forecasting derive from the high societal 

impact of convective events, which can be severe and lead to loss of life and property. 
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Ensemble forecasting is an ideal tool to handle uncertainties in forecasts and the second 

aim of this study is to identify the processes that lead to error growth at the convective 

scale, for a case study over the United Kingdom using the Met Office Unified Model. 

The perturbation was applied to the potential temperature at a specific model level within 

the boundary layer, either sequentially (every 30 minutes) or at specific times. It was 

determined that acoustic waves are generated and can affect the background state. 

Vertical stability is also altered and occasionally lids can be set or removed. The unique 

boundary-layer scheme also contributes to error growth, by triggering different 

parameterizations as a response to the perturbation. Finally there are qualitative 

differences between high amplitude perturbations (1 K) and the smaller ones (0.01 and 

0.1 K), but the root mean square error reaches similar values at saturation. 

Giovanni Leoncini 
Department of Atmospheric Science 

Colorado State University 
Fort Collins, Colorado 80523 

Spring 2009 
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CHAPTER 1 

INTRODUCTION 

The forecast skills of Numerical Weather Prediction models used by several 

weather services have been improving steadily. Part of this increase in verification scores 

is certainly due to the increased resolution allowed by the greater computational power 

now available. However, additional computational costs of model simulations are 

carefully weighted against the improvements they bring to the overall verification scores. 

Thus, the ability of running the same model at a lesser computational expense, without a 

decrease in accuracy, can greatly benefit NWP by freeing resources which can be devoted 

to improve weak features of the model itself. Parameterizations use a significant part of 

the overall computational cost of a model run. Majewski et al. (2002) reports that 

parameterizations can make use of 48% of the overall computational cost of a high 

resolution global model run, and the radiation parameterization alone takes up 57% of the 

total parameterization costs. Furthermore such values are not unusual for limited area 

models; tests carried out with the Regional Atmospheric Modeling System (RAMS) for 

this study show that the Harrington radiation scheme occupies 13% of the total 

computational time. Therefore in order to increase the computational efficiency of NWP 

is reasonable to turn the attention to parameterizations, and more specifically to radiation 



parameterizations. The first aim of this work is develop a general methodology to 

transform parameterizations into transfer schemes. The core concept is to exploit their 

limited accuracy to build a fast algorithm that provides the same output at a fraction of 

the computational cost. Such an idea is described in Chapter 2, along with its 

implementation into RAMS for the Harrington radiation scheme. 

It was mentioned previously that the resolution of the operational NWP model has 

been increasing and currently several weather centers are running their models 

operationally with grid spacings of O(lkm). For example NCEP has been running ETA 

with 4 km grid spacing for 3 years (Wesimann et al. 2006) and similarly the Met Office 

with the Unified Model. Whilst the increased resolution resulted in a general increase in 

performance of the models, verification studies show the accurate forecast of timing and 

location of severe convective events as well as precipitation amounts still remains a 

daunting challenge. Unfortunately this happens also because even small errors (i.e., of the 

order of a few grid spacings) can significantly affect the impact of a storm, for example 

by flooding a different river catchment with adverse consequences on the efficacy of 

warnings and rescue efforts. 

The high societal impact of severe convective events renders ensemble 

forecasting particularly attractive for the convective scale, since it provides a measure of 

the forecast uncertainty. At the same time, the availability of large computational 

resources has made multiple high resolution simulation possible at the regional scale. A 

recent study by Hohenegger and Schar (2007) underlines that most of the many 

perturbation methods, efficiently employed at the global and synoptic scale to build 

ensemble forecasting systems, are unlikely to be as successful at the convective scale. 

This is due to the strong nonlinearities which result in error doubling times of a few hours 
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instead of days. As a first step towards the design of an ensemble system the second aim 

of this work is to identify the physical processes that lead to error growth at the 

convective scale and to test a novel method to perturb the model state. This study is 

described in Chapter 3 and is carried out using the Unified Model of the British Met 

Office for a specific convective event over southern England. The case study consists of 

strongly upper-level forced event characterized by mesoscale topographic and surface 

features which resulted in widespread scattered convection and a squall line that travelled 

eastward during the morning hours. 
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CHAPTER 2 

FROM MODEL-BASED PARAMETERIZATIONS TO LOOKUP TABLES: 

AN EOF APPROACH 

2.1 Introduction 

The goal of this study is to transform the Harrington radiation parameterization 

into a transfer scheme or lookup table, which provides essentially the same output 

(heating rate profile and short and longwave fluxes at the surface) at a fraction of the 

computational cost. The methodology put forth here does not introduce a new 

parameterization simply derived from the Harrington scheme, but shows that given a 

generic parameterization it is possible to build an algorithm, largely not based on the 

physics, that mimics the outcome of the parent parameterization. The core concept is to 

compute the Empirical Orthogonal Functions of all the input variables of the parent 

scheme, run the scheme on the EOFs, and express the output of a generic input sounding 

exploiting the input-output pairs associated to the EOFs. The weights are based on the 

difference between the input and EOFs water vapor mixing ratios. A detailed overview of 

the algorithm and the development of a few transfer schemes are also presented. Results 

show very good agreement (r > 0.91) between the different transfer schemes and the 

Harrington radiation parameterization with a very significant reduction in computational 

cost (at least 95%). 
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This study aims to provide an algorithm, or transfer scheme (TS) which can 

accurately reproduce the output of a generic parameterization, in this specific case the 

Harrington radiation scheme (Harrington 1997; Harrington et al. 1999), using a fraction 

of the computational power required by the parent parameterization. The background of 

this work has been laid out in Pielke et al. (2006) and is briefly summarized here. 

Most Numerical Weather Prediction (NWP) models solve numerically the 

equations of motion, but also use parameterizations to account for subgrid-scale 

processes (e.g., turbulence), short- and longwave radiative flux divergence and other 

processes which cannot be explicitly simulated within the dynamical core which accounts 

for pressure gradient, Coriolis Effect, advection, and mass continuity. Land-surface 

interactions are also among the parameterized processes. 

Because of computational constraints and limited physical knowledge, 

parameterizations always involve tunable coefficients (unlike the dynamical core) and are 

based on approximations. Furthermore most times they are strictly ID, in the sense that 

they use values only from one grid column at a time. 

Regardless of accuracy, parameterizations represent a considerable share of the 

total computational burden. Majewski et al. (2002) showed that for high resolution 

global NWP models, parameterizations account for 46.8% of the total computational cost 

while radiation parameterizations occupy 57.5% of that number. Similarly Chevallier et 

al. (1998) reports that the longwave radiation scheme accounts for 10 and 18% of the 

total computing time required, respectively, by the general circulation model at the 

European Center for Medium Range Weather Forecast and the climate model of the 

Laboratoire de Meteorologie Dynamic. Tests conducted during this study show that the 
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Regional Atmospheric Modeling System (RAMS) has similar performances and the 

Harrington radiation parameterization occupies 13% of the total CPU time. 

Therefore there would be great gain if a lookup table (LUT), or a Transfer 

Scheme (TS), could accurately reproduce the outputs of a parameterization at a fraction 

of the computational cost. 

The main problem in developing a TS is that a simple brute force approach would 

require running the parent parameterization for all the possible input cases it can possibly 

be given during a simulation. The number of combinations of all the possible values, 

aside from being impractically large would grossly misrepresent reality since not every 

combination is physically possible. For example, we know that superadiabatic profiles of 

temperature generally can only occur immediately above a surface such as the ground or 

a cloud top. There are also larger-scale constraints such as the gradient wind balance at 

the synoptic scale in the mid- and high-latitudes. Moreover parameterizations are very 

often a limited representation of reality due to the set of simplifying assumptions. 

Therefore a two-stream radiation parameterization, such as the Harrington scheme, 

cannot be expected to reproduce the variability of the heating rates as a line-by-line code 

would do, let alone as nature does. On the contrary, parameterizations or "physics 

packages" must be thought of as the best possible compromise between the available 

computational resources and the accuracy desired. Because of the limited representation 

of reality that parameterizations offer, their outputs (i.e., physical variables) are likely to 

depend on and/or to be sensitive to a more limited number of physical parameters and 

quantities as compared to the behavior that the same physical variables have in nature. 

This study aims to show that it is possible to reproduce the behavior of parameterizations, 

not reality, at a fraction of the computational cost, using techniques and/or algorithms 
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that are not strictly related to the physics which parameterizations attempt to represent. 

The choice of the Harrington scheme is due mainly to two factors: its relatively high 

computational cost, and the limited number of input variables which render it more easily 

tractable. 

Pielke et al. (2006) suggested ways to reduce the input space of a 

parameterization which is usually much larger than the output space, and in this study the 

Empirical Orthogonal Functions (EOFs) have been employed. The two main reasons for 

this choice are first of all its ability to identify key "patterns" among all the realistic 

inputs to the parent scheme, and second, the fact that every input can be expressed as a 

linear combination of such patterns, thereby greatly reducing the dimensionality of the 

problem. This is possible because the key patterns (i.e., the EOFs) are obtained through 

the eigenvalues and eigenvectors of the correlation matrix of the data. This property of 

the EOF analysis (or Principal Component Analysis) has been exploited widely for 

decreasing the number of estimators in statistical estimation (e.g., Davis 1976; Lorentz 

1956, 1977). A second benefit of the EOF analysis is that the physical significance of the 

patterns themselves is ranked by the percentage of the variance of the data they explain, 

in a linear sense. This feature has also been exploited widely for several other 

applications: for example to study several aspects of the large-scale circulation such as 

the North American Monsoon (e.g., Castro et al. 2007), the Northern Hemisphere mean 

flow (Kravtsov et al. 2006), the Arctic Oscillation (Thompson and Wallace 2000), the 

predictability of seasonal means (Schubert et al. 2002), the relation between surface-level 

humidity and column-integrated water vapor (Liu et al. 1991), the impact of microphysics 

parameterization on a cloud property retrieval algorithm (Biggerstaff et al. 2006), and to 
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approximate the difference in the reflectance of the O2 A band obtained from a 

multiscattering line-by-line code and a two stream representation (Natraj et al. 2005). 

Furthermore, the EOF analysis has been used widely not only recently, but since 

Lorenz (1956) first brought it to the attention of the atmospheric science community, and 

its sampling errors are well known especially after the studies of North et al. (1982), 

Storch and Hannoschock (1985,) and more recently Quadrelli et al. (2005). A detailed 

description of EOFs and their utility in the atmospheric sciences can be found in Wilks 

(2006). 

The patterns identified by the EOF analysis are essential for this study since the 

core concept of the TS is to compute the EOFs of all the inputs to the Harrington scheme 

(HS), obtain the heating rates, and the other outputs associated with the EOFs, and then 

use those input-output pairs to approximate the HS outputs for every input. 

While the words "transfer scheme" better characterize the algorithm development 

herein, traditionally similar algorithms, or parts of algorithms have been called "lookup 

tables", and both nomenclatures are used interchangeably here. 

The details of the algorithm are explained in Section 2.2, while Section 2.3 

describes the results of the accuracy and speed tests, and finally the description and 

discussion of the results obtained by embedding the TS in RAMS are given in Section 

2.4. 

2.2 Methodology 

2.2.a Overview 

The EOFs of the HS input variables (surface albedo, upwelling longwave 

radiative flux at the surface and the vertical profiles of pressure, temperature, and water 
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vapor mixing ratio) are computed for a particular location and a specific time of the day 

under clear sky conditions. Then, the EOFs (or alternatively the regression of the data 

onto the principal components) are fed to the offline version of the HS, which, for each 

individual EOF, provides downwelling surface radiative fluxes and a vertical profile of 

radiative heating rates. Each EOF is associated with the day exactly at the center of the 

period over which they have been calculated. When input-output pairs are established, 

they are used to obtain a synthetic HS output for a generic input at that specific location 

and time of the day. This process is carried out at each model grid column, and no 

assumption is made concerning horizontal spatial variations. The same calculation is 

performed at eight different times of the day every three hours, starting at 0 UTC, and the 

LUT output at intermediate times is obtained by linear interpolation. Because the EOFs 

are calculated offline prior to the simulation, the only part of this process which must be 

carried out within a NWP model is the generation of the synthetic output. The TS output 

will be a weighted average of the output of each individual EOF. The weights are, in 

turn, determined by an arbitrarily defined "distance" between the EOFs and the input 

itself, at each grid point. This process is represented schematically in Fig. 2.1. It is also 

important to remember that the aim of this study is merely to achieve a reduction in 

speed, and no physical interpretation of the EOFs or of their significance will be 

attempted. 

Different weighting strategies were tried offline using an independent month of 

RAMS output (Sept 2005) and the most successful one was then implemented into 

RAMS and compared against the parent scheme for a 2-day simulation during Sept 2005. 

A few key meteorological fields are then compared from simulations that used the parent 
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Figure 2.1 Schematic illustrating the process used to transform a parameterization in 
a transfer scheme. The subscripts i and j indicate grid dependent quantities. 

scheme, the best TS, and the Chen-Cotton radiation parameterization (Chen and 

Cotton 1987). 

The only difference between the version of the Harrington scheme applied on the 

EOF's and the version actually used in RAMS, is in how the air density is treated. The 

online (or in RAMS) version uses the background state density which is constant through 

each individual run, while the offline version computes the density from the temperature 

and pressure profiles which constitute part of the EOFs in order to have the 

thermodynamic quantities as balanced as possible. The differences between the two 

versions are one order of magnitude smaller than the error introduced by the LUT and 

thus they have been deemed negligible. 
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2.2.b The EOFs 

Since the EOFs are meant to represent all the possible inputs which a clear sky 

atmosphere can provide to the HS, they were first computed using rawinsonde data for a 

particular station. Unfortunately the significance of the EOFs at each site varies with the 

different location histories and missing data periods. In order to avoid this inconvenience 

and to take full advantage of the temporal and spatial consistency that a NWP can offer, 

the EOFs were computed using the output of series of ad hoc simulations of the RAMS, 

which has already proved successful in this type of application as shown by Castro et al. 

(2007a, b). 

The choices of the period of the year over which to compute the EOFs and how 

many years of data to use is a compromise mainly between two competing factors: on 

one hand the necessity of a small number of EOFs to have a faster algorithm, and on the 

other the necessity of having a sufficient number of EOFs to explain the variability of the 

input soundings. Considering also the computational constraints and the fact that with 

each EOF is associated a fixed day which is used to compute the zenith angle, along with 

hour and location, it was chosen to split the year into its 12 months. However, results 

from one month only are presented here, since the present study aims to show the 

feasibility of the LUT concept and the same implementation can be easily carried out for 

remaining periods. The effectiveness of the EOFs in building the TS is affected by the 

day of year associated to the EOFs, because if the corresponding zenith angle is very 

different from the zenith angle of the profiles input to the TS, the shortwave flux yielded 

by the TS will be unrealistic. In order to show that this is not detrimental to the TS, the 

month chosen for this study is September which belongs to a transition season, during 
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which the daily range of values of zenith angle at a grid point changes the most during 

the month. 

As it has already been stated, this work does not aim to provide a physically 

meaningful interpretation of the EOFs, but it has been assumed that a more realistic set of 

EOFs would yield a more realistic set of associated heating rates and surfaces fluxes and 

therefore lead to a more accurate LUT. Pursuing this line of reasoning, several EOFs are 

retained, explaining up to 97.5% of the variance. Furthermore the model climatology 

data has not been filtered, nor averaged, and the EOFs have been rotated using the 

varimax method (Kaiser 1958) after scaling the eigenvectors, so that the each EOF has 

unity variance, but the principal components are mutually uncorrelated, and the EOFs are 

not orthogonal to each other, thus avoiding unphysical features introduced by this last 

mathematical constraints (Wilks 2006). This property of the rotated EOFs was also used 

in Arakawa (1993) which showed that the first few rotated EOFs of vertical profiles of 

heating rates are representative of typical cloud regimes. 

To compute the EOFs for September, model-generated data from 10 Septembers 

(1995 through 2004) were used resulting in 300 temporal realizations of the sample 

because the EOFs are computed at eight hours of the day (from 00 to 21 UTC every three 

hours) using data at the same time of the day (1 sample per day, per 30 days, per 10 

months), at each grid point of the RAMS domain. According to Quadrelli et al. (2005) 

this number is not enough to properly resolve all the eigenvectors and eigenvalues, 

especially for the high order EOFs. This issue, in principle, is even more important in 

this study, since the TS involves EOFs up to 97.5% of the total explained variance. 

Unfortunately the number of temporal realizations necessary to reduce the problem 

significantly for so many EOFs (up to 44) is too large for any practical use, and the 
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sample size was arbitrarily chosen. The RAMS simulations all share the same 

configuration which consists of one grid which covers the United States, east of the 

Rocky Mountains (Fig. 2.2). The radiation scheme was Harrington's (Harrington 1997; 

Harrington et al. 1999), a two-stream parameterization, and was called every 20 minutes. 

Further details can be found in Section 2.3. 

Figure 2.2: Domain and topography 
used for all simulations. 

96W 93W 90* 87W 84W 81W 78W 75W 

Although the ultimate measures of the TS value are its accuracy and 

computational cost, not the significance of the EOFs, they constitute the core of the TS 

and to investigate how it is affected by the EOFs six TSs have been implemented with 

different sets of EOFs (see Table 2.1). The control, "TS10RF00", is based on rotated, 

unfiltered EOFs which are computed using the whole 10-year model climatology. The 

number of EOFs retained for each grid point, correspond to a total explained variance of 

97.5%. Because the number of retained EOFs greatly affects the TS speed 

TS10RF00v75 and TS10RF00v50 used the same set of EOFs, but only up to 75 and 50% 

of the total explained variance, respectively. Time filtering the data results in fewer and 

more significant EOFs, so TS10RF11, TS10RF21, and TS10RF31 have been built 
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filtering the data with a Hamming low pass filter (Oppenheim et al. 1999) with windows 

of 11, 21, and 31 days. The same EOFs of TS10RF00, but non rotated, have been used 

for TS10NRF00, and TS9RF00 EOFs are rotated and unfiltered, as for TS10RF00, but 

based on a nine-year model climatology, from 1996 to 2004. The name of each TS is 

related to the characteristics of the EOFs: the first number (10 or 9) refers to the length of 

the climatology, and R (NR) stands for rotated (non- rotated) EOFs. The letter "F" and 

the following number indicate the filter window in days: 0 for unfiltered, 11 for eleven-

day low pass filter, etc. 

Table 2.1: Characteristics of the Different Transfer Schemes 

TS Name 

TS10RF00 

TS10RF11 

TS10RF21 

TS10RF31 

TS10RF00v75 

TS10RF00v50 

TS10NRF00 

TS9RF00 

Numof 

years 

10 

10 

10 

10 

10 

10 

10 

9 

Rotated 

EOFs 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

No 

Yes 

Filter width 

[day] 

None 

11 

21 

31 

None 

None 

None 

None 

Variance retained 

[%] 

97.5 

97.5 

97.5 

97.5 

75 

50 

97.5 

97.5 

Finally, the EOFs and therefore the TSs are computed only for clear sky to reduce 

the number of variables involved in the calculations and have faster turnout times. A 
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model output column is defined as clear sky if its total cloud water mixing ratio is less 

than 10"8 kg kg"1. The point is defined as cloudy otherwise. This value has been chosen 

because reducing it would not decrease the number of clear sky grid points as depicted in 

Fig. 2.3. 

RAMS version 4.3 was used for all the numerical simulations in this study. Most 

of the choices made were driven by the necessity of using a standard NWP type of 

configuration, in order to emphasize the usefulness of the LUT for common applications 

without great computational costs. The basic configuration consists of one grid only of 

68 x 67 points, with grid spacings of 40 km. The vertical grid has 33 atmospheric levels, 

and its spacing is stretched with a ratio of 1.12 starting from 50 m up to a maximum of 

1500 m. The first level is roughly 24 m AGL while the model top is at 15800 m. 

Timestep is set to one minute. The North American Regional Reanalysis (Mesinger et al. 

2006) was used to provide initial and lateral boundary conditions, and its total water 

mixing ratio, horizontal wind and potential temperature were nudged at the top model 

level using the Newtonian relaxation method. As mentioned earlier radiative fluxes were 

represented by the Harrington scheme and LEAF2 (Walko et al. 2000) parameterized the 

surface fluxes of heat and moisture. Diffusion was parameterized according to the 

anisotropic scheme of Smagorinsky (1963). The radiation parameterization 

(Harrington's) is called every 20 minutes. Finally the convection scheme was modified 

version of the Kain-Fritsch convection scheme (Kain and Fritsch 1993; Castro et al. 

2002; Castro 2005). The only cloud process allowed was liquid condensation. 
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Figure 2.3: Percentage of clear sky grid points as function of the threshold mixing ratio. 

2.2.c The Weighting Strategy 

The output of the TS is a weighted average of the EOFs outputs, and the 

computation of the weights constitutes the core of the TS. 

The orthogonality property of the unrotated EOFs can be exploited to compute the 

weights for each EOF, as it guarantees that, if the input sounding belongs to the same 

population that generated the EOFs, there exists one, and only one, linear combination of 

EOFs that is equal to the input sounding. Unfortunately despite its simplicity and 

elegance this method cannot effectively be applied, because not all the EOFs generated 

are orthogonal, even using double precision. This happens because, for the cases 

analyzed, over half of the EOFs (roughly 60) are effectively identical, resulting in a 
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nonorthogonal EOF matrix consistently with the above mentioned analysis of Quadrelli 

et al. (2005). 

Further weighting strategies have been tested, but all were inversely related to the 

relative or absolute difference between the input sounding variables and the 

corresponding EOF variables. At first the weights were determined not only for each 

EOF, but also at each vertical level, but those strategies did not perform as well as the 

strategies that produced one weight per EOF. Most likely this is due to the implicit 

assumption that heating rates at different levels are independent from each other. The 

sum of the difference, as opposed to absolute value of the difference, also, has proven to 

be a poor measure of the similarity between the input sounding and the EOFs, because for 

a specific input sounding - EOF pair, mixing ratios larger for the sounding at a particular 

vertical level can be compensated by smaller values at different levels. Thus, two EOFs 

can have very similar weights even though one matches almost perfectly the vertical 

profile of water vapor mixing ratio and the other oscillates around the input sounding. 

The weights for the input sounding s, associated with each EOF e, which resulted in the 

best correlation and root mean square error (RMSE) between TS and HS outputs were 

determined by trial and error and are given by 

( . .Y20 

w. = xk-< 
v * 

where the subscript k indicates the vertical level. The high value of the exponent is 

necessary to cause the weights of the EOFs which are very different from the input 

sounding to go rapidly to zero. A smaller absolute value exponent would excessively 

weight the EOFs which are more distant from the input sounding, producing unrealistic 

heating rates and surface radiative fluxes. On the other hand, a larger absolute value of 
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the exponent fails to weight properly the EOFs which are closer to the input sounding, 

resulting again, in unrealistic values of heating rates and surface fluxes. Because of the 

very good code optimization at compilation, changing the exponent does not change the 

overall execution times. Exponentially decaying weights have also been tested, but the 

sensitivity of the weights to the value of the exponent is much stronger, making the 

tuning process more difficult and probably location dependent. The weights, which can 

be only zero or positive, are then normalized at each grid point (i.e., for each input 

profile), and are the same for all the HS output variables (heating rates, surface short- and 

longwave downwelling radiation fluxes). 

From the tests performed using different weighting strategies a few conclusions 

can be drawn: 

• a bulk weight per column results in improved correlations when compared against 

individual weights per grid point, confirming the integral character of radiative 

transfer. 

• although all the input variables for the HS scheme (i.e., pressure, water vapor 

mixing ratio, and temperature profiles, upwelling longwave radiation, and albedo) 

have been used in the computation of the EOFs, mixing ratio alone works better 

than any other input variable or combination of variables, even when the 

combination includes the mixing ratio itself. 

• if the weights computed as described are multiplied by the fractional explained 

variance and then normalized, the overall performance of the algorithm changes 

only slightly. 
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2.2.d Tests 

To better describe the performances of the different LUTs implemented here, two 

kinds of accuracy tests were carried out. First, for each of the TSs, a two day simulation 

was carried out applying the HS at the cloudy points and computing both the TS and the 

HS at the clear sky points, but the TS output was driving the simulation. These 

simulations have been used to derive the error statistics of the LUTs compared with their 

parent parameterization, at the same grid points, fed the same input variables. 

A second set of three simulations is then carried out, where the only difference is 

the radiation scheme, SI uses HS, S2 uses Chen-Cotton, and S3 uses the best LUT and 

different meteorological fields (250 mb wind, 500 mb geopotential, vertical velocity at 

500 mb, 2 m temperature, and 10 m wind) from the three simulations are compared. All 

the above mentioned simulations have the same set up used for the model climatology 

where the radiation scheme was called every 20 minutes and besides the different 

schemes for S2 and S3 the only relevant difference is the time period: from Sept 1st 0600 

UTC to Sept 3rd 0600 UTC, 2005. This period was intentionally chosen to have the 

largest possible difference between the zenith angle of the input soundings and the EOFs 

one. As in the climatology case, the RAMS simulations are in agreement with the 

reanalysis (not shown). 

2.3. Results 

2.3.a Accuracy with Respect to the Parent Scheme 

The determination of an acceptable error of the TS, compared with respect to its 

parent parameterization, depends on the use of the parameterization. For example, if the 

goal of the parameterization is to obtain diabatic heating rates in a numerical weather 
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prediction model, differences between the different approaches might not matter if the 

heating rate differences that matter in the prediction of weather in the model were less 

than about 0.1 °C per hour. The ability of the different TSs to reproduce the behavior of 

HS is thoroughly evaluated here in this context. 

The word "error" in this section, therefore, is used to refer strictly to the 

differences of the TSs relative to the HS, not against observation. Because of the lack of 

error analysis against observations for the HS, the uncertainty introduced by the use of 

the TS is evaluated by comparing meteorological fields obtained with the HS, the most 

accurate TS, and a second, widely used radiation parameterization (i.e., the Chen-Cotton 

scheme). A further discussion of the origin and significance of these uncertainties is 

given in Section 2.4. 

The overall correlation coefficients, bias, root mean square error (RMSE), and 

error standard deviation for the heating rates, the long- and shortwave surface fluxes are 

presented in Table 2.2 for the eight TSs described in Section 2.2.b. All the different 

parameters changed little across the different TSs, indicating that the HS output is well 

replicated. For the heating rates the correlation coefficient (r) is always larger than 0.91, 

with a bias smaller than 0.009417 K h"1, and a RMSE of approximately 0.024 K h"1. The 

longwave flux has a higher correlation coefficient of at least 0.9592, with a negative bias 

that oscillates between -10.9737 and -12.1454 W m"2, while the RMSE tends to be 

slightly larger (-14 W m"2). Although bias and RMSE for the shortwave fluxes are larger 

than for the longwave, the correlation coefficient is better for the shortwave fluxes (at 

least 0.9972). Relative errors (not shown) tend to be smaller and exhibit less variability 

over time, for the longwave than for the shortwave fluxes because the latter 
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decreases (increases) in value before sunset (sunrise). TS10RF00v75 consistently gives 

better results, across all parameters for the three different outputs. 

2.3.a.I Heating Rates 

The time evolution of the heating rates correlation coefficients (Fig. 2.4a) shows a clear 

daily cycle for all LUTs, with a nighttime maximum and a daytime minimum. 

TS9RF00 and TS10NRF00 have the lowest minima during the day, confirming the value 

of the choices made for the EOF calculations. Also the correlation tends to be better 

close to the surface, although has a secondary maximum at the third to last model level 

and a secondary minimum at the second level from the ground (Fig. 2.4d). 

The bias (Fig. 2.4b) has a similar behavior with negative daytime minima and 

positive nighttime maxima and virtually no spread among TSs. Moreover, during the day, 

and at times during the night as well, the lowest values of bias (in a absolute sense) 

correspond to the times when no time interpolation is done and only the EOF computed 

at the very same hour are used. This seems to indicate that a higher temporal frequency 

or a different interpolation scheme could further reduce the bias. The vertical profile of 

bias is consistent with the correlation analysis (Fig. 2.4e). The Root Mean Square Error 

(RMSE) behaves very similarly to the bias in time and space (not shown), but is roughly 

double in magnitude. 

The average absolute error is shown in Figs. 2.4c and f, along with the 95th 

percentile of the distribution. The average absolute error is generally below 0.025 Kh"1 

and it tends to be larger during the night and smaller during the day. The 99* percentile 

of the absolute error distribution (not shown) has a more accentuated daily cycle between 

0.04 and 0.11 K h"1, for all the TS. Throughout the simulation all the TSs have similar 
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Figure 2.4: The left panels show the error statistics for the heating rates over the two 
days of simulation: a) correlation coefficient, b) bias (lower group of lines) and rmse 
(upper group), c) averaged absolute error (lower group) and 95th percentile of the 
absolute error distribution. The right panels show the same statistics per model level: d) 
Correlation coefficient, e) bias (left group of lines) and RMSE (right group), and f) 
averaged absolute error (left group) and 95* percentile (right group). 
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absolute errors distributions such that 0.1% of the absolute errors are four times larger 

than the 95th percentile as for the absolute error distribution between the on line and off 

line versions of the parent parameterization itself. This last similarity in the error 

distributions leads to think that eliminating the small inconsistency between the two 

versions of the HS used in RAMS and the one utilized offline to obtain the heating rates 

for the EOFs would eliminate the largest errors, although their frequency is too small to 

improve significantly the other statistics. 

2.3.a.II Longwave Fluxes 

The minimum value of the correlation coefficient for the longwave fluxes 

throughout the two day experiment is very good (0.925-0.935) for all the TSs. A daily 

cycle is also present, as for the heating rates, but its amplitude is not nearly as constant 

(Fig. 2.5a). The two TSs which employ a smaller fraction of the variance (TS10RF00v50 

and TS10RF00v75) tend to have higher correlation with the HS. 

The bias also oscillates daily, roughly around -12 W m"2, but stays always 

negative for every TS (Fig. 2.5b). Given the high correlation coefficient, the RMSE (not 

shown) is the mirror image of the bias. 

Average and maximum absolute error have similar behaviors, (Fig. 2.5c) as they 

are relatively large at the beginning of the simulation, then they rapidly decrease to a 

relative minimum at 15 UTC, to increase until the afternoon of the first day. A similar 

cycle is repeated the second day. 

Both the average absolute error and the bias show a pronounced sawtooth-like 

trend, with peaks corresponding to the hour of the EOF computation, although it is less 

evident for TS10RF00v75, especially for the averaged absolute error. 
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2.3.a.III Shortwave Fluxes 

The time evolution of the correlation coefficient, shown in Fig. 2.5a does peak at 

the EOFs hours, and is lower at sunset and dawn, but its worse value is 0.94 and most of 

the time is above 0.98 for all TSs. There is virtually no spread among the different TSs, 

but again TS10RF00v75 proves better than the other TS because of its higher values 

around 18 UTC of September 1st. 

The bias is generally negative and has relative minima between the EOFs hours 

(Figs. 2.5b and e). As for the longwave the RMSE is almost always equal in magnitude 

to that of the bias. Only before 12 UTC and after 00 UTC they both are positive. 

The mean and the 95th percentile of the absolute error behave similarly to the bias 

(Fig. 2.5f). 

2.3.a.IV Meteorological Fields 

To show the overall effect of the new algorithm on some common meteorological 

fields the outputs of the simulations utilized for the above tests are shown in Figs. 2.6 

through 2.10. All the fields are taken at the latest time of the simulations, two days, to 

ensure the maximum divergence between the three different set ups of the radiation 

scheme: the Harrington scheme, the best LUT (TSR10F00v75), and the Chen-Cotton 

scheme (herein CCS). The white areas indicate cloudy points at least for either of the 

Harrington or LUT simulations. 

The differences are generally small, and have different characteristics. The 500 

mb vertical velocity (Fig. 2.6) and the 10 m wind speed (Fig. 2.7) have average absolute 

errors which are about half of the corresponding errors of the CCS, while the maxima are 

more similar (see Table 3), indicating that the LUT tends to have small absolute errors, 
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with a few points with higher errors (i.e., the distribution has a very long tail). More 

precisely, for the two mentioned error distributions the difference between the 99th 

percentile and the maximum error is at least twofold the difference between the 99th and 

50th percentile (not shown). The 2 m temperature (Fig. 2.8) has lower, but more 

widespread absolute errors: the average is 0.40 °C (Table 2.3), and the difference 

between the maximum and the 99th percentile is about two thirds of the 99th - 50th 

percentile difference (not shown). Furthermore the LUT error ranges from -2.77 to 

1.89°C (Fig. 2.8 - top right panel), while the difference between the HS and the CCS goes 

from -8.02 to 0.86°C (Fig. 2.8 - lower right). The 500 mb geopotential height and the 

250 mb wind speed have error distributions similar to those of the 10 m wind, but the 

maximum absolute errors, 1.19 m and 0.29 m s"1, are negligible compared with the actual 

values of the two fields, and the top and middle left panels of Figs. 2.9 and 2.10 do not 

show any visible difference. 

2.3.b Computational Speed 

Computational speed has been tested profiling the four basic model configurations 

used thus far: RAMS standard version with HS, standard version with the CCS, RAMS 

with TSR10F00, the control TS, and TSR10F00v75, the most accurate TS. The profiling 

data consist of the number of times each subroutine, within RAMS, has been called, the 

total time has been spent on each subroutine (cost), and the time spent on each subroutine 

excluding the time due to call to or from other functions and subroutines (self time). This 

allows a detailed comparison of the execution times accounting not only for the 

subroutines which actually produce the desired outputs, but also for all those subroutines 

which preprocess data or carry out computations once per domain, instead of once per 
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Figure 2.6: 500 mb vertical velocity [cm s" ] at the end of the two day test simulation: 
top panels (left to right) correspond to runs with the Harrington scheme, Chen-Cotton, 
and the best LUT (TSR10F00v75). Lower panels show the difference between the best 
LUT and Harrington, the difference between the best LUT and Chen-Cotton, and finally 
the difference between the Chen-Cotton and Harrington scheme. 
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Table 2.3: Mean and maximum absolute error for the best transfer scheme and the Chen-
Cotton parameterization, on Sept 3rd at 0600 UTC after 2 days of simulation. 

Mean Mean Max Absolute Max Absolute 

Absolute Absolute Error Error LUT Error Chen-

Error LUT Chen-Cotton Cotton 

2 m Temperature 

[°C] 

10 m Wind Speed 

[ms1] 

500 mb Geopotential 

Height [m] 

500 mb Vertical 

Velocity [cm s"1] 

250 mb Wind Speed 

[ms"1] 

0.40 

0.057 

0.084 

0.29 

0.0134 

1.65 

0.125 

0.161 

0.36 

0.0173 

2.76 

2.153 

1.19 

16.5 

0.290 

8.02 

1.197 

1.22 

16.5 

0.348 

grid point. It was determined that the only non negligible operation, besides the schemes 

was the loading of the EOF data, necessary to the TSs. Every other preprocessing part of 

the computations, for all scheme are negligible compared to the core of the corresponding 

scheme. Table 2.4 shows the ratio of time spent on the different schemes to the time 

spent on the HS. For the LUTs a range is given because their execution time is 

comparable to the accuracy of the time measure. The execution time ratio for the CCS is 

0.544 which means it is about twice as fast as the HS, but for the control TS the same 

ratio is 0.0732, implying a 93% reduction in the execution time. TSR10F00v75 performs 

even better and the reduction is 96%. The amount of additional data that the TSs require 
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to read at initialization depend on the number of grid points, and with this configuration 

is sizeable, 388 Mb for the control TS and 124 Mb for TSR10F00v75, but because of the 

great speed gain, assuming 70% of the domain is cloud free it takes 40 to 80 radiation 

calls to offset the initial overhead for the control TS (i.e., TSR10F00), and only 6 to 11 

for TSR10F00v75. This number varies not only because of the uncertainty of the time 

measure of the TS, but also because it involves reading from a hard disk, whose timing 

depends on the size of data, if the disk is mounted over the network, and how many 

processes are accessing it. 

The profiling data discussed above are accurate, but are also affected by the 

profiler itself which intrudes the original code in order to measure timing. In this specific 

case calling the LUT alternatively to the HS caused the parent subroutine to increase its 

self time even though the LUT was turned on from a configuration file, and the actual 

executable was not changed. Therefore the overall duration of the simulations was also 

measured without any profiler on a dedicated computer to minimize the overhead due 

profiling and the I/O times. The relative times are shown in the fourth column of Table 

2.4, and are all inclusive. TSR10F00 and TSR10F00v75 result in a 10 and 11% reduction 

of the overall duration of the simulations, respectively. The use of CCS yields a similar 

reduction of 9% despite the longer time. The small difference between the CCS and the 

TS is due the additional overhead due to I/O and to the fact that the TS run only on 70 to 

80% of the domain, and the HS takes care of the remaining 30 to 20%. Most likely also 

an increased self time of the parent subroutine still occurs, and can be eliminated when a 

"cloudy sky" version of the LUT will be ready and completely replace the HS. 
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Table 2.4: Time gains of the LUT over the HS. The second column is evaluated 
considering cloud free 70% of the domain. 

adiation Scheme 

Chen Cotton 

TSR10F00 

TSR10F00v75 

CPU Time 

Scheme 
Harrington 

0.544 

0.0512-0.0732 

0.0129-0.0375 

Num of calls 

to offset I/O 

— 

40-80 

5.8-11 

Simulations 

duration-
Scheme 

Harrington 

0.912 

0.907 

0.893 

2.4. Discussion 

Despite the very high correlation coefficients, the differences between the TSs 

and the HS for the surface fluxes are fairly large when compared to instrumental errors 

which are of the order of 10 W m"' (Josey et al. 2003, Dong et al. 2006). Comparison 

with line-by-line codes often yield even better absolute errors (Fu and Liou 1992; Zhang 

et al. 2003), but fortunately for the longwave fluxes the absolute errors of the TSs 

constitute only a small fraction of the corresponding values of the HS: the averaged 

relative error over the two day test oscillates around 4%, and the 95th percentile is 

roughly 8% (not shown). The same relative errors are somewhat larger for the shortwave 

flux, as between 15 and 21 UTC the average relative error is at the most 12% and the 95th 

percentile peaks 15%. From dawn to 15 UTC and from 21 UTC to sunset the absolute 

errors are much lower than from 15 to 21 UTC (Fig. 2.5f), but the relative error is larger. 

The errors around dawn and sunset can be corrected by requiring that the interpolation of 

the EOFs at any point in time, for the shortwave fluxes happen only when both of the 
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preceding and following EOF have a zenith angle large enough to trigger the computation 

of the Harrington scheme, which would be used otherwise. This approach has been 

attempted. While it slightly decreases the error around the hours of dawn and sunset it 

had little benefit for the overall accuracy performance of the algorithm, and thus, it has 

not been adopted. 

It is noteworthy that all the errors of the shortwave fluxes have their relative 

maxima always at equal distance in time from the hours at which the EOFs were 

computed. This happens because the sine-like function that describes the daily behavior 

of the shortwave fluxes is not very well approximated by the linear interpolation of the 

relative low frequency (3 h) values obtained from the EOFs. This results in an 

underestimation of the shortwave fluxes, especially for the daily maximum. Most likely 

this behavior can be corrected by increasing the computation frequency of the EOFs at 

least during the daytime. Also a different weighting strategy can provide some benefit: 

by use of more EOFs, further away in time, a polynomial interpolation that keeps into 

account the current time of the day can ensure that the daily maximum of shortwave 

fluxes is not underestimated or is underestimated to a lesser extent. 

Because of the poor knowledge of the clear sky errors of the HS, the accuracy of 

the TSs to reproduce the parent parameterization is compared against the 

parameterization of Fu and Liou (1992), Gabriel et al. (2000), and Zhang et al. (2003). 

The above radiative transfer schemes predict heat fluxes which are later converted 

to heating rates via vertical divergence, so that the comparison between the heating rates 

would be affected by the different vertical grid spacing used for the tests. This is 

particularly important close to the surface where the vertical grid spacing used in this 

study (50 to 1500 m) is certainly smaller than the one regularly used for this kind of test 
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(700 to over 3000 m above the tropopause). Both Gabriel et al. (2000) and Zhang et al. 

(2003) radiative transfer schemes have errors of the order of 1 W m"2, which at the first 

RAMS model level, translates into a 0.056 K h"1 error on the heating rate and compares 

well against the averaged absolute error of the TS (Fig. 2.4c and f). At higher altitudes 

where resolution is coarser and density smaller the same accuracy for the fluxes results in 

smaller heating rate errors, by about an order of magnitude. Here the TSs have larger 

errors (Fig. 2.4e and f). Fu and Liou (1992) used a constant vertical grid spacing of 1 km, 

and similar back of the envelope calculations using their errors on the heating rate are 

consistent with the above comparisons. 

While the above error analysis provides a very good description of the strengths 

and weakness of the TSs, the more definitive proof that the uncertainties due to the 

imperfect reproduction of the HS output by the TS are acceptable lays in the effect on the 

meteorological fields. Figures 2.6 through 2.10 show that, at least after two days of 

simulation, the main meteorological fields are not significantly different from the 

simulations with the parent scheme, even at the higher altitudes, where the heating rates 

errors are relatively larger. The surface temperature differs more than other fields, but it 

is not unphysical and most of all, its variations from the HS are of the same order of 

magnitude of another common parameterization (Chen-Cotton), thus strengthening the 

suitability of the TS for climate simulations. 

The computational gain over the HS is 95%, and makes the tradeoff error versus 

accuracy well worthy. The success of the TS is likely due to the clear sky condition, 

which implies weak multiple scattering, and low optical thickness. In this case, the up-

and downwelling fluxes decouple and the multiple scattering problem reduces to Beer's 

law The great computational gains are due to the fact that the use of HS output obtained 
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from the EOFs bypasses the on line calculation of the absorption coefficients whose 

computation is indeed the bottleneck of two-stream parameterizations such as the HS. 

Similarly, the selection rule of Gabriel et al. (2001) also exploits this simpler condition to 

reduce the number of radiative transfer calculations and thus the computational expense. 

Although this seems to indicate that a TS is likely to work less well when multiple 

scattering is significant, the study of Natraj et al. (2005), show the authors were able to 

accurately simulate the residual of the reflectance in the 02 A band whose absorption 

coefficients were by a multiscattering line-by-line code. The number of lines used was 

selected through an EOF analysis with subsequent radiance calculations initialized by a 

two-stream model. 

2.5. Conclusions 

In this study a methodology to develop a LUT or TS from a parameterization has 

been presented. It is important to further clarify that this work does not to introduce a 

new parameterization, simply derived from a preexisting one, but reduces a 

parameterization to a TS, whose core concept is to compute the EOFs of the parent 

scheme input variables, under clear sky conditions, and run it on the EOFs. Then the TS 

output of a generic input is a weighted average of the EOFs output, where the weights are 

based on a form of distance between the input and each individual EOF. Several TS have 

been develop for the Harrington radiation scheme under clear sky conditions, by using 

different EOFs and their errors have been thoroughly analyzed, as well as their 

computational speed. The errors with respect to the parent parameterization, at times can 

be larger than what is commonly accepted as error for a radiation parameterization 
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compared against a line-by-line code, but this kind of analysis has not been published 

for the HS, as well as for other mesoscale schemes, at least for the clear sky case. 

Therefore it is not possible to know with certainty the error introduced with the TS and it 

is suggested that a different weighting strategy is very likely to improve the shortwave 

flux errors. Furthermore once the best TS has been implemented into RAMS the 

meteorological fields after a two day simulation show a good agreement with the parent 

scheme and a comparison against the meteorological fields obtained by use of the Chen-

Cotton scheme indicates that the uncertainties introduced by the TS, as compared with 

the HS are less significant than the ones due to the second scheme. Finally the 

calculations necessary for the TS are carried out at a fraction of the original cost. 

While this study is limited to the Harrington radiation parameterization, it is 

reasonable to believe that the same methodology can be extended to a cloudy sky and 

applied to other parameterizations with similar results as first envisioned in Pielke et al. 

(2006). 
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CHAPTER 3 

ERROR GROWTH AT THE CONVECTIVE SCALE 

3.1 Introduction 

Extreme rainfall from convective events is the leading causes of floods and flash 

floods over the summer months in the UK (Hand et al. 2004). Because of the high 

societal impact of the associated floods, accurately forecasting extreme convective events 

could benefit greatly the flood forecasting and specifically flash flood forecasting, as 

highlighted in Collier (2006). 

Increased computational power has recently made numerical weather prediction possible 

over large domains, with grid spacings of the order of a few kilometers that resolve 

convection at least partially. While such grid spacings are not sufficient to resolve the 

individual convective elements (e.g., Bryan et al. 2003) they are generally able to 

describe convective phenomena more realistically than 10 or 12 km grid spacings (e.g., 

Weisman et al. 2008). For example the Met Office runs operationally at 4 km grid 

spacing over the entire United Kingdom with plans of upgrading to 1 km grid spacing on 

a similar domain by 2011. The National Center for Environmental Prediction has been 

running the WRF-ARW model at 4 km since 2003 (e.g., Weisman et al. 2008). However, 

in convection permitting simulations, with grid spacings of O(lkm), the predictability of 

the atmosphere is remarkably different from that of the synoptic scale: the error growth 

rates are about 10 times larger and the tangent linear approximation breaks down 

very quickly, within hours instead of days as for the synoptic scale (Hohenegger and 

Schar 2007a). Such low predictability is most likely due to the high nonlinearities of the 
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atmosphere at such small scales. Microphysics, turbulence, radiation and flow dynamics 

are strongly coupled and amplify both model and observation uncertainties. This makes 

ensemble prediction systems particularly valuable because they provide a measure of 

confidence in the forecast, but at the same time it renders the large-scale methodologies 

for perturbation generation less likely to be effective (Hohenegger and Schar 2007a). 

Despite these difficulties, the research into ensemble prediction systems at the 

convective scale is a developing field and Kong et al. (2006, 2007) represent the first 

attempt to design an ensemble prediction system for a full physics numerical model using 

operational initial conditions. More specifically they tested different methodologies over 

three nested grids with 24, 6, and 3 km grid spacing, applying the scaled-lagged average 

forecasting technique (Ebisuzaki and Kalnay 1991) to a tornadic storm. They found that 

the associated perturbations grew too slowly and produced little spread. However, the 

spread improves significantly when the perturbations are scaled by their amplitude, and 

not by the age of the forecast that generated them. Moreover they also point out that the 3 

km ensemble members reflectivity patterns have greater spatial fidelity than the coarser 

grid spacing forecasts, but the conventional skills score (root mean square error, Brier 

score, etc.) do not always reflect such improvements. The use of radar data and data 

assimilation procedure were also tested, indicating that they certainly yield better 

forecasts, but the ensemble mean performed better than the deterministic control run even 

when its member did not assimilated any data. 

Others (e.g., Zhang et aL 2003; Walser et al. 2004; Hohenegger et aL 2008a,b) 

have shown that ensembles of convection permitting simulations (with grid spacings of 

0(1 km) can be used to investigate the predictability of specific events, perturbing the 

initial conditions or varying the lateral boundary ones. From all the above mentioned 
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studies which directly or indirectly addressed the feasibility of ensemble prediction 

systems at the convective scales, emerges that: a) moist convection and nonlinearities in 

general strongly favor rapid error growth with typical time scales of the order of the hour; 

b) the presence of moist convection alone does not necessarily imply low predictability 

because of a strong dependence upon the weather regime; c) lateral boundary conditions 

are also an important factor; and d) model uncertainties also affect predictability. 

Furthermore Hohenegger and Schar (2007b) determined that the fast and domain-wide 

error growth they observe in their simulations, is due to the propagation of small 

amplitude, fast acoustic waves and/or numerical noise, as well as large amplitude, slower 

gravity waves. Both phenomena associated with moist convective instability and the 

triggering potential of topography, contribute to error growth. 

The goal of this study is twofold. First, to investigate the use of a novel technique 

to perturb the model state, in order to account for model uncertainties. Secondly, to 

determine the cause, or the causes, of the error growth at the convective scale for a 

convective event over the United Kingdom. 

This chapter is structured as follows. Section 3.2 outlines the main features of the 

convective event, the model used and the control run. Section 3.3 describes the 

perturbation and the perturbation strategy in details, whilst Section 3.4 contains a 

description of the diagnostics used. The results are presented in Section 3.5 and discussed 

in Sections 3.6 and 3.7. Summary and conclusions are in Section 3.8. 
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3.2 Case Overview 

3.2.a The Case 

The Convective Storm Initiation Project (CSIP, Browning et al. 2007) was carried 

out during the period June-August 2005 (with a pilot study in the preceding year). The 

objective was to improve understanding of the mechanisms determining precisely when 

and where deep convective clouds initiate with an observational focus on Southern 

England. An overview of all 18 Intensive Observing Periods (IOPs) can be found in 

Browning and Morcrette (2006). IOP 18 was chosen for this study because the 

convection was primarily forced by a large-scale upper-level trough (suggesting 

predictability in the synoptic-scale forecast) but the evolution of the intense storms that 

formed and secondary convective initiation were driven by internal dynamics arising 

from cold downdraughts (suggesting that the details of the convective evolution will be 

sensitive to model perturbations). 

The Met Office synoptic surface analysis at 1200 UTC for that day (August 25 

2005) is shown in Fig. 3.1. The main features were well forecast (Clark and Lean, 2006) 

and are the cold front over the western edge of the European continent and the centre of 

the associated low pressure system to the north of the British Isles yielding westerly flow 

over the UK. Southern England lay below a tropopause fold running roughly along the 

southern coast of England. This led to widespread scattered convection not only over land 

but also over the surrounding seas. A squall line developed from a line of showers at 

1015 UTC and formed a distinct arc by 1130 UTC with precursor cells formed at about 

0815 UTC near the Bristol Channel. The squall line travelled east southeast to reach the 

East Coast of southern England at about 1400 UTC. This case was also characterized by 

secondary initiation, often linked to the numerous cold pools and gravity wave 
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propagation. A more comprehensive description of the synoptic and mesoscale 

observations can be found in Browning and Morcrette (2006) and in Clark et al. 

(submitted) which also includes a detailed analysis of the squall line. 

Figure 3.1: Met Office surface synoptic analysis for August 25,2006. 

3.2.b Model and Model Set Up 

Version 6.1 of the Met Office Unified Model (UM) was used in this study. This 

model solves non-hydrostatic, deep-atmosphere dynamics using a semi-implicit, semi-

Lagrangian numerical scheme (Cullen et al. 1997, Davies et al. 2005). The horizontal 

grid is rotated in latitude/longitude with Arakawa C staggering. The vertical coordinate 

system is terrain-following with a hybrid-height vertical coordinate and Charney-Phillips 

staggering. In this study, the model is run with 38 vertical levels and a horizontal grid 
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spacing of 4km one-way nested within a domain with 12 km grid spacing. The model is 

currently run operationally at these resolutions and the higher resolution version was also 

quasi-operational during the CSIP campaign. The inner domain is centered over the UK, 

has 288 x 360 grid points and is the focus of the study. The analyses presented here are 

based on the slightly cropped domain shown in Fig. 3.6, which has been stripped of 25 

grid points on each side to avoid any spin-up issues associated with the forced lateral 

boundaries. The simulations analyzed in this study were started from a Met Office 

mesoscale model (12 km grid spacing) analysis at 0100 UTC on 25 August 2005. The 

lateral boundary conditions for the 4km grid spacing simulations were provided by a 12 

km grid spacing simulation which in turn used lateral boundary conditions from the 

operational global model simulation. No data assimilation was used in the simulations 

performed for this study and as such the 12 km and control 4 km simulations performed 

here differ slightly from those described in Clark and Lean (2006) where the operational 

12 km model simulation (including data assimilation) was used to provide the boundary 

conditions for the 4 km simulations. In this study the runs were started at 0100 UTC to 

allow the spin-up stage of the evolution to complete before sunrise (and to compensate to 

some degree for the lack of data assimilation). 

The model makes use of a comprehensive set of parameterizations which includes 

the surface layer (Essery et al. 2001), radiation (Edwards and Slingo 1996) and the 

mixed-phase cloud microphysics (Wilson and Ballard 1999). The convection and 

boundary-layer parameterizations are key to this study and briefly described here. The 

convection scheme of Gregory and Rowntree (1990) is used for both the 12 and 4 km grid 

spacing simulations with a modification developed by Roberts (2003) applied at the 

higher resolution. The Gregory and Rowntree (1990) scheme has a trigger dependent on 
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the initial parcel buoyancy and a mass-flux determined by a specified timescale for 

adjustment of Convective Available Potential Energy (CAPE); the timescale is set here to 

the typical value of 30 minutes. The modification avoids the accumulation of high values 

of CAPE at the grid scale (which can lead to unphysical "grid-point storms") by 

specifying the CAPE adjustment timescale as an increasing function of CAPE. This 

forces the model to explicitly resolve most of the deep convection; the parameterization 

scheme mainly deals with shallow convection. This modification was specifically 

designed for the 4 km grid spacing configuration of the UM and has proven successful 

(Lean et aL 2005; Roberts and Lean 2008). 

The boundary-layer parameterization identifies seven types of boundary layers: 

stable, stratocumulus over stable, well mixed, decoupled stratocumulus over cumulus, 

decoupled stratocumulus not over cumulus, cumulus capped, and shear-driven boundary 

layer. The first six of these are described in Lock et al. (2000); the shear driven boundary-

layer type is a more recent addition. The categorization of each grid point into the 

different types depends on numerous parameters, but it is based on the adiabatic ascent of 

a parcel, rising from 10 m above the ground, and on its eventual descent from cloud top. 

To avoid overdue sensitivity to grid level noise, a threshold of 0.4 K is applied to the 

liquid-frozen water potential temperature before computing the ascent values. Once the 

boundary-layer type has been determined other parameterizations may be called (e.g., 

entrainment or convection) and/or specific turbulent viscosity coefficients are computed 

for the turbulent mixing parameterization. 

3,2.c Control Run 

Hindcast studies with the 4 km grid spacing model starting at 0600 UTC were 

performed by the Met Office and found to capture the significant features of this IOP 
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(Clark and Lean 2006). A shower cluster triggered in approximately the right time and 

place with the first precipitation at about 0815 UTC preceded by a short convergence line 

along the coast (although unlike in the observations no cloud or precipitation occurred 

before this). By 1030 the model had a linear cluster of showers although this did not 

extend far enough to the south and propagated too slowly. The control (unperturbed) 4 

km grid spacing run performed here behaves similarly to the Met Office performed run, 

in the sense that the main features of the event are captured but location and timing are 

slightly different. In our control run the squall line originated from a cluster of showers 

that formed around 630 UTC over the Bristol Channel and then moved inland 

intensifying at the right time and location. As for Clark and Lean (2006) by 1030 our 

simulation had a line of showers that did not extend far enough to the south, but it 

propagated at higher speed than observed. More generally, when compared against radar 

observations the convective precipitation features that encompass at least a few grid 

points are well captured and broadly consistent with the observations in space and time. 

As the typical horizontal extent of the storms diminishes in the later part of the afternoon 

the UM tends to underestimate both size and intensity, but the precipitation rates are still 

very realistic. 

The domain average hourly accumulation for the "rainy" grid points (i.e., with an 

hourly accumulation of at least 1 mm) and the number of rainy grid points in the control 

simulation are shown in Fig. 3.2. The average accumulation peaks at 0700UTC whereas 

the number of rainy grid points peak later at 1300 UTC. This shows the transition from 

intense but localized precipitation to weaker but more distributed stratiform precipitation. 

The decrease in the number of rainy points and the average accumulation is associated 

with the sharp decrease in CAPE throughout the domain. 
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The evolution of the main boundary-layer types in the control simulation is shown 

in Fig. 3.3. The dominant boundary-layer types are cumulus capped, stable, and well 

mixed. The evolution is characterized by two rapid transition periods, one between 0600 

and 0730 UTC and one between 1700 and 1830 UTC. The first transition is the response 

to the increasing shortwave radiation at sunrise and is marked by a swift decrease in the 

6000 

8 10 12 
Time UTC 

Figure 3.2 Hourly precipitation accumulation between the time shown and the following 
hour (solid line, left axis) and number of grid points with an hourly accumulation of at least 
1 mm (dashed line, right axis). The total number of analyzed grid points is 73780. 

percentage of grid points that have a stable boundary layer as they primarily switch to 

being categorized as cumulus-capped and well mixed. The second transition is the 

reverse of that occurring at sunrise and is the response to the diminishing shortwave 

radiation before sunset. The percentage of shear driven and decoupled stratocumulus not 

over cumulus grid points peak as intermediate states during both transitions. Overall, the 

percentage of cumulus-capped points increases from the outset of the simulation, peaks 
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Figure 3.3 Percentages of domain covered by the seven boundary-layer types: Cumulus 
Capped (thin continuous line), Stable (thick continuous line), Well Mixed (thick dashed 
line), Shear Driven (thin line with squares) and all the stratus types (Stratus Over Stable + 
Decoupled Stratus + Decoupled Stratus Over Cumulus, thick line with squares). 

between 9 and 12 UTC and decreases afterwards with the strongest time rate of change 

occurring during the morning transition period. The percentage of stable points decreases 

sharply during the first transition period, increases slowly after this, due to the formation 

of cold pools and then increases sharply again during the second transition period. The 

percentage of well-mixed points decreases slowly until the first transition period, varies 

somewhat during the day and then decreases further before and during the second 

transition period. 

3.3 Perturbation Strategy 

3.3.a Overview 

The model state could of course be perturbed in numerous realistic ways. The aim 

of the present study is to determine those processes that are most effective in generating 
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realistic alternative simulations of scattered moist convection (i.e., of generating error 

growth). Convective triggering is a complex process (e.g., Bennett et al. 2006) that 

depends on the strength of boundary-layer thermals, wind convergence patterns, 

roughness gradients and other factors, but the essence is a means of lifting air parcels 

beyond their level of free convection. 

A simple way of altering the triggering is to modify the buoyancy of a boundary-

layer parcel by perturbing its potential temperature, moisture content or some 

combination of the two. Although boundary-layer moisture perturbations can be 

significant (particularly in altering the characteristics of triggered convective storms), 

temperature perturbations consistent with standard observational errors are a more 

important factor in determining triggering itself (e.g., Crook 1996; Fabry 2006). Here we 

perturb the potential temperature, which is a prognostic variable of the UM. We consider 

both repeated perturbations with a constant frequency (referred to as sequential-

perturbation experiments) and single perturbations made at a specified time during the 

simulations (referred to as single-perturbation experiments). In the following subsections 

the perturbation structure, timing and height are justified and the experiments performed 

are detailed. 

3.3.b Perturbation Structure 

The random perturbation fields are constructed by the convolution of a random 

number field with a Gaussian kernel and applied at a specific model level, which is an 

average of 1280 m above ground (sensitivity tests to the height chosen are shown in 

Section 3.3.d). At each horizontal grid point, a random number is selected for the 

amplitude of a Gaussian distribution with standard deviation csgauss. Thus, for agauss>0 

km the total perturbation at a grid point will be the sum of the amplitudes of 
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perturbations centered at all grid points in the domain. The sum of the perturbations 

constitutes the full two-dimensional perturbation field and it averages to zero over the 

entire domain. A set of random numbers generated with a specified seed and uniformly 

distributed between plus and minus unity is used to construct the perturbation field. This 

is then scaled to the desired peak amplitude before application. The scaling is determined 

from the standard deviation apert of the perturbation field. Henceforth, we shall refer to 

A=3opert as the chosen perturbation amplitude. 

Three perturbation amplitudes are considered, specifically A=\, 0.1, and 0.01 K. 

The largest value was chosen to test nonlinearities and to directly affect storm 

development by significantly altering the buoyancy of the underlying air. It is also of the 

same order of magnitude of the largest values obtained by the 3DVAR data assimilation 

theta increments within the boundary layer that were used to generate the initial 

conditions for the simulations (Dixon personal communication, 2008). Furthermore Kong 

et aL (2007), tested three different methodologies for perturbing initial conditions and 

their increments were in excess of 1 K. The smallest value (0.01 K) provides an indicative 

bound on the potential predictability of a single convective-scale forecast: a practical 

system that can produce a model state to this level of accuracy is almost impossible to 

envisage. The 0.1 K perturbation amplitude is the most credible choice, being consistent 

with typical surface temperature measurement errors (e.g., Fabry 2006) and typical 

turbulent fluctuations in the convective boundary layer (e.g., Stull 1988, p358). Such 

perturbations are intended to be sufficient to change the location and timing of the 

triggering of moist convection. 

Three values of agauss are considered: 24, 8, and 0 km. These values correspond 

to typical length-scales in the full perturbation field of roughly ~6ugauss, as shown 
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below.. A standard deviation of 24 km was chosen to provide a perturbation length-scale 

that is well resolved at the model grid spacing and larger than the typical lowest 

horizontal scale (80 km) of the 3DVAR data assimilation scheme used to produce the 

initial conditions for the outer grid. The choice of 8 km provides an intermediate scale 

between the well-resolved and the grid scale. The limiting case of a Gaussian for which 

the standard deviation tends to zero gives rise to spatially-uncorrelated grid-scale noise. 

Figure 3.4 illustrates the effects of the perturbation field on the power spectrum 

for potential temperature at 1000 UTC, but the conclusions drawn here hold equivalently 

at any time of the day. The power spectra for the control (unperturbed) simulation and for 

those simulations for which the power spectra are distinguishable from the control 

simulation are shown in Fig. 3.4. The ratio of spectra between the perturbed and control 

potential temperature distributions shows a peak in added variance around a wavelength 

of 6agauss, or 144 and 48 km in Figs. 3.4b and c, respectively. For a perturbation 

amplitude of 1 K, the spectrum is significantly altered for wavelengths from ~Ggauss to 

lOagauss, while changes are discernible with the 0.1 K amplitude and almost 

indistinguishable for 0.01 K. For spatially-uncorrelated perturbations (Fig. 3.4d), the 

relative magnitude of the contributions is much larger than for the correlated perturbation 

fields, since the perturbed spectrum field has much more power at near grid-scale 

wavelengths. 

3.3 Frequency of Perturbation 

Over a model domain that encompasses the entire UK (see Fig. 3.6), the 

phenomena that lead to the onset of convection and affect its development occur at 

different times of the day. Thus, perturbing the model state at a specified frequency 
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Figure 3.4 Normalized power spectrum of potential temperature, just before and just after 
a perturbation field is applied at 1000 UTC. In (a) the spectra are normalized such that an 
integral over the wavenumber produces unity. Note the log scale on the horizontal axis. In 
(b)-(d) the spectra are additionally normalized by the spectrum prior to perturbation. The 
amplitudes A and widths agauss are indicated on the legends. The perturbation is applied 
at 1280 m (see Section 3.3.d). 

(sequential-perturbation experiments) is a simple and effective way to ensure that a 

perturbation has been applied prior to all potentially sensitive times during the 

simulation. Perturbations applied at successive times during a simulation have no 

temporal correlation. A few single-perturbation experiments have also been performed to 

determine how the sensitivity of the simulation to perturbations changes during the day. 

Note that Grabowski et al. (2006) also perturbed the model state with random 

perturbations of temperature and moisture in the first kilometer of the boundary layer 

every 15 min., but their intent was to trigger instabilities to inter-compare different cloud 

resolving models. 
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In the sequential-perturbation simulations the first perturbation occurs one 

perturbation cycle after the start of the simulation. This is done to allow some time for the 

simulation to spin-up and produce a more balanced state from the interpolated lower-

resolution initial conditions. The spin-up is thus considered to be a separate issue from 

the ongoing uncertainties that exist in the model state (see also Section 3.6.c). 

The choice of the perturbation frequency represents a compromise between two 

considerations. On the one hand, a typical equilibrium timescale for a well-mixed 

boundary layer is of the order of 10 to 20 minutes (e.g., Nieuwstadt and Brost 1986; Stull, 

1988, p450), and the boundary layer would not be able to fully adjust to each perturbation 

if perturbations were applied too frequently. On the other hand, infrequent perturbations 

could result in the absence of any perturbations during key transitions in the boundary-

layer structure; for example, from stable to cumulus-capped after sunrise (Fig. 3.3). Any 

application frequencies intermediate between these two limits are hypothesized to be 

likely to lead to similar levels of model error growth. 

The sensitivity of error growth to the perturbation frequency was investigated by 

considering two choices of frequency, 2 hr_1 and 1 hr_1. Figure 3.5 shows the time 

evolution of the root-mean-square error (RMSE) of potential temperature on the 

perturbed model level (see Section 3.3.d) for a perturbation amplitude of IK and a 

perturbation standard deviation of 24 km (data at every model timestep - 100 s). Although 

only a four hour period is plotted for clarity the behavior is similar throughout the day. 

The reference field is taken from the end of a perturbation cycle and is reset on alternate 

cycles. Thus, each plot exhibits a pattern that is repeated every two perturbation cycles; 

error growth towards saturation can be seen during the first cycle, with a jump in RMSE 

signifying the start of a new cycle. This is followed by further growth until the reference 
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Figure 3.5 Time evolution of the RMSE of the potential temperature at the perturbed 
level. The reference field is taken from the end of a perturbation cycle and is reset on 
alternate cycles. Perturbations are applied at frequencies of 2 hr"1 (dashed line) and 1 hr"1 

(solid line) with a perturbation amplitude of 1 K and a ogauss of 24 km. 

state is reset. The jump is modest in comparison to the growth during the first cycle, 

indicating that error growth is mainly driven by the model's response to a perturbation, as 

opposed to the perturbation application itself. Somewhat larger jumps and more rapid 

growth are seen in the second cycle when perturbations are applied more frequently, with 

the result that the overall error growth over one hour of simulation is very similar, 

whether produced by a single perturbation, or two half-hourly perturbations. 

A similar plot (not shown) for the perturbations of amplitude 0.01 K does not 

exhibit jumps on application of the second perturbation, consistent with the small 

changes produced in the power spectrum. Finally, we note that an analysis of the time 

evolution of the potential temperature power spectra with a 1 K perturbation amplitude 

indicates that while the effect of the perturbation at the perturbed scales decreases 

rapidly, after 30 minutes it remains perceptible. Hence, the perturbations do not dissipate 

entirely between applications. 
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3.3.d Height of Perturbation 

The sensitivity of the results to the height of application of the perturbations was 

investigated by considering four choices of perturbation heights 

1. Model level 8 (approximately 1280 m above the ground) 

2. 500 m above the ground, as in Lean (2006); 

3. from the surface up to 400 m with a vertical correlation of one throughout this 

depth (this is similar to Petch 2004, who used a depth of 200 m with stronger 

amplitude perturbations); 

4. at the lifting condensation level. 

No tests were performed applying perturbations above the boundary layer, since the aim 

is to perturb the triggering process (Section 3.3.a). Lean (2006) demonstrated that 

perturbations to potential temperature applied at 4500 m do not lead to significant error 

growth in idealized simulations of a cumulus ensemble. Experiments were performed 

with a perturbation amplitude of 1 K and a perturbation standard deviation of 24 km. The 

root-mean-square error for the hourly accumulation of total precipitation (for example) 

exhibited very little sensitivity to the height of the perturbations; hence the perturbation 

height was fixed at 1280 m in this study. 

3.5 Perturbation Experiments 

The experiments performed are summarized in Table 3.1, The perturbations were 

applied at the same height in all these experiments, namely model level 8, equivalent to a 

height of 1280 m. Nine sequential-perturbation experiments were performed with 

perturbations applied twice every hour and with varying perturbation amplitudes, A, and 

standard deviations, agauss, as discussed in Section 3.3.b. These experiments are labeled 
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arAs, as a shorthand for Ggauss^rkm, A=sK. A trailing asterisk indicates that, for those 

experiments, a set of six simulations were performed differing only in the set of random 

numbers generated. We will refer to such sets of simulations as ensembles. They allow us 

to compare the spread that would be produced by varying the perturbation-field 

parameters with that arising from different realizations of the same perturbation process. 

Two ensemble members used different seeds to the first ensemble member for the 

random number generator and the remaining three ensemble members were generated 

from the first three ensemble members by multiplying the perturbation fields by a factor 

of-1, similarly to Done et al. (2008). 

Eight single-perturbation experiments have also been performed. For these 

experiments the standard deviation agauss was fixed at 24 km and two perturbation 

amplitudes (.4=0.01 and 1 K) were considered. Four application times were tested: 

specifically in the initial conditions (0100 UTC) and at 0700, 0830, and 1000 UTC. 

These experiments are labeled in the form t-s. Here t indicates the application time in 

UTC (or else as IC for initial condition perturbations) and s is the perturbation amplitude 

A in degrees K. The first ensemble member in an ensemble experiment and all non-

ensemble experiments used perturbation fields derived using the same random number 

sequence. As an example of the impact of these perturbations, Figure 3.6 shows the 

precipitating cloud fields at 1000 UTC for the unperturbed run and three perturbation 

experiments all with a perturbation amplitude of 1 K but with varying perturbation 

standard deviation. This snapshot shows that while the perturbations have changed the 

locations of individual clouds, on the regional scale the cloud distribution appears 

unaltered and is realistic. 
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Label Jgauss 

[km] 

Amplitude, Application Bias 

A[K] Timing [xlO" mm] 

Max3h 
RMSP 

increment 
[mm] 

Control never 0.0 

0-24A1 

0-8A1 

24 2hr 

2hr 

-6.37 

-6.47 

2.07 

2.55 

crOAl 

O-24A0.1* 

O-8A0.1 

o-OAO.l 

O-24A0.01* 

O-8A0.01* 

O-0A0.01* 

IC-1 

0700-1 

0830-1 

1000-1 

IC-0.01 

0700-0.01 

0830-0.01 

1000-0.01 

0 

24 

8 

0 

24 

8 

0 

24 

24 

24 

24 

24 

24 

24 

24 

1 

0.1 

0.1 

0.1 

0.01 

0.01 

0.01 

1 

1 

1 

1 

0.01 

0.01 

0.01 

0.01 

2h r 1 

2hr J 

211T1 

2hr ! 

21U-1 

2hr1 

211T1 

IC 

0700 

0830 

1000 

IC 

0700 

0830 

1000 

-3.92 

-1.07 

0.67 

1.13 

0.74 

-0.63 

-1.00 

7.43 

-0.08 

0.28 

-1.35 

.0.49 

1.11 

-1.18 

-0.09 

2.13 

1.41 

1.12 

1.16 

0.94 

1.00 

1.12 

2.62 

1.52 

1.47 

1.13 

0.84 

0.95 

0.74 

0.74 

Table 3.2: List of simulations performed and their characteristics. The simulation 
labeling is explained in the main text. Characteristics shown are the standard deviation 
Ggauss, the perturbation amplitude A, its application timing, the bias in the domain-
averaged precipitation accumulated during the simulation, and the maximum three-hourly 
increment of RMSP (as defined in Section 3.3.d). For the starred simulations the values 
reported refer to the first member of the ensemble. 
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_3.4 Diagnostics 

The diagnostics used in this study are presented here. Two types of diagnostics 

are considered: those associated with the direct impact of the perturbations - these reveal 

how the perturbations are 'felt' by the model (and may be somewhat model specific) -

and those associated with the indirect impact of the perturbations i.e., error growth due to 

the model evolution. Four measures of the direct effect of the perturbations are examined: 

the effect on the convective instability of adding the perturbations (after one time step), 

Figure 3.6: Precipitating clouds, as defined in Section 3.3.d, at 1000 UTC for (a) the 
control, (b) the CT24A1, (C) the CJ8A1, and (d) the oOAl run. 
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the model adjustment to the perturbations, the direct effect on total cloud water and cloud 

distributions, and the direct effect on the diagnosed boundary-layer types. Three 

measures of the indirect effect of the perturbations are examined: the evolution of the 

effects on cloud distributions and diagnosed boundary-layer types and the root-mean-

square error of the hourly-accumulated precipitation (RMSP). 

The choice of diagnostics used to analyze the indirect effect of the perturbations is 

motivated by the focus of this study i.e., the error growth in convective-scale forecasts, 

and particularly the effect on precipitation. From a hydrological perspective, it is 

important to consider not simply the accumulation of precipitation, but also its location 

since a small change in storm location may potentially produce a significant change in the 

river catchment affected by the storm. The diagnostics are intended to be complementary, 

some provide an overview of the cloud and convective activity and some are sensitive to 

the timing and location of storms. Several recent papers provide methods to overcome 

these sensitivities (e.g., Casati et al. 2008, Ebert and McBride 2000, etc.). However they 

often require considerable computational resources and focus on one specific aspect (e.g., 

Roberts and Lean 2008, etc.), whereas the diagnostics used in this study aim to provide a 

more comprehensive view. 

Convective instability is diagnosed using CAPE (convective available potential 

energy) and CIN (convective inhibition). The CAPE is defined here by the integrated 

buoyancy between the first model level (20 m above ground) and the level of neutral 

buoyancy (LNB), and so may be negative. Model adjustment mechanisms are determined 

by analyzing vertical profiles of horizontally-averaged pressure, vertical velocity and 

total cloud water content and their dependence on the sign of the potential-temperature 

perturbation. 
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Cloud distributions are affected both directly and indirectly by the applied 

perturbations: directly because a change of temperature will lead to a change in relative 

humidity and indirectly because the evolution of perturbed clouds and future cloud 

triggering will be affected. Two cloud definitions are considered: precipitating clouds 

and non-cirrus cloud. Precipitating clouds are defined based on grid points with rain rates 

of at least 1 mm h_1 (for consistency with RMSP). Note that tests have shown that the 

validity of the results presented in Section 3.6.b are not sensitive to a 10% variation of 

this threshold. Non-cirrus cloud is a more generic definition of cloudy air and is based on 

grid points with a vertically-integrated water path below 8 km of at least 0.05 kg m-2. 

Non-cirrus clouds may or may not precipitate. The integration extends from the surface to 

the first model level above the maximum height of the squall line mentioned in Section 

3.2.a in order to exclude higher clouds, namely cirrus, which are unlikely to be affected 

by the perturbations. An appropriate threshold for this definition may be somewhat case 

dependent, but sensitivity tests indicate that the relative behavior of such cloud statistics 

between simulations is unaffected by halving or doubling the threshold; however, the 

average cloud size and number are affected. Other definitions using liquid-water path or 

column-averaged total water density have also been tested, with similar results. "Clouds" 

are defined as connected clusters of cloudy grid points satisfying one of the above 

definitions. Grid boxes which share either an edge or a corner are considered to be 

connected. The size or area of the clouds is measured in grid boxes and cloud fields are 

evaluated every 30 minutes through the simulation. Including or excluding the spin-up 

phase does not significantly change any of the time-averaged cloud diagnostics presented. 

The boundary-layer type determined by the UM is affected by the applied 

perturbations both directly and indirectly: directly because the boundary-layer type is 
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based upon the ascent of a parcel from 10 m above ground and, indirectly because the 

perturbation can induce changes which later cause the boundary-layer type to switch, as 

described by Lean (2006). The direct aspect will be addressed, based upon the 

percentages of the domain covered in the single perturbation experiments by the grid 

points that changed boundary-layer type with respect to the control run at perturbation 

time. While Lean (2006) analyzed the temporal evolution of the boundary-layer types 

within minutes of the perturbation, we evaluate the indirect effect by analyzing the time 

average of the domain cover for each of boundary-layer types. Such analysis provides 

useful information on how the sequential perturbations alter the boundary layer and the 

behavior of the model. 

RMSP is a simple and widely used error norm (e.g., Molteni et aL 2001; Snyder 

and Zhang 2001): 

RMSP=^jjjY,{ap-ac)2 

where N is the number of grid points and ap. and ac. are the hourly-accumulated 

precipitation at grid point / in the perturbed and control runs respectively. The RMSP is 

computed relative to the control simulation and has contributions from those grid points 

which have a minimum hourly accumulation of 1 mm (hereafter "rainy" grid points) in 

either the control or the perturbed simulation. The 1 mm threshold is chosen to avoid 

undue sensitivity to grid points with very small accumulations. Tests indicate that varying 

the threshold from 0.1 to 10 mm does not alter any of the qualitative conclusions obtained 

from this diagnostic concerning the relative behavior of the simulations. Using the 

instantaneous rates, sampled every 30 min, also had no impact on the conclusions to be 

drawn. Such insensitivities may be due to the scattered nature of the convection within 
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the large domain. At any time in the simulation, there are multiple storms at different 

stages of their life cycles. 

From both meteorological and hydrological perspectives it is important to know 

to what extent the perturbations tend to displace storms, alter their intensity, create new 

ones, or any combination of these three possibilities. A complete analysis of this issue 

could be provided only by keeping track of each storm at each timestep. However, some 

insight into such issues can be provided by decomposing the squared RMSP into three 

MSP (mean squared error in the hourly-accumulated precipitation) components, from 

three sets of contributing points: those that are rainy only in the control run, those that are 

rainy only in a given perturbed run, and those that are rainy in both simulations. The sets 

will be referred to as CONTROL, PERTURBED, and COMMON respectively. More 

specifically, the summed square error is computed for each set separately, and is 

normalized by the total number of rainy points yielding 

N 
1 CONTROL 

TOTALMSP = jj ZacJMSpcoNTROL (3.1) 

AT 
J PERTURBED 

N 2-t aPkMSp PERTURBED 

k=\ 
N 

J COMMON 

+ jy- LiaPf-ac) mp COMMON 

1=1 

W h e r e NCONTROL> NPERTURBED ^ NCOMMON ^ t h e n U m b e r ° f ***** C 0 I l t r 0 1 ' P^Urbed and 

common points respectively (such that N=Ncmmo+NpERTURBED+NC0MMQN) and./, k and / 
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are the grid points in the sets CONTROL, PERTURBED and COMMON respectively. 

Note ap. and ac are zero by definition (hourly accumulation in the perturbed run at 

points that are only raining in the control run and hourly accumulation in the control run 

at points that are only raining in the perturbed run respectively). Note that an increase in 

the CONTROL contribution to the total MSP (for constant N and N ) implies an 

increase in the average intensity of CONTROL precipitation; equivalently an increase in 

the PERTURBED contribution to the total MSP (for constant N and NBC.B„toopn), implies 
v PERTURBED' r 

an increase in the average intensity of PERTURBED precipitation. However an increase 

in the COMMON contribution to the total MSP (for constant N and N„„,„.„.) is due to an 
COMMON' 

increased average difference in the precipitation intensity at the common points in the 

control and perturbed simulations. 

3.5 Results: Direct Effects 

3.5.a Perturbation Effects on CAPE 

The overall changes of the CAPE due to the perturbation are very minor, so that 

the maximum bias for the strongest amplitudes is less than 0.5 J kg-1 in absolute value, at 

any time. The main contribution to such a small bias comes from a relatively small 

number of grid points (e.g., 0.6% of the grid points for the 1-0700 experiment), whose 

unperturbed ascent profile is always on the left of the temperature one. Thus they only 

have CIN and no level of neutral buoyancy (LNB) and for those points the CAPE is 

considered null. At some of these points a negative perturbation introduces a lid and sets 

the LNB at perturbation level, resulting in a negative contribution to the available energy 

that ranges from 0 to -60 J kg1. The opposite process also happens (i.e., a lid is 

removed), with changes in CAPE of opposite sign and slightly smaller values, and on a 
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smaller number of points. Thus, if a trigger is present, storms can be generated or 

suppressed at these points. Most of the points do not contribute to the overall bias 

because the perturbation level is above their LCL and the slight increase in CAPE 

associated with the negative perturbations is offset by the decrease due to the positive 

perturbations. 

3.5.b Vertical Adjustment to the Perturbation 

The first, although not the only, dynamical response to the heating consists of 

acoustic and Lamb waves which within minutes accomplish the expansion due to the 

heating (Chagnon and Bannon 2005). The sign of the response depends upon the sign of 

the perturbation, so when the average vertical pressure profile is computed using only the 

grid points associated with a positive perturbation (hereafter positive points), then a small 

positive bias in the pressure is visible. Such pressure bias between the control run and the 

0700-1 simulation is shown, for the positive points, in Fig. 3.7. This bias decreases 

exponentially with height and the e-folding length for the tropospheric levels corresponds 

to the tropopause height as estimated from the two rawinsondes of Southern England 

(Camborne and Herstmonceux) taken at 1200 UTC that day. The pressure adjustment 

occurs within one timestep and involves the entire column as the stratospheric model 

levels are affected as well. Numerical calculations carried out for a linearized dry 

atmosphere using the domain average temperature vertical profile at 0700 UTC for the 

unperturbed run show that the perturbation of the pressure vertical profile is consistent 

with an acoustically adjusted state (Chagnon, personal communication 2008). 

Hohenegger and Schar (2007b) also observed acoustic waves as result of a temperature 
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perturbation similar in shape and amplitude, although in their case the perturbation was 

vertically decaying from the surface. 

The magnitude of the pressure perturbation per se, is not likely to be of any 

meteorological concern. However, it has an associated Lamb wave, shown in Fig. 3.8(a). 

The vertical velocity bias over all the positive points is of the order of 3 mms1 and of 10 

mms ' when the average is computed over the grid points whose perturbation is at least 1 

K. Such small values of vertical velocity are unlikely to trigger new convection, but the 

modification to the unperturbed average vertical velocity is significant throughout the 

troposphere (Fig. 3.8b) and the maximum velocity in the mid-troposphere is increased by 

38% for the 0700-1 simulation. 

The changes in the vertical velocity associated with the Lamb wave for the 1 K 

simulations are significant, but their magnitude is fairly small and at the same time the 

Lamb wave travels at the speed of sound, resulting in very small displacements. 

However, the Lamb waves are generated throughout the entire domain, and although their 

intensity diminishes as they travel away from the source, they take roughly 30 minutes to 

cross the domain at the speed of sound. Moreover they affect the whole depth of the 

model atmosphere. It is then possible that they modify the environment enough to 

contribute to the error growth. It should also be pointed out that the importance of the 

Lamb and acoustic waves are generally not well represented since the coefficients of the 

off-centered advection scheme are designed to damp them (Davies et al. 2005) and 

because of the relatively long timestep (100 s) not apt to properly resolve the fast acoustic 

waves. However, they still propagate errors very quickly as shown by Hohenegger and 

Schar (2007b) for an individual Gaussian perturbation with an amplitude of slightly less 

than 1 K. 
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Pressure [Pa] 

Figure 3.7: Vertical profile of the pressure bias between the 0700-1 and control runs, 
computed for the grid points with positive potential temperature perturbation at 0700 
UTC, one timestep after the perturbation application. The dashed line marks the height at 
which the perturbations are applied. 
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Figure 3.8: (a) Vertical velocity bias between the control and the 0700-1 runs over the 
grid points with positive perturbation, (b) Average vertical velocity over the entire 
domain for the control run (solid thick line), over the positive perturbation points for the 
control run (dashed line), and over the positive points for the 0700-1 run (solid thin line 
with circles). The dashed line in both panels marks the height at which the perturbations 
are applied. 
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The bias of the pressure and of the vertical velocity due to the potential-

temperature perturbations scales linearly with the perturbation amplitude (i.e., are two 

orders of magnitude smaller for the equivalent experiment with 0.01 K amplitude) and 

the bias profiles over the negative points are symmetrical with the ones shown. The 1000-

1 single perturbation run yields essentially identical results, indicating that the acoustic 

adjustment depends primarily on the perturbation and is not sensitive to the changes in 

the model atmosphere that occur between 0700 and 1000 UTC. 

3.5.c Boundary-Layer Changes 

The perturbations introduced can directly influence (i.e., immediately upon 

application of the perturbation) the determination of the boundary-layer types (as noted in 

Section 3.3.d). This effect has been calculated for six of the single perturbation runs, 

excluding the two runs for which the perturbations are made at the initial time. Table 3.2 

shows that this effect is almost negligible for the 0.01 K amplitude runs as the maximum 

change in a boundary-layer type is 0.05%. This effect is more significant for the 1 K 

amplitude runs but the change is 2% at the most. However, it is important to point out 

that while the area covered by such changes is small compared to the entire domain, it 

can represent a significant fraction of the cover for a specific boundary layer (10% for 

stratus over stable in the 0700-1 run). Moreover, the number of grid points involved in 

such changes is fairly large as 2% of the domain corresponds to 1475 grid points and can 

contribute to error growth as shown by Lean (2006). Note that it is unlikely that the grid 

points which changed their boundary-layer type will immediately go back to the original 

one, since the even non-growing potential temperature perturbations persist for at least 30 

min. (Section 3.3.c), albeit with decaying amplitude. 
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A thorough analysis of the changes in the boundary-layer type cover shows that 

generally such changes are directed towards numerous other types, with the exception of 

the stable boundary layer which only looses points and only looses them to the stratus 

over stable type. Thus the perturbation generates a stratus over these points. 

Run ID 

Control at 

0700 

Control at 

0830 

Control at 

1000 

0700-1 

0830-1 

1000-1 

0700-0.01 

0830-0.01 

1000-0.01 

Well 

Mixed 

17.68 

18.66 

18.87 

0.92 

2.01 

2.21 

0.02 

0.04 

0.05 

Stable 

5.96 

1.27 

1.28 

0.31 

0.01 

0.04 

0.01 

0.00 

0.00 

Sc over 

Stable 

3.21 

0.26 

0.18 

0.31 

0.01 

0.04 

0.01 

0.00 

0.00 

Decoupled 

Sc 

not over Cu 

6.67 

5.71 

4.62 

0.98 

1.33 

1.81 

0.02 

0.03 

0.03 

Decoupled Sc 

over Cu 

1.12 

1.55 

1.29 

0.20 

0.40 

0.30 

0.00 

0.01 

0.01 

Cu 

capped 

49.59 

67.13 

70.18 

1.12 

2.07 

2.07 

0.02 

0.03 

0.05 

Shear 

dominated 

15.78 

5.41 

3.59 

0.81 

0.61 

0.47 

0.02 

0.01 

0.01 

Table 3.3: The first three rows show the domain cover, expressed as percentage, for each 
boundary-layer type, at specific times within the control simulation. The subsequent rows 
show the percentage, for six single perturbation experiments, of the domain covered by 
the grid points that changed boundary-layer type with respect to the control run at 
perturbation time. Such percentages are based on the sum of the domain covers of the 
grid points that either before or after the perturbation were categorized to an individual 
boundary-layer type. This sum is then divided by two to avoid double counting, so that 
the sum of the percentages of the changes represents the domain cover of the total 
number of points that changed boundary-layer type. 
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3.5.d Total Water Path and Cloud Distribution Changes 

The total water path (ice and liquid water) one timestep after the perturbation 

application is compared against the same quantity from the unperturbed run, at the same 

time. Changes above and below the perturbation level are negligible, but at perturbation 

level the evaporation (condensation) that follows the positive (negative) potential-

temperature perturbations are significant. For the 0700-1 simulation the total water path, 

averaged over the positive points, decreases 18%, from 7.08xl0-3 to 5.79xl0-3 kgnr2). 

Although the magnitude of the change diminishes by two order of magnitude for the 

equivalent smaller amplitude single perturbation experiment (0700-0.01) it is less 

consistent with a linear scaling than pressure and vertical velocity because of the non-

linearity of the Clausius-Clapeyron equation. There is also a slight sensitivity to the time 

of the day as the changes described above are smaller in the single-perturbation 

experiments performed at 1000 UTC (e.g., 15% for the 1000-1 experiment). 

The immediate repercussions of the total water path modifications on the cloud 

distributions are quite small, both on the number and average size at perturbation time for 

both cloud definitions. The number increases by 5.6% for the non-cirrus clouds of the 

0700-0.01 experiment, consistently with the changes in the boundary-layer types, but this 

is an exception. Changes are generally below 1% for both cloud types and for all the 

single perturbation experiments. Changes in the cloud mean size are even less significant. 

It is worth mentioning that such changes are not necessarily consistent with the linear 

regime of the cloud distributions (Section 3.6.b since, for example, the 0700-1 

perturbation causes an increase in both cloud mean size and number). This pattern is not 

surprising because, while the domain average perturbation is zero, the changes in the 

cloud condensate are obviously dependent upon its presence. Moreover an increase in 
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potential temperature causes more condensate to evaporate than the equivalent decrease 

causes it to condense. 

3.6 Results: Indirect Effects 

3.6.a Boundary-Layer Changes 

The perturbations introduced can influence the determination of the boundary-

layer types indirectly as well as directly (as shown in Section 3.5.c). Table 3.3 lists the 

time-averaged percentage for each of the seven types, and the changes to those values 

produced in the sequential-perturbation simulations. 

For perturbation amplitudes of 0.01 and 0.1 K, the effects are very small (less 

than 0.2% of the control run value for all boundary-layer types), but for the larger 

perturbation amplitude of 1 K some more significant changes are found and roughly 10% 

of the domain has a different boundary-layer type from the control run. Inspection of the 

boundary-layer type percentages over the course of the simulations reveals that the 

changes brought about by the sequential perturbations are generally of the same sign and 

of a similar magnitude throughout the day (not shown). The main change is that the 

perturbations reduce the percentage of the cumulus capped boundary layer, and this is 

balanced chiefly by increases to the well mixed and the various stratocumulus boundary-

layer percentages. 

When the changes for the single perturbation experiments are compared against 

the sequential perturbation runs with the same metric, the changes observed in the 

sequential experiments are larger than the ones observed in the single perturbation runs, 

suggesting that during the course of the perturbed simulations the boundary-layer types 

change due to the indirect effects of the perturbation rather than to the direct ones. 
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3.6.b Cloud Distribution Changes 

The time-averaged number of non-cirrus clouds in the model domain is plotted 

against their mean size in Fig. 3.9a. The control simulation has an average of around 125 

such clouds with a mean size of 57 grid boxes (covering around 7% of the domain). The 

cloud number and size are clustered around these values for most of the perturbed 

simulations albeit with a tendency for slightly fewer larger clouds. The exceptions are 

for the sequential perturbation experiments and initial condition perturbation experiment 

with 1 K perturbation amplitude (c>24Al, cx8Al, crOAl, and IC-1). As discussed in 

Section 3.6.c these same simulations yield bias in the total domain rainfall. In these 

experiments, perturbations with smaller length scales give rise to smaller but more 

numerous clouds. These 1 K perturbation amplitude experiments appear to form a distinct 

subset of the experiments since regression analysis of the data from them and from all the 

other experiments separately both produce straight line fits with high correlations. This 

suggests that the non-cirrus cloud dynamics of the simulation is altered by these large 

amplitude perturbations. Similar comments apply for the precipitating clouds (Fig. 3.9b), 

which are of course smaller and less numerous covering on average just over 1% of the 

domain. The outlier for this diagnostic is the IC-1 simulation, with the data points for all 

other experiments being well fit by a straight line. This case has more precipitating 

clouds than in the control simulation, but of a similar size, a result which is consistent 

with its significant, positive precipitation bias (Table 3.1). As for the non-cirrus clouds, 

for a perturbation amplitude of 1 K the perturbation standard deviation affects the cloud 

sizes. Smaller standard deviations produce on average more and smaller clouds. Unlike 

for the non-cirrus clouds, the 1 K sequential perturbation and the IC-1 simulations have 
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the same linear response as all the other simulations, suggesting that the dynamics of 

precipitating clouds is not altered as significantly as for the non-cirrus clouds. 
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Figure 3.9: Mean cloud size and cloud number, time-averaged and plotted as a point for 
each simulation for (a) non-cirrus clouds and (b) precipitating clouds, where clouds are 
defined as in Section 3.4. Cloud size is measured in units of the model grid box. Cloud 
fields are evaluated every half hour starting 30 minutes into the simulation. The 
unperturbed simulation is denoted by a small black circle. Simulations with perturbation 
amplitudes of 0.01, 0.1 and IK are denoted by green, blue and red symbols respectively. 
Sequential perturbation simulations with agauss = 24, 8 and 0 km are denoted by squares, 
large circles and small circles respectively. Single perturbation simulations with 
perturbation application times of the initial time, 0700, 0830, and 1000 UTC are denoted 
by stars, upright triangles, inverted triangles and diamonds respectively. The dashed line 
in (a) is the least-squares fit for the sequential simulations with IK perturbation 
amplitude, along with the IC-1 simulation. The solid line in (a) is the corresponding fit 
for all other simulations shown. In panel (b), the dashed line is the least-squares fit for all 
simulations other than IC-1. 

3.6.c RMSP 

Figure 3.10 shows the evolution of RMSP in the sequential perturbation runs. It is 

most responsive to the perturbation amplitude. When this is 1 K, the strongest error 

growth occurs after the second perturbation application (2 UTC). The RMSP peaks 

between 7 and 11 UTC before leveling off at about 3 mm. In contrast, for perturbations of 

amplitude 0.1 K, although the strongest growth is again seen at early times, there is no 
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peak in the RMSP evolution, and instead the error saturates at about 2.5 mm around 12 

UTC. For the 0.01 K perturbations, the strongest growth is somewhat delayed, to 6 UTC. 

A clear saturation phase is not seen for these experiments within their duration although 

similar RMSP values to those achieved with the 0.1K perturbations are reached at the end 

of the simulations. 

These results for the onset of strong growth suggest that small perturbations 

within the stable boundary layer have little effect upon any precipitation before sunrise. 

Only once the boundary layer starts to change its structure are the smaller perturbations 

capable of stimulating significant error growth. By contrast, the 1 K perturbations can be 

powerful enough to produce strong precipitation error growth almost from the outset. 

Figure 3.10b shows the RMSP evolution for three ensembles with varying perturbation 

amplitudes. Note that the range across the ensemble members increases with increasing 

perturbation amplitude. Systematic dependence on the perturbation standard deviation, 

Ggauss, is not obvious in Fig. 3.10a, being comparable in size to the spread within the 

six-member ensembles. Thus, the horizontal-scale length of the perturbation does not 

significantly affect RMSP. However, some delay before the strongest growth can be seen 

for the experiments with perturbation standard deviations cgauss=24 km and the 1 K and 

0.1 K amplitudes. 

The strength of the strongest error growth in each simulation can be seen in 
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Figure 3.10: Evolution of the RMSP for (a) nine sequential-perturbation simulations 
with different perturbation amplitudes (0.01 K in green, 0.1 K in blue and 1 K in red) 
and standard deviations (24 km as solid lines with filled circles, 8 km as solid lines and 
0 km as dashed lines) and (b) three ensembles with different perturbation amplitudes 
(0.01 K in green, 0.1 K in blue and 1 K in red), each with ogauss=*24 km. All times 
refer to the beginning of the hour of accumulation. 

Table 3.1, which gives the maximum three-hourly increments of RMSP. The RMSP is 

somewhat noisy and so it is convenient to apply a 1-2-1 filter to the increments; the 

relationship between error growth and perturbation amplitude is insensitive to the 

filtering. The maximum error growth is around twice as strong with the 1 K perturbations 

as with the 0.01 K perturbations. Furthermore when the same quantity is computed for 

the evolution of the ensembles plotted in Fig. 3.10b (not shown), the variations within 

each ensemble are smaller than the difference between the averages for each ensemble. 

Thus, at least for the cgauss=24 km simulations, the amplitude of the perturbation affects 

the RMSP more strongly than the random number sequence. 

The domain-averaged precipitation accumulated over the full duration of the 

control run is 2.127 mm. The biases against that of the various perturbed simulations are 

given in Table 3.1. In most cases, the bias is at least two orders of magnitudes smaller 
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than the mean value, demonstrating that the total rainfall in this case study is primarily 

dictated by the large-scale convective forcing. While small-scale perturbations can alter 

the timing and location of particular storms, they do not affect the time-space averaged 

moisture budget. 

The largest biases, of the order of a few percent, occur in the sequential 

perturbation experiments with 1 K perturbation amplitudes and the single perturbation 

experiment with the perturbation applied to the initial conditions (a24Al, <T8A1, crOAl, 

and IC-1, Table 3.1). If the perturbation field is imposed on the initial conditions, the 

rainfall increases throughout the course of the simulation that follows, whereas in the 

sequential perturbation runs the total rainfall is reduced. The reduction occurs primarily 

between 5 and 15 UTC, somewhat offset by a positive bias later (not shown). These 

results highlight the point that the model is sensitive to strong perturbation amplitudes at 

early times, and also suggest that perturbations affecting the spin-up phase of the model 

can produce markedly different results, consistently with the changes in the cloud 

distribution (Section 3.6.b). 

The RMSP of the single-perturbation simulations is shown in Fig. 3.11, along 

with that of the cr24Al and <T24A0.01 simulations for comparison. Generally the 

behavior for the single-perturbation simulations is similar to that for the sequential 

perturbations as RMSP grows from the time of the perturbation application and in some 

cases with the 1 K perturbation amplitude reach a clear saturation level. The IC-1 and IC-

0.0.1 runs behave similarly in RMSP to their sequential-perturbation counterparts, CT24A1 

and c24A0.01 (and the difference is within the spread of the ensemble generated by 

different the random number realizations (Fig. 3.10b). Note that, the different behavior of 

the IC-1 simulation to the CT24A1 simulation, as determined from the very different biases 
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in domain average accumulated precipitation (Table 3.1), is not revealed by the RMSP 

diagnostic. This indicates the importance of considering a range of diagnostics when 

assessing the impact of perturbations. 

—0.01 K 30 min 
- -0.01 KIC 

Figure 3.11: Evolution of the RMSP for the single perturbation experiments. The 0.01 K 
simulations have blue lines, while the 1 K have red lines. Continuous, unmarked lines 
represent the sequential simulations, while the dashed-dotted lines indicate the IC 
simulations. The dashed lines represent the 0700 UTC experiments, the solid lines with 
circles are for the 0830 UTC one and the 1000 UTC are represented by the solid lines 
with triangles. 

In general the later the single perturbations are applied, the less likely the RMSP 

is to reach saturation and the less the RMSP is at the end of the simulation. The 

maximum growth rate of RMSP also reduces as the single perturbations are applied later 

in the day (Table 3.1). This shows that perturbing at early times is most effective in 

producing error growth. 
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3.6.d Intensity and Displacement Errors 

In Section 3.4, a decomposition of the squared RMSP into the sum of three MSP 

components {COMMON, CONTROL and PERTURBED) was described (Equation 3.1). 

This decomposition for the sequential-perturbation simulations is given in Fig. 3.12, with 

MSP shown on the left and the fractions of each type of grid point (relative to the total 

number of rainy grid points) shown on the right. Note that the number of rainy points for 

the control simulation shown in Fig. 3.2 is the sum of the defined COMMON and 

CONTROL points here. 

The points that are rainy in both the perturbed and control simulations 

{COMMON points) are considered first. The intensity of precipitation at COMMON 

points is altered in all of the perturbed simulations and most strongly for stronger 

perturbation amplitudes (Fig. 3.12a). This contribution dominates the total MSP at early 

times, the COMMON points having the fastest-growing MSP. Consistent with this 

observation, and with Fig. 3.10, the MSP for COMMON points grows more slowly and 

reaches a peak at later times for decreasing perturbation amplitudes. For a perturbation 

amplitude of 1 K, the fraction of COMMON points decreases from the outset of the 

simulations. From around 7 UTC most of the rainy grid points in the perturbation 

simulations differ from those in the control simulation (Fig. 3.12b). Thus, these 

perturbations are extremely effective from the outset at both displacing storms and 

altering the intensity of common storms. By contrast, at the same time in the simulations 

with weaker perturbation amplitudes the rain occurs in predominantly the same locations 

and at similar rates to the control simulation. 

The points that are rainy only in the perturbed or control simulations are now 

considered. For the two smaller perturbation amplitudes these points exhibit similar 
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behavior. The simulations with 0.01 K perturbation amplitude start to generate points 

with a different rain status to the control simulation (i.e. raining in the perturbed run but 

not in the control or vice versa) around 1-2 h after such points are generated by 0.1 K 

perturbations. However, once produced the growth rates of the fraction of those points 

and the MSPs are similar, so that the same timing difference remains perceptible 

throughout the remainder of the simulations. With these perturbation amplitudes, the 

MSP contributions from PERTURBED and CONTROL rainy points to the total MSP are 

roughly equal. 

By contrast, the simulations with 1 K perturbation amplitude have a different 

pattern of behavior for rainy but non-COMMON points. As seen in the 0.1 K and 0.01 K 

simulations, more storms are displaced earlier for a stronger perturbation amplitude. 

However, at early times the 1 K perturbations are more effective at triggering new storms 

than they are at suppressing storms seen in the control simulation. Thus, the fraction of 

points and MSP from PERTURBED points grows rapidly up to around 7 UTC (Figs. 

3.12e and f). Beyond that time, the ability of the perturbations to trigger new storms, and 

the intensity of such storms, increases only slowly if at all. Interestingly also, the growth 

of the CONTROL fraction of points and MSP stalls at around the same time (Figs. 3.12e 

and f), indicating a reduced ability of the 1 K perturbations to alter storms. Thus, we can 

see that the period between 6 and 8 UTC is a critical one for the development of storms. 

It is during this time that perturbations of weaker amplitude first become effective at 

displacing storms. The 1 K perturbations meanwhile are extremely effective at producing 

additional storms, without greatly suppressing the triggering of storms in the control 

simulation (note the small MSP due to the CONTROL points prior to around 7 UTC). 
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Figure 3.12: Panels in the left-hand column show the mean-square error for the rainy 
grid points which are classified as (a) COMMON, (c) CONTROL and (e) PERTURBED. 
At any time, the sum of the three, weighted by the domain fractions, gives the RMSP, as 
shown in Fig. 10. Panels in the right-hand column show the fraction of the rainy part of 
the domain occupied by the (b) COMMON, (d) CONTROL and (f) PERTURBED points. 
In all panels, results are shown for nine sequential perturbation simulations with different 
perturbation amplitudes (0.01 K in green, 0.1 K in blue and 1 K in red) and standard 
deviations (24 km as solid lines with filled circles, 8 km as solid lines and 0 km as dashed 
lines). 

80 



Recalling the reduction in total rainfall at this time (Fig. 3.2), these results imply that the 

1 K perturbations must be effective at reducing the strength of those storms that are in 

COMMON between the simulations. In essence, the strong perturbations produce more, 

but less intense, storms at this time. The storms present only in the control simulation are 

strongly affected by the 1 K perturbations during the late morning and early afternoon. 

From 1000 UTC their domain fraction remains constant or increases slightly, whereas the 

MSP decreases during the same period. Therefore, on average the intensity of the storms 

decreases. Comparing Figs. 3.12e and c we also note that the PERTURBED storms are 

stronger than the CONTROL in the afternoon and evening. 

In general the MSP decomposition, is only slightly sensitive to the standard 

deviation of the perturbations Ggauss, particularly so for the perturbation amplitude 

0.01 K. However, for the larger amplitudes there are indications in the <T8A1 and CT8A0.1 

simulations that the 8 km standard deviation is consistently the most effective at 

displacing the storms. 

3.7 Discussion 

The key processes involved with the error growth have been analyzed. Some 

affect error growth by altering the background state of model (acoustic waves, CAPE, 

theta and total condensate changes) while changes in the boundary-layer types alter the 

model itself through by triggering different parameterizations and/or different 

coefficients for the parameterizations. Amongst the first group acoustic waves affect the 

background more widely since they propagate very quickly, although they are not very 

well represented. However they have been already observed to propagate errors by 

Hohenegger and Schar (2007b). They are also generated by convective storms (Nicholls 
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and Pielke 2000) and can further accelerate error growth if storms are displaced, similarly 

to gravity waves. Furthermore, because analysis increments can be larger than 1 K (e.g., 

Kong et al. 2007), if they are not acoustically balanced they can excite a wave response 

stronger than observed in this study. 

It has been shown (Section 3.5.a) that each perturbation does not modify 

significantly the average CAPE of the domain, but at some points, for the 1 K 

perturbations lids can be removed or set, thus altering more effectively storm 

development and consequently error growth. Moreover, even in the absence of a trigger 

at these specific locations the vertical motions will be altered by the changes, albeit small, 

in the static stability. 

The changes in the time-averaged boundary-layer covers introduced by the 

sequential perturbation (Table 3.3) involve more grid-points than the changes directly due 

to the perturbation as seen in the single perturbation runs (Table 3.2). This suggests that 

the boundary-layer changes of the sequential perturbation are due to the evolution of the 

perturbed model atmosphere (indirect effect of the perturbation) rather than the potential-

temperature perturbation itself (direct effect). 

While the changes in the boundary-layer types certainly affect error growth as 

suggested by Lean (2006), we did not attempt to quantify the relative importance of the 

different processes mentioned thus far, including the effect of theta itself and of total 

cloud water on the evolution of the model atmosphere. 

No simulation was designed to specifically investigate the role of buoyancy 

(gravity) waves. It is well known that a potential-temperature perturbation induces 

gravity waves whose characteristics depend mainly on the vertical stability, on the 

duration and intensity of the heating, and on the size and aspect ratio of the heated region 
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(e.g., Chagnon and Bannon 2005). The examination of the sequentially perturbed 

potential temperature fields (output at every timestep) did not show any significant 

buoyancy wave activity at the perturbation level. At times, with no evident spatial 

pattern, oscillation of the potential-temperature followed the perturbation, but their 

frequency and amplitude vary greatly from grid point to grid point. Also many grid points 

do not have a clear oscillatory pattern and the perturbation decays smoothly to the control 

run values or simply the perturbed potential-temperature has tendency very similar to the 

control simulation. Furthermore no specific peaks were identified during the analysis of 

the potential-temperature spectra of the perturbed runs (Section 3.2). Finally, the small 

amplitude of the perturbation and the lack of correlation in time probably prevent 

resonance phenomena due to gravity waves, such as the one investigated by Robinson et 

al. (2008). 

The absence of perturbation-generated buoyancy waves is probably due to 

numerous contributing factors. The horizontally heterogeneous shear and stability, which 

generate spatially incoherent responses, but also the very limited vertical extent and 

duration of the heating. For example, Chagnon and Bannon (2005) in their idealized 

study used a 1 K amplitude perturbation, but its vertical extent was at least 5 km. 

Robinson et al. (2008) to investigate the gravity wave response of surface hot spots used 

heating confined to the lowest model levels, but the maximum temperature perturbation 

reached 10 K spread over 1-2 h, whereas the depth of the perturbed layer in this study is 

320 m and the perturbation is applied for one timestep only, which is 100 s. Furthermore, 

this specific value is not suitable to represent the slowest gravity wave modes whose 

period is 27t/N since N is of the order of 0.01 s. Such period can be reasonably expected 

and was observed in the idealized study of Chagnon and Bannon (2005). It also must be 
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mentioned that the long timestep of the model (100 s) filters out the short period gravity 

waves. 

The above mentioned indirect effects brought about by the perturbations results in 

two main changes of the overall behavior of the simulations. First, the non-cirrus cloud 

distributions for the 1 K sequential perturbations are altered so that the linear regime 

which relates the mean cloud size to the mean cloud number changes significantly. This 

suggests that dynamics of such clouds is altered as the changes in mean size and cloud 

number are substantially larger than the ones due to the direct effects. We did not 

investigate how this change occurs. Secondly the perturbations, even the smaller ones, 

when applied every 30 minutes affect the storm location and intensity, as shown in 

Section 3.6.d. All the perturbations generate new storms and the MSE of the COMMON 

points peaks at later times as the perturbation decreases in amplitude. However, the 1 K 

perturbations behave differently as they start generating new storms earlier in the day, 

although they are less intense than the ones present only in the control run. 

It has been shown that the 1 K perturbation experiments results in qualitatively 

different outcomes, not simply a more intense version of the smaller perturbation runs: 

the cloud distribution shifts to a different regime, the RMSP starts growing earlier and 

more vigorously and new storms are generated more effectively. Despite these important 

differences, both the sequential and single perturbation experiments (Section 3.6.c) reach 

similar RMSP over the course of the simulations (Fig. 3.10), even when only the initial 

conditions are perturbed. This could be specific to this case study which is strongly 

constrained by the large scale, but it seems to indicate that the nonlinearities of the 

system amplify the small perturbations more strongly. More accurate measures of spread 
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and error need to be implemented for a careful comparison with other studies similar 

studies such as Kong et al. (2006) or Hohenegger and Schar (2007b). 

The time-scales of error growth are consistent with previous studies (e.g. 

Hohenegger and Schar 2007a), but at least in this analysis error growth rates depend on 

time of the day, amplitude and model balance. The dependence upon the time of the day 

is due to the transitions of the boundary layer: if the model state is perturbed before the 

morning transition from mainly stable to mainly mixed boundary-layer types then the 

perturbations will be amplified at higher rates than those generated after such transition. 

Secondly, the amplitude of the perturbation does affect such processes rendering it less 

dependent upon the time of the day since the strong growth rates of the RMSP for the 1 K 

sequential perturbation commence before the mentioned transition. However, it has been 

shown that the ability of the perturbation to affect new storms generation and change the 

intensity of the existing ones is different before and after such transition. Thirdly the 

model balance affects the error growth as the IC-1 experiments yields a very different 

forecast from the other 1 K single perturbation runs and from the sequential perturbations 

as well, indicating that the model during spin-up is more sensitive to the perturbation, 

which in turn can push the forecast on a different trajectory. 

Finally the above mentioned sensitivity to the time of the day suggests that the 

turbulent plumes rising from the boundary layer find a slightly different environment and 

amplify the existing differences once moist convection starts. This interpretation is 

supported by the domain average mass flux at perturbation level (Fig. 3.13) which starts 

growing at 0600 UTC, peaks at 1300 UTC and then decreases afterwards. The early part 

of the increase in the mass flux is associated to transition in the boundary-layer types 

observed for the control run (Section 3.2.c) and also the 6 to 8 UTC period is critical for 
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the development of storms (Section 3.6.d). The decrease of the average mass flux from 

1300 UTC onwards helps explaining the reduction of error growth rates for both the 

sequential perturbation and the single ones (Section 3.6.c) which happens roughly at the 

same time. Error growth can continue only at slower pace because, even though the 

average mass flux is diminishing, there are still storms in the domain and also the non-

convective evolution of the flow leads to error growth. Within this framework, the larger 

error growth rates of the stronger amplitude perturbation runs are explained quite simply 

by the stronger initial differences which undergo nonlinear growth. Furthermore, the 

earlier the simulation is perturbed, the earlier the convective processes can act to generate 

error growth as seen in Section 3.6.C. This effect coupled with the smaller number of 

rainy points in the control run (Fig. 3.2) generates the early and swift error growth of the 

1 K sequential perturbation. 
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Figure 3.12: Horizontally averaged mass flux at the perturbation level. The values during 
the model spin-up are not shown. 
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3.8 Summary and Conclusions 

The processes leading to convective-scale error growth and its sensitivity to the 

perturbation characteristics have been investigated for a CSIP case study. The case was 

chosen because it is strongly upper-level forced but with the detailed 

mesoscale/convective-scale evolution dependent on smaller-scale processes. The 

potential temperature was perturbed at a fixed model level within the boundary layer, 

most of the times above the LCL. Sensitivity studies show that RMSP is fairly insensitive 

to the height of the perturbation. The perturbation fields had varying horizontal length 

scales and amplitudes and both sequential perturbations (applied every 30 min throughout 

the run and uncorrelated in time) and single perturbations (at a specific time) were 

considered. 

Diagnostics were carefully selected to elucidate both the direct effect (within one 

timestep) and indirect effect (as evolved by the model) of the perturbations on the model. 

In particular we have developed diagnostics to distinguish changes in precipitation 

intensity from changes in the location and distribution of clouds. This relates to the 

hydrological focus of the funding for this study (FREE). 

The processes involved are the acoustic and Lamb waves, the changes in the 

boundary-layer type categorization, the changes in the CAPE, and in the total water 

condensate and theta. The acoustic waves affect quickly the whole domain, creating a 

different background. The changes of the potential temperature and in the total 

condensate act in a similar fashion, although they are limited to the perturbed level and its 

two neighbors. The perturbation affects only slightly the CAPE values of the individual 

grid points, but for the 1 K perturbations it creates or destroys lids, creating the 

conditions for changes in storm location and development favoring error growth. The 
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changes in the boundary-layer types affect error growth by directly altering the response 

of the boundary layer. 

Overall, the amplitude of the perturbations (single and sequential) is the main 

driver of the error response, with the scale-length occupying a secondary role in 

modulating the response of the RMSP. However smaller-scale lengths for the 1 K 

sequential perturbations result in a larger number of clouds (both non-cirrus and 

precipitating ones) with a smaller average size. Storm displacement and generation, as 

defined in Section 3.6.d, is also affected more strongly by the 1 K sequential perturbation 

as they both displace storms and create new ones earlier in the day. Therefore the 

sequential perturbations result in qualitatively different simulations, although the RMSP 

is of the same magnitude as the smaller perturbations. This indicates, on the one hand, 

that the root mean square error is a fairly crude indicator of the error because it is not 

sensitive to important features, but on the other hand the nonlinearities of the atmosphere 

are such that the much smaller amplitudes are amplified more strongly. These features of 

the IC-1 experiment, where a 1 K perturbation was applied at the initial conditions, are 

even more markedly different from the remaining experiments and indicates that, at least 

for this specific event, the perturbation pushed the model on a different trajectory. Error 

growth has also been observed to be sensitive to the time of day, or better, to the state of 

the boundary layer since perturbations applied before the morning transition of the 

boundary layer are more effective at generating error growth. This, along with the 

different features of the sequential perturbation experiments, shows that the sequential 

perturbation is an effective method of generating error growth. 
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CHAPTER 4 

CONCLUSIONS 

In Chapter 2, the Harrington radiation parameterization was transformed into a 

transfer scheme for the clear sky. The transfer scheme requires a fraction of the 

computational cost of the parent parameterization Accuracy is generally preserved, 

although at times the heating rates error is larger than what is normally accepted for a 

parameterization compared against a line-by-line code. However these larger errors occur 

near the tropopause where the model vertical resolution is coarsest and when heating 

rates are converted into heating flux via divergence they are of the same magnitude of 

those of Zhang et al. (2000) which used a 1 km vertical grid spacing for its radiative 

transfer scheme. Furthermore, after two days of simulations the RAMS meteorological 

fields (surface temperature, 500 mb geopotential height, etc.) obtained with the best 

transfer scheme yields results which are not significantly different from the parent 

scheme. More importantly they are physically realistic and a comparison of the same 

fields against the one obtained with the Chen-Cotton parameterization shows that the 

transfer scheme modifies the main meteorological fields less than the use of this second 

radiation parameterization. 

Future work will focus on extending this methodology to a cloudy atmosphere. 

The first step is to use a modified version of the EOF analysis so that it does not result in 

negative cloud water content. 
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The processes that led to the error growth of the hourly-accumulated precipitation 

fields during a case study over southern England were analyzed in Chapter 3. The single 

perturbation experiments where the potential temperature perturbation is applied only 

once at specific times show that besides the expected changes in total cloud water 

content, three processes are involved in error generation: Lamb waves generated by the 

perturbation, for the stronger perturbation ( IK) small temperature inversions can be 

removed or set at the perturbation level, and also the categorization of the boundary layer 

is altered, affecting the boundary-layer parameterization. The first two processes affect 

the background state while the third alters the mixing coefficients and/or calls to other 

parameterizations (e.g., entrainment). The Lamb wave allows a quick propagation of the 

error throughout the whole domain, up to the stratospheric model levels, and in the case 

of the 1 K perturbation has a significant effect on the average vertical velocity. 

Hohenegger and Schar (2007) also observed acoustic waves as result of temperature 

perturbation. The changes in static stability can affect storm development and evolution, 

but they require the simultaneous presence of a trigger. The changes brought to the 

boundary-layer parameterization are similar to those observed, within the same Met 

Office model by Lean (2006). No attempt was made to quantify the influence of these 

processes on the error growth, but effects of the application of the perturbation every 30 

minutes (sequential perturbation) yield in markedly different results depending mainly on 

perturbation intensity, but also its typical scale-length. The strongest perturbations (IK) 

experiments have stronger error growth from the outset of the simulation and start 

generating new storm earlier in the day than the smaller amplitude counterparts (0.01 and 

0.1 K). Also the cloud distributions are affected and the 1 K perturbations show an 

increase in the average number of clouds as the typical scale length decreases. The 
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smaller perturbations also have a linear relationship between average size and number of 

clouds, but with a significantly different slope. 

The sequential perturbation method is overall successful at generating 

qualitatively different simulations, as shown above, but it also allows for of capture the 

sensitivity of the error growth to the perturbation to the time of the day. The perturbations 

applied before the morning transition of the boundary-layer types, cause a quicker error 

growth than those applied afterwards. 

Future work will concentrate on three fundamental issues. First, to determine the 

relative importance of the different error sources relative to the error growth, as it is 

defined in this study. Secondly, it is important to test these conclusions on other case 

studies to test their significance towards the design of a convective-scale ensemble. 

Finally, while the hydrological focus of this study is very important it is also interesting 

to investigate the dynamical features induced by the sequential perturbation following up 

on the changes in the non-cirrus cloud distribution. This involves developing different 

measures of the error, possibly accounting for the location and timing errors of the 

convection 
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