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ABSTRACT

THE EFFECTS OF SEDIMENT SUPPLY, WIDTH VARIATIONS, AND UNSTEADY

FLOW ON RIFFLE-POOL DYNAMICS

Channel geometry, water discharge, and sediment supply work together to influence

gravel-bed morphodynamics. How these forcings change and interact affects instream meso-

scale geomorphic units, such as riffles and pools, which are often important habitat areas

for aquatic organisms. Riffles and pools, defined as vertical undulations in the longitudinal

bed profile, are often co-located with variations in channel width and their maintenance in

natural systems is often attributed to unsteady flow effects. However, little work has been

done to investigate the interaction between unsteady flow and the periodic width variations

that often accompany riffle-pool morphology. Surficial sediment sorting, which is largely

dependent on sediment supply, is also invoked as an important factor for riffle-pool main-

tenance. However, there is a lack of studies exploring how riffles and pools respond, or

are maintained, in the case of increased sediment supply, such as might be experienced due

to dam removal. In general, little is known about how constriction-forced riffles and pools

interact with unsteady flow and changes to sediment supply.

This dissertation investigates the interplay between channel geometry, discharge, and

sediment supply using numerical methods, laboratory experiments, and field exploration.

Chapter 2 presents a one-dimensional morphodynamic model which was used to investigate

the controls on sediment pulse evolution in coarse-bed rivers. The model uses the standard

step backwater method to compute hydrodynamics, calculates bedload, and simulates ele-

vation changes. A stratigraphy submodel retains data related to vertical grain size sorting

in the channel subsurface. The results suggest that sediment pulses move downstream with
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a greater degree of translation with smaller pulse sizes, longer pulse feed times, finer pulse

grain sizes, and prolonged higher discharges.

In Chapter 3, a two-dimensional morphodynamic model was used to systematically inves-

tigate the influence of width variations, unsteady flow, and changing sediment supply rates on

equilibrium morphodynamics. Multiple channels with various amplitudes and wavelengths of

sinusoidal width variations were modeled under conditions of steady and unsteady discharge

and different sediment supply rates. Results suggest that the amplitude of width variations

exerts a primary control on riffle-pool relief and that under cycled hydrographs a reversal in

the location of maximum shear stress occurs providing a riffle-pool maintenance mechanism.

Complementary flume experiments are presented in Chapter 4, where two geometries

(constant- and variable-width) were subjected to the same sequential phases of steady flow

and constant sediment supply, unsteady flow and constant sediment supply, and unsteady

flow and increased sediment supply. Results show that the variable-width channel adjusts

to an increased sediment supply by reducing the elevation relief between adjacent riffles and

pools and decreased cross-sectional elevation variability, effectively reducing the form drag,

rather than increasing the overall bed slope.

Finally, Chapter 5 presents a field investigation of the Elwha River downstream of the

former Glines Canyon Dam site, using the dam removal as a natural experiment. Three

annual topographic surveys were conducted along with hydrodynamic modeling to investigate

the impact of increased sediment supply to a natural channel with riffle-pool morphology.

Results show aggradation and channel widening have resulted in shallower, slower flows.

Field surveys were complemented with historical aerial image analysis which suggests that

channel widening and lateral migration rates have increased substantially since dam removal.
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Chapter 1

Introduction

Alternating undulations of shallow and deep flow in rivers are commonly called riffle-pool

sequences (Figure 1.1). Riffle-pool sequences are near-ubiquitous morphological features in

both straight and meandering coarse-bedded rivers with slopes less than 2% (Knighton,

1998; Leopold et al., 1964; Thompson, 2013). Riffles are defined as areas of higher rela-

tive elevation with a symmetrical cross-section and coarser bed material. Conversely, pools

have relatively low topography and characteristically have finer bed material (Keller , 1971a;

Richards , 1976b). Riffles are commonly co-located with wide portions of the channel or

valley while pools are often forced by constrictions to downstream flow, either in the form

of width variations or obstructions (Brew et al., 2015; Richards , 1976b; White et al., 2010).

The heterogeneity in flow and bed surface conditions coincident with riffles and pools make

these geomorphological features important habitat areas for aquatic organisms (Brown and

Brussock , 1991; Yarnell et al., 2006). Because of their ecological benefits, the reestablish-

ment or maintenance of riffle-pool sequences is a major component in river restoration or

management objectives (e.g., Biron et al., 2012; Pasternack and Brown, 2013; Rodŕıguez

et al., 2004).

Individual riffles and pools are commonly classified based on bed topography (Milne,

1982; O’Neill and Abrahams , 1984; Richards , 1976a). Most often this method defines riffles

as positive residuals of the difference between the thalweg elevation and a reach-averaged

slope, and pools as negative residuals. Leopold et al. (1964) present a method for riffle-pool

characterization using the energy-grade line, where steeper energy gradients correspond to

riffles, and milder to pools. Other methods for riffle-pool delineation rely on hydrodynamic

metrics such as flow depth, water surface slope, mean flow velocity, and Froude number

(Jowett , 1993). The naturally variability of discharge in a river creates a potential issue with

using hydraulic measures to identify riffles and pools, as these metrics are often changing de-
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Figure 1.1: Typical riffle-pool morphology longitudinal (top), planform (middle), and cross-
sectional (bottom) profiles.

pending on the flow. There is certainly no shortage of definition methods for riffles and pools

and some suggest that the binary “riffle-pool” sequence overlooks the lateral heterogeneity

inherit to natural channel morphology (Wyrick and Pasternack , 2014).

The issue of natural riffle-pool genesis and maintenance has been a topic of discussion and

theorization nearly since the beginning of the study of geomorphology (Gilbert , 1914). One

theory that has generated a lot of attention over the past few decades is the so-called “velocity

reversal hypothesis” (Keller , 1971b; Thompson, 2011). According to this model, at low flow

near-bed velocities in pools are lower than near-bed velocities in adjacent riffles. However,

as stage increases the difference between the two near-bed velocities decreases until at some

point a “reversal” occurs. That is, at an increased flow rate, the near-bed velocity in a pool

is greater than that in an adjacent riffle. The hypothesis of some sort of reversal (near-bed

velocity, mean flow velocity, boundary shear stress, etc.) has been the subject of numerous

subsequent studies (e.g., Caamaño et al., 2009; Keller and Florsheim, 1993; Lisle, 1979).

Although presupposed by the velocity reversal hypothesis, it should be noted that a reversal

in velocity or shear stress does not necessarily indicate a similar reversal in bedload transport

2



(Bayat et al., 2016). Additional hypotheses and revisions to the velocity reversal hypothesis

have been made including the differential sediment entrainment hypothesis (Clifford , 1993;

Hodge et al., 2013; Sear , 1992), flow convergence routing hypothesis (MacWilliams et al.,

2006; Sawyer et al., 2010), and others (e.g., Caamaño et al., 2012; Clifford and Richards ,

1992; Strom et al., 2016; Thompson et al., 1996, 1999).

Some of the hypotheses for natural riffle-pool maintenance, especially flow convergence

routing, require the presence of longitudinal width variations. Indeed, the co-location of

riffles and pools with wider and narrower lengths of channel, respectively, is well documented

(Brew et al., 2015; Richards , 1976b). A number of studies have used field measurements and

hydrodynamic modeling to explore the structure of flow convergence into pools (Harrison

and Keller , 2007; MacVicar and Roy , 2007a,b). There have been a handful of both flume

and numerical studies exploring the effect of sinusoidal width variations on channel hydro-

and morphodynamics (Bittner , 1994; Jang , 2014; Nelson et al., 2015; Repetto et al., 2002;

Tsujimoto, 1987; Wohl et al., 1999; Wu and Yeh, 2005; Wu et al., 2011). Most of these have

been in the context of braided channel morphology with very few in the context of riffle-pool

sequences (but see Nelson et al. (2015), Brown et al. (2016), and Chartrand (2017)). These

studies, most of which use uniform sediment, constant sediment supply (but see Nelson

et al. (2015) and Chartrand (2017)), and steady flow, show that width variations create

deep areas in width constrictions and shallow areas in width expansions. The combination

of channel geometry, through the wavelength and amplitude of width variations, along with

discharge (resulting in a certain aspect, or width-to-depth, ratio) have been hypothesized

to be a control on whether a central bar or side bars develop in the widest sections of the

channel (Repetto et al., 2002; Wu and Yeh, 2005). There remains a wide knowledge gap

in how nonuniform sediment, changes in sediment supply, and unsteady flow influence the

hydrodynamics, bed topography, and material sorting in the development riffles and pools

forced by width variations. These topics are especially important as natural systems often
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experience these conditions, and because changing sediment and hydrologic regimes are often

inherent in problems faced by river managers and restoration professionals.

Sediment supply from upstream reaches is a major factor controlling a number of mor-

phological features in alluvial/coarse-bedded streams including bed armoring (Dietrich et al.,

1989), grain size patches (Nelson et al., 2009), and bedforms (Kleinhans et al., 2002; Ven-

ditti et al., 2017), including pool depth and variations in the amplitude of bed elevation

through riffle-pool sequences (Lisle, 1982; Wohl and Cenderelli , 2000). Because sediment

supply greatly affects sediment sorting patterns (Lisle et al., 1993; Venditti et al., 2012),

and because bed sorting is generally thought to be an important component of riffle-pool

maintenance (Lisle, 1979), it is likely that sediment supply has important feedbacks on riffle-

pool dynamics. Studies have also shown that riffle-pool sequences sometimes persist in the

same locations following sudden changes in sediment supply (Brew et al., 2015). Sudden

increases to sediment supply, either temporary or permanent, can result from both natu-

ral and anthropogenic causes (Ferguson et al., 2015; Pizzuto, 2002; Sutherland et al., 2002;

Zinger et al., 2011). Researchers have used field (Brummer and Montgomery , 2006; Madej ,

2001; Wohl and Cenderelli , 2000), flume (Cui et al., 2003a; Humphries et al., 2012; Sklar

et al., 2009; Venditti et al., 2010a), and numerical (Cui and Parker , 2005; Cui et al., 2003,

2008; Lisle et al., 2001) methods to explore how sediment pulses evolve and affect channel

morphology under different conditions. With the growing popularity of dam removal as a

restoration technique (Bellmore et al., 2017; Tullos et al., 2016), it is all the more important

to understand how large fluctuations in sediment supply may affect downstream reaches and

associated habitat.

Unsteady flow has been shown to have a significant effect on bedload transport (Humphries

et al., 2012; Wong and Parker , 2006), grain size sorting and armoring (Hassan et al., 2006),

and channel morphology (Pasternack and Wyrick , 2017). Previous studies on riffle-pool

dynamics have concluded that unsteady flow is an important component of riffle-pool main-

tenance (Knighton, 1998; Leopold and Wolman, 1960). The riffle-pool maintenance hypothe-
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ses generally rely on varying stage to explain the preservation of bed undulations (Keller ,

1971b; MacWilliams et al., 2006; Vetter , 2011) as well as sorting between riffles and pools

(de Almeida and Rodŕıguez , 2011, 2012). Accordingly, the effects of unsteady flow have been

inherent to both field and numerical studies of riffle-pool morphodynamics, however there

has been little research on unsteady flow effects on riffles and pools in the laboratory.

In Chapter 2, sediment pulse dynamics are investigated. Sediment pulses, defined as

discrete, temporary increases in sediment supply, enter channels through both natural and

anthropogenic means. The movement of pulses in coarse-bedded channels are generally

characterized by some combination of translation and dispersion. How pulses under move

certain conditions is still poorly understood and the ability to predict how certain sediment

pulses will evolve downstream under different conditions is important for management and

restoration efforts. Here we present a one-dimensional morphodynamic model to explore

how different pulse characteristics or channel configurations affect pulse movement. Our one-

dimensional model uses the standard step backwater method to compute hydrodynamics,

and determines morphodynamics by computing bedload transport, and retaining vertical

grain-size stratigraphy. We explore the effect of pulse characteristics (pulse size, timing,

and grain-sizes) as well as external forces (unsteady flow and width variations). In general,

our results suggest more translation with smaller pulse sizes, longer pulse feed times, finer

pulse grain sizes, and prolonged higher discharges. Our findings have implications for stream

managers and restoration professionals in systems with sediment pulse concerns.

Channel geometry, water discharge, and sediment supply are primary influences gov-

erning the hydro- and morphodynamics of gravel bed rivers. The relative importance of

these parameters on mesoscale bedforms such as riffles and pools, however, remains largely

unexplored. In Chapter 3 we use a two-dimensional morphodynamic model to explore the

interactions between width variations, steady vs. unsteady flow, and changes to sediment

supply. Our results suggest that topographic relief between riffles and pools forced by width

variations is governed by the amplitude of width variations. Increased sediment supply con-
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ditions primarily result in an overall steepening of the downstream bed slope, in both steady

flow and unsteady flow runs. Sediment pulses in variable width channels do not evolve with

any more dispersion than an equivalent straight-walled channel. In variable width channels

overall slope and riffle-pool relief are invariant to hydrograph shape as long as hydrograph

maxima are the same. Under cycled hydrographs with constant sediment supply a series of

alternating “hydrograph boundary layers” develop at each wavelength of width variation.

Unsteady flow, coupled with width variations, provides conditions that facilitate the self-

maintenance of riffles and pools through the upstream/downstream shifting of the location

of maximum shear stress and bedload transport.

In Chapter 4 we present results from a laboratory flume experiment complementing the

work in Chapter 3. Two flume geometries were used, a constant-width and variable-width.

The width variations in the second channel were characterized by a sinusoidal pattern with

a mean width equal to that of the first channel. Three phases were conducted in each flume

geometry: 1) steady flow, constant sediment supply; 2) unsteady flow, constant sediment

supply; and 3) unsteady flow, doubled sediment supply. Unsteady flow was implemented

in the form of symmetrical triangular stepped hydrographs which were repeated for the

duration of the phase. Hydrographs had a mean discharge equal to that in the steady

flow phase. In all phases the bed and supply were composed of sediment grains between 1

and 8 mm. Results suggest that hydrograph averaged flow parameters for a variable-width

channel vary little from parameters in steady discharge conditions. Our results indicate

that our variable-width channel under unsteady flow conditions adjusted to an increase in

sediment supply by reducing form drag in the form of reduced bar-pool relief and smaller

cross-sectional elevation variability. Fluctuations in bar-pool relief over repeat discharge

hydrographs indicate a mechanism for riffle-pool self-maintenance in the presence of width

variations.

In Chapter 5, the removal of Glines Canyon Dam on the Elwha River serves as a natural

experiment to investigate how downstream reaches respond to increased sediment supply.
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Dam removal occurred in stages, beginning in 2011 and completed in 2014. Annual ground

surveys were conducted from 2014 to 2016 to quantify channel bathymetry and topography

and collect data related to surface sediment grain sizes. These surveys, combined with

airborne lidar and uncertainty propagation, allow us to quantify the topographic changes

throughout the study reach following dam removal. We also analyze historical aerial imagery

dating back to 1939 to place planform changes observed during the survey period in the

context of historical changes during dam emplacement. Each survey was used as input into

a two-dimensional hydrodynamic model to calculate the flow field for a range of discharges,

and these hydrodynamic outputs are used to delineate geomorphic units, such as riffles and

pools, for each survey. Our analysis shows that channel widening and lateral migration,

which have been occurring since at least 1939, have dramatically increased following dam

removal. Channel bed aggradation and widening have resulted in shallower, slower flows.

While geomorphic unit areas remained relatively constant between the first two surveys,

there was a dramatic decrease in both riffle and pool areas between the second and third

survey. Hydrodynamics within geomorphic units suggest the potential for maintenance and

possible reemergence of reduced riffle and pool areas through a reversal in the position of

maximum shear stress.
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Chapter 2

Morphodynamic modeling of sediment pulse

dynamics

2.1 Introduction

Sediment supply from upstream reaches is an important factor controlling a number of

morphological features in alluvial coarse-bedded streams. Sediment supply rates and asso-

ciated grain size distributions affect observed bed armoring (Dietrich et al., 1989), surface

patchiness (Nelson et al., 2009), and bedforms (Kleinhans et al., 2002). Sudden, temporary

changes in sediment supply to a channel reach can be singular or episodic and often result

from a number of causes. Sediment pulses (defined as short term significant increases in the

sediment supply rate) can be introduced to a reach as a result of natural processes such as

meander cutoffs (Zinger et al., 2011), landslides or bank failure (Sutherland et al., 2002),

and wildfires (Benda et al., 2003). Sediment pulse introduction can also result from anthro-

pogenic causes such as land use changes (Trimble, 1997), mining operations (Ferguson et al.,

2015; Pickup et al., 1983), restorative sediment augmentation (Sklar et al., 2009), and dam

removal (Draut and Ritchie, 2015; Pizzuto, 2002). Sediment pulses and associated spatial

and temporal deposition patterns are of interest to river managers due to the possible effects

on stream stability, habitat suitability, and in-stream infrastructure (Nelson and Dubé, 2016;

Wood and Armitage, 1997). Additionally, some restoration techniques such as gravel aug-

mentation rely on predicted pulse evolution patterns to achieve their desired effect (Bunte,

2004).

A number of field, flume, and numerical modeling studies have investigated sediment

pulses, with a particular focus on the relative amount of translation and dispersion that

occurs as a sediment pulse evolves and moves downstream. Lisle et al. (1997) showed that
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coarse-grained pulses evolve primarily through dispersion, although some translation occurs

as well. Lisle et al. (2001) used a numerical approach to determine that Froude numbers

have to be low in order for coarse-grained pulses to experience significant translation. Sklar

et al. (2009) found that larger volume pulses are more dispersive than smaller volume pulses

and that finer-grained pulses evolve through translation more than coarser-grained pulses.

Using flume experiments, Humphries et al. (2012) concluded that under unsteady flow larger

magnitude hydrographs increase pulse translation and Nelson et al. (2015) concluded that

width variations increase pulse dispersion.

Taken together, these studies suggest that the size of the sediment pulse, the Froude

number of the flow, the grain size of the pulse material, the size of the hydrograph (if flow is

unsteady), and channel width variations may act as controls on the relative translation and

dispersion of a sediment pulse as it evolves. However, no study has systematically explored

these potential controls and the relative importance of any of these factors remains unclear.

The use of numerical modeling has the potential to increase our understanding of these

important processes (Cui and Wilcox , 2008; Cui et al., 2003, 2006a,b, 2008; de Almeida and

Rodŕıguez , 2011; Lisle et al., 2001).

In this study we present results from a 1D model used to explore sediment pulse dynamics

as influenced by different pulse characteristics, hydrology, or channel geometry. The ques-

tions we wish to address are: 1) Can our 1D model effectively capture the pulse evolution

trends shown by previous studies? 2) Under what conditions is dispersion/translation the fa-

vored form of pulse evolution? and 3) How is pulse evolution affected by pulse mass/timing,

pulse grain size, unsteady discharge, and downstream variability in channel width? The

model first is calibrated by reproducing the flume experiment of Nelson et al. (2015). Pulse

characteristics, discharge, and channel geometry were then varied to understand how these

variations affect pulse behavior and bed morphology.
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2.2 Methods

In this section we introduce our model and provide details related to its development, we

calibrate our model with results from a laboratory flume experiment, and then outline our

experimental procedure to explore the controls on sediment pulse evolution.

2.2.1 One-Dimensional Model

Because of the wide parameter space required to consider the various controls on pulse

evolution we needed a fast model capable of handling the dynamics important for pulse

evolution and having the necessary user control to modify the boundary conditions and

channel geometry as needed to explore these different channel and pulse characteristics. In

lieu of using an existing model which may not have all of these necessary attributes, we chose

to write our own 1D model. Despite the simplicity inherent to width- and depth-averaged

models, Lisle et al. (1997) found that a 1D model effectively predicted pulse evolution in

a channel with alternate bars, where secondary flow was not likely negligible. Cui et al.

(2008) also had success using a 1D model to simulate flow in riffle-pool morphology forced

by alternate bars. Additionally, (de Almeida and Rodŕıguez , 2011) used a 1D model to

accurately reconstruct the thalweg profile in an nonuniform channel with riffles and pools

forced by width variations.

Our model comprises four submodels which represent the processes in which we are

interested: quasi-steady 1D hydraulics, mixed-size bedload transport, bed evolution/surface

sorting, and vertical grain size sorting. Because the sediment pulses are often composed of

material with a different size distribution than that of the antecedent bed, and because the

surface and sub-surface composition may differ based on historical erosional/depositional

processes, the stratigraphic submodel, recording the vertical sorting of grain diameters, is

an important component of this model.
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Hydraulics

Water flow was simulated using the standard step backwater method (Chaudhry , 2008),

whereby the energy equation is iteratively solved to determine the flow depth at each suc-

cessive position. We use a hydraulics model similar to that used by Lisle et al. (1997). This

model also assumes total shear stress is accounted for by grain shear alone.

The total mechanical energy (E) at spatial index j is computed as the sum of the bed

elevation, pressure head, and velocity head at that location

Ej = ηj +Hj +
U2
j

2g
(2.1)

where η is the local bed elevation, H is the flow depth, U is the mean flow velocity, and g is

gravitational acceleration. Subcritical flow parameters are computed by solving the energy

equation,

∂E

∂x
=

∂

∂x

(
η +H +

U2

2g

)
= Sf (2.2)

where Sf is the friction, or energy, slope. The friction slope is related to a dimensionless

friction coefficient (Cf ) and the Froude number (Fr = U (gH)−1/2) as

Sf = CfFr
2 (2.3)

The friction coefficient can be determined using the Manning-Strickler relation (Parker ,

2006)

C
−1/2
f = 8.1

(
H

ks

)1/6

(2.4)

where ks is the roughness height (ks = 2D90, where D90 is the grain size on the bed surface

for which 90 percent is finer)(Parker , 2006).

Additionally, due to the steep lee face associated with some of the pulse runs, and the

degree of channel constriction associated with some of the variable width runs, a handling

of transcritical flow was necessary. In order to do this, nodes of supercritical flow were
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“flagged” during the original backwater profile calculations. The flagged nodes were then

returned to and supercritical depths were computed in the downstream direction using a

reduced momentum equation (Brunner , 2010)

2Q2

gAj
+ AjHj =

2Q2

gAj+1

+ Aj+1Hj+1 (2.5)

These equations were solved simultaneously to determine the longitudinal distribution of

flow depth, mean flow velocity, and associated shear stress (τb) (Lisle et al., 1997; Parker ,

2006)

τb = ρCfU
2 (2.6)

where ρ is the density of water.

Bedload Transport

Although bedload relations such as those developed by Parker (1990) and Wilcock and

Crowe (2003) are well established, their applicability is more appropriate for larger grain size

distributions than those considered here. For this reason we use the Viparelli et al. (2010a)

variation of the Ashida and Michiue (1972) formula to model bedload transport. The grain

size distribution from the experiment we use to calibrate our model (Nelson et al., 2015) and

the grain sizes used for our model are within the range of those used by Ashida and Michiue

(1972) and Viparelli et al. (2010a). This formulation determines a dimensionless transport

rate, or Einstein parameter, of grain size class i (q∗bi), as a function of the Shields parameter

referenced to grain size class i (τ ∗i ) and a critical Shields parameter corresponding to the

threshold of motion for grain size class i (τ ∗ci). The Viparelli et al. (2010a) modification of

the Ashida and Michiue (1972) relation is specified as

q∗bi = 17α (τ ∗i − τ ∗ci)
(√

τ ∗i −
√
τ ∗ci

)
(2.7)
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where α is a coefficient calibrated to the data. The non-dimensional Shields parameter (τ ∗)

is determined by

τ ∗i =
τb

ρRgDi

(2.8)

where R is the submerged specific gravity of the sediment, and Di is the grain diameter in

size class i.

In addition to the α coefficient, Viparelli et al. (2010a) presented a different hiding func-

tion from Ashida and Michiue (1972) to determine the critical Shields number for each grain

size class

τ ∗ci
τ ∗scg

=



(
Di

Dsg

)−0.98
for Di

Dsg
≤ 1

(
Di

Dsg

)−0.68
for Di

Dsg
> 1

(2.9)

where τ ∗scg is the threshold Shields stress referenced to the geometric mean of the bed surface,

Di is the grain size diameter, and Dsg is the surface geometric mean sediment size.

Viparelli et al. (2010a) used linear regression of measured bedload data to determine the

value of α = 0.270 and visually estimated τ ∗scg = 0.043. We calibrated both α and τ ∗scg values

using elevation profiles and bedload transport measured at the outlet of the flume in the

Nelson et al. (2015) experiments. This resulted in α = 1 and τ ∗scg = 0.03. A value of unity

for α indicates an agreement with Ashida and Michiue (1972) and τ ∗scg = 0.03 is in agreement

with laboratory results on the threshold of motion (Parker et al., 2003).

Bed Evolution and Surface Sorting

Bed morphology was updated with the Exner equation for sediment continuity

∂η

∂t
= − 1

(1− λp)
∂qbT
∂x

(2.10)

where qbT is the dimensional bedload transport per unit width summed over all grain size

classes and λp is the bed sediment porosity (here assumed to be 0.4) (Parker , 2006, 2008).

Sorting of sediment grain sizes can be simulated by formulating the Exner equation for each
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grain size class represented in the bedload and surface sediments. This is done using the

active layer formulation of Hirano (1971)

(1− λp)
[
fli
∂

∂t
(η − La) +

∂

∂t
(FiLa)

]
= − ∂

∂x
(qbTpi) (2.11)

where fli is the fraction in grain size class i that is exchanged between the active layer and

the substrate, Fi and pi are the fractions in grain size class i of the surface and bedload,

respectively, and La is the active layer thickness. The value of fli depends on whether

sediment is being deposited onto or degraded from the bed at the current timestep

fli =


fi|z=η−La

for ∂η
∂x
< 0

αFi + (1− α) pi for ∂η
∂x
> 0

(2.12)

where fi is the fraction in grain size class i of the substrate and α is a dimensionless exchange

coefficient (0 ≤ α ≤ 1), here taken as α = 0.7 (Cui et al., 1996; Hoey and Ferguson, 1994;

Toro-Escobar et al., 1996). Both equations (2.10) and (2.11) were discretized using a semi-

implicit upwinding scheme with an upwinding coefficient of 0.75 (Parker , 2006).

Vertical Stratigraphic Sorting

In general our stratigraphy submodel follows that developed by Viparelli et al. (2010b).

Each downstream node is assigned stratigraphy nodes underneath its active layer, numbered

Nj, with the lowest vertical layer corresponding to the datum and the highest corresponding

to the active layer-substrate interface. Each stratigraphy layer, save the topmost, has a

uniform height of Ls. The topmost layer has a height of the difference between the active

layer-substrate interface elevation and the next stratigraphy node elevation (see Figure 2.1).

The number of substrate nodes, Nj, at each downstream location is modified appropriately

due to aggradation or degradation. If the magnitude of aggradation/degradation is small

the same number of stratigraphy nodes may exist. In the case of aggradation the deposited
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Figure 2.1: Set-up for stratigraphy nodes and bookkeeping.

sediment is mixed into the topmost substrate distribution using weighted averages. In the

case of degradation the substrate remains the same. When aggradation occurs such that a

new storage layer is created the antecedent topmost storage layer is mixed with the deposited

grains and the new storage layer is composed entirely of the deposited sediment. See Viparelli

et al. (2010b) for more details.

2.2.2 Analysis of sediment pulse evolution

Quantifying sediment pulse evolution has been a difficult problem. In their study ex-

amining the behavior of pulse movement in flume experiments, Sklar et al. (2009) proposed

using the interquartile range (IQR) and pulse center (C) of the normalized cumulative el-

evation difference to characterize relative dispersion and translation. Elevation differences

are computed by subtracting the initial, pre-pulse bed elevations from the time-specific bed

elevation after the pulse has been introduced. From this the downstream-cumulative bed

elevation difference is computed and normalized by the maximum cumulative elevation dif-

ference for each run. The pulse center (C) is calculated as the median of the normalized

cumulative bed elevation difference distribution. The first (Q1) and third (Q3) quartiles are
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calculated as the median locations of the lower and upper halves of the same distribution,

respectively. The IQR is the difference between Q3 and Q1. Both IQR and C are calculated

for each time step following the introduction of the sediment pulse. The slope of the line

created by IQR versus C is used to determine the relative dispersiveness of a pulse, with

higher slopes corresponding to a higher degree of dispersion.

Sklar et al. (2009) normalize the interquartile range by dividing each IQR value by the

initial IQR value. They normalize the pulse center location by subtracting the initial C

value from each subsequent C value, essentially resulting in the distance moved by the pulse

center. While we believe both IQR and C are valuable parameters for quantifying pulse

evolution, we recommend normalizing IQR in a similar fashion to C, by subtracting each

value from the initial IQR. Imagine three idealized sediment pulses with exactly the same

shape, but different sizes, that all evolve in a dispersive manner (Figure 2.2). For each of

the different pulse sizes the subsequent elevation difference profiles have exactly the same

relative position with its original distribution. Figure 2.3a shows the absolute values of the

interquartile range and pulse center location for each of the three pulses. Normalization of

IQR and C values according to Sklar et al. (2009) is shown in Figure 2.3b. Although the

slopes of the three IQR versus C plots in Figure 2.3a are the same, they become different

after this normalization method, showing the larger pulse to be more translational and the

smaller pulse to be more dispersive. Normalization of IQR and C according to the methods

we recommend is shown in Figure 2.3c. In this case the original slopes of the IQR versus C

lines are retained, and the starting point of each line is translated to the origin of the plot.

According to our method, the resulting value of the normalization of IQR is a measure of

the IQR growth over time

IQRn = IQR− IQRinitial (2.13)

Similarly, the normalization of C is a measure of the distance moved by the pulse center over

time

Cn = C− Cinitial (2.14)
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in Figure 2.2. (a) Absolute IQR and C values, (b) values normalized per Sklar et al. (2009), and
(c) values normalized per our recommendation.

For comparison of many different pulses it is beneficial to compute a single, non-dimensional

parameter from these IQRn and Cn values. In statistics there are a number of measures for

the relative spread of a distribution, many of which are the quotient of some variable of

spread (standard deviation, interquartile range, etc.) to some variable of the average (mean,

median, etc.) (Lewis , 2012). From this, we introduce a parameter we call the “pulse disper-

sion index” (Id), calculated as the quotient of normalized interquartile range and median of

the normalized cumulative bed elevation difference distribution
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Id =
IQRn

Cn

(2.15)

For some occasions it is advantageous to see how this measure of the relative spread of a sedi-

ment pulse itself evolves over time. In such cases it is beneficial to calculate an instantaneous

pulse dispersion index (Id,inst):

Id,t =
dIQRn

dCn

(2.16)

where t is the time index. At other times, it is more useful to calculate a single value of the

spread of a sediment pulse over the entire time range. The IQRn and Cn (both of which are

a series of values) can be used to calculate a normalized pulse dispersion index, Idn.

Idn =

T∑
t=1

(Cn ◦ IQRn)

T∑
t=1

(Cn ◦ Cn)

(2.17)

where the “◦” operator denotes the Hadamard, or elementwise, product of two vectors or

matrices and T denotes the total number of time steps. Equation 2.17 essentially calculates

a best-fit line of the IQRn versus Cn plot forcing the line to pass through the origin. A

higher dispersion index corresponds to a more dispersive sediment pulse distribution. This

is similar to the “dZ/dX” from Sklar et al. (2009), which is the slope of a line fitted to the

IQR/IQRinitial versus C−Cinitial plot in units of m−1. Our parameter has the benefit of being

dimensionless. Our pulse dispersion index is analogous to the ratio of the change in mean to

the change in standard deviation of the pulse location used by Pace et al. (2017a). As Sklar

et al. (2009) notes, it is also essentially the inverse of the Peclet number which has also been

used to quantify pulse translation versus dispersion (Lisle et al., 1997; Pace et al., 2017a).
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2.2.3 Model Calibration

Model calibration was performed using the flume results of Nelson et al. (2015). Their

experiment took place in a 0.216 m × 9.144 m flume with six sinusoidal width constrictions

installed (Ac = 0.33, λc = 1.2, both parameters defined below). The bed and feed material

consisted of unimodal mixture of sand and fine gravel (0.08 mm – 4 mm, D50 = 0.84 mm).

The experimental procedure consisted of five runs all performed with the same discharge,

0.91 l/s. During the first run the sediment feed remained constant at 150 g/min and lasted

13 hours. The second run, intended to simulate dam installation, lasted 23.6 hours with no

sediment feed. Run 3 was meant to represent dam removal and had the 150 g/min sediment

feed reintroduced for 4.5 hours. In the fourth run the sediment feed was discontinued again,

also intended to simulate dam installation, and was run for 28.6 hours. The last run consisted

of the feeding of a sediment pulse. The pulse was of uniform grain diameter (0.83 mm – 1

mm) and was fed to the flume for 27 minutes at a rate of 600 g/min, after which no sediment

was supplied to the flume. The pulse mass was chosen to be that which would fill the pools

to create a plane bed condition and the timing was chosen so that the pulse was fed at a

rate 4 times the equilibrium rate from Run 1. See Nelson et al. (2015) for more details on

both their procedure and results. The computational model was subjected sequentially to

each of these runs in the same way in which they were performed in the laboratory and the

entire series of runs was used for the calibration of bedload parameters α and τ ∗scg mentioned

above. Values were chosen which minimized the root mean squared error between measured

and computed values for the bed profiles at the end of each run and bedload measurements

throughout the experimental procedure.

2.2.4 Numerical Run Procedure

To explore sediment pulse dynamics under variable conditions (e.g., sediment pulse char-

acteristics, channel geometry) we performed a number of numerical runs with nearly identical

parameters. We explored the effect of pulse size, pulse mass, pulse feed rate, grain size, un-
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steady discharge, and width variability on pulse movement. Each of the runs was identical

with the exception of the parameter to be explored. The standard pulse parameters were

the same as that of Run 5 in Nelson et al. (2015), a mass of 16.2 kg fed over a time period

of 27 minutes, which corresponds to a feed rate of 600 g/min. The standard pulse grain

size distribution was composed of grains between 0.841 and 1 mm with D50 = 0.917 mm.

The standard channel geometry for the pulse runs consisted of a 0.185 m wide × 20 m long

rectangular channel. Each run was preceded by a ‘zeroing’ run whereby the simulation was

performed without any sediment feed for a period of 9999 minutes. In each case, immediately

following the ‘zeroing’ run the sediment pulse was fed to the upstream end of the spatial

domain.

Total pulse mass and timing of pulse feed were simultaneously varied to explore the effect

of the volume/mass of the pulse and its feed rate on pulse evolution. Pulse masses and times

were chosen to encompass the mass and timing of the “standard” pulse run. This resulted

in groupings of runs according to pulse mass, timing, and feed rate (Figure 2.4). Run 16 in

this series corresponds to the “standard” pulse parameters. Therefore, for each series Run

16 serves as a sort of control.

For the purpose of determining the effect of pulse material grain size on pulse evolution,

we simulated four pulses of differing grain sizes compositions (Figure 2.5). For all grain size

runs the pulse was composed of either well-sorted sand or very fine gravel with D50 values

ranging from 0.229 mm to 3.668 mm. The pulse grain size distributions for these runs are

shown in F.

Unsteady discharge effects were modeled by simulating four different discharge hydro-

graphs over the run time with the otherwise standard pulse parameters. All hydrographs

were symmetrical (i.e. the rising limb and falling limb have the same slope). The first two

of these runs (Runs 36 and 37) had hydrographs with periods (TH) of 60 minutes and ampli-

tudes (AH) of 0.2275 and 0.6825 l/s, respectively. The second two unsteady flow runs (Runs

20



100 101 102 103 104

Mass (kg)

100

101

102

103

104

Ti
m

in
g 

(m
in

)

1
2

3

4
5

6
7

8

9
10

11
12

13

14
15

16
17

18

19
20

21
22

23

24
25

26
27

28

29
30
31

37
.5 

g/m
in
75

 g/
min

15
0 g

/m
in

30
0 g

/m
in

60
0 g

/m
in

12
00

 g/
min

24
00

 g/
min

48
00

 g/
min

96
00

 g/
min

Figure 2.4: Pulse mass, feed time, and feed rate for Runs 1–31. Each run number in this series
is displayed on its corresponding marker.
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38 and 39) had periods of 120 minute and amplitudes of 0.2275 and 0.6825 l/s, respectively.

All unsteady flow runs have a mean discharge of 0.91 l/s (Figure 2.6).

Runs with variable width geometries were performed to not only discern the effect of

a variable width channel versus a constant width channel, but also the effects of varying

amplitudes and wavelengths of the width variations. A channel with a sinusoidally varying

channel width can be described by the equation (Wu et al., 2011)

B (x) = B0 [1 + Ac sin (λcx/B0)] (2.18)

where B (x) is the local half channel width, B0 is the mean channel half width, Ac is the

dimensionless amplitude, and λc is the dimensionless wave number. The dimensional wave-

length is calculated as

Lc =
2πB0

λc
(2.19)

Both Ac and λc were varied simultaneously with Ac values of 0.1, 0.167, 0.233, and 0.3 and

λc values of 0.2, 0.4, 0.6, and 0.8 (Figure 2.7). In all cases B0 = 0.0925 m.
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2.3 Results

For all simulations relevant data (elevations, grain size distributions, flow depths, etc.)

were output from the Fortran90 model into comma-delimited ASCII files at simulated 1

minute intervals and analyzed using MATLAB. Model calibration resulted in elevation pro-

files and sediment transport calculations that were in good agreement with flume experiment

results (Figure 2.8). Figure 2.9 shows example output from Run 32, highlighting the abil-

ity to track stratigraphic grain size data, which is potentially important when the pulse is

composed of material of a different size than the antecedent surface. An example of the

normalized pulse interquartile range and normalized pulse center location for Runs 9–13 is

shown in Figure 2.10, where the slope of each curve is approximately that run’s pulse disper-

sion index (Idn). The local slope of each position on a curve corresponds to the instantaneous

pulse dispersion index (Id,t).

The pulse dispersion index from Runs 1–31 are shown in Figures 2.11 and 2.12 plotted

against the pulse mass and pulse feed time, respectively. Each grouping of points as shown

in the legend of Figure 2.11a represents sediment pulses with similar shapes but different

masses. In general, grouping by either pulse feed rate or pulse feed time, increased pulse
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mass corresponds to a higher pulse dispersion index and therefore a more dispersive pulse.

Conversely, each grouping of points in Figure 2.12b represents pulses of the same mass

but different initial spatial distributions, where higher feed times create a more dispersed

initial pulse distribution. In general these curves show a decrease in pulse dispersion index

with increased feed time, suggesting that pulses with a more dispersed initial condition

evolve through translation more than pulses of the same mass with a less dispersed initial

distribution. Pulse dispersion indices for Runs 1–31, with variable pulse mass and timing,

range between 0.2 and 1.2.

Results from Runs 33–35 show a clear increase in pulse dispersion with larger median

grain diameters (Figure 2.13). The range of pulse dispersion indices in these runs vary from

0.3 to 1.6. Figure 2.14 shows the results from runs 36–39, simulating unsteady flow. In all

cases, unsteady flow resulted in a more dispersive sediment pulse than the standard steady

flow run (Run 16), but the pulse dispersion indices for unsteady flow runs varied only between

0.9 and 1.1, a much narrower range than any other set of runs. Calculated pulse dispersion

indices for variable width runs (Runs 40–55), which range from 0.8 to 1.9, are shown in

Figure 2.15. The only variable width simulations that resulted in significantly different pulse

dispersion indices from the standard run (Run 16) were for those with a wavenumber, λc, of

0.2.

2.4 Discussion

In general, previous studies have related sediment pulse movement and behavior to Froude

number (Lisle et al., 1997; Pace et al., 2017a; Singh and Ojha, 2008; Sklar et al., 2009).

Namely, research has shown that pulses experience a higher degree of translation with a

lower Froude number (Lisle, 2007). We try to frame our discussion in the context of how

Froude number is affected by pulse or channel configuration due to the fact that channel

conditions, prior to the introduction of the sediment pulse, were exactly the same for most of

the simulations (Runs 1-35). Additionally, once the pulse has been introduced, any change
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or times where there is only one representative point are shown as single dots.
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Figure 2.12: Pulse dispersion index vs. sediment pulse feed time. (a) Pulse dispersion indices
grouped by pulse feed rates. (b) Pulse dispersion indices grouped by pulse mass, representing
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dispersed initial condition). Data points corresponding to feed rates or times where there is only
one representative point are shown as single dots.
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in the Froude number is dependent on the conditions of the pulse itself (composition, shape,

etc.). The influence of the Froude number is partly captured in these pulse characteristics

for Runs 1-35, the changes in stage for Runs 36-39, and the width variations in Runs 40-55.

2.4.1 Pulse mass and feed time

In Runs 1–31 of our simulations, larger sediment pulses generally evolved through more

dispersive means, agreeing with previous research conclusions (Lisle et al., 2001; Sklar et al.,

2009). For a given pulse mass, a shorter feed time will correspond to a higher feed rate

and therefore a steeper slope front. This will subsequently create higher Froude numbers

over the pulse and presumably lower pulse dispersion indices (Figure 2.12b). When we view

the relationship between the spatially-averaged Froude number over the pulse (calculated at

the end of pulse introduction) and the pulse dispersion index, there is no clear relationship

(Figure 2.16a). However, when we calculate the average Froude number for the entire channel

length and replot, a clearer relationship emerges, echoing previous conclusions that lower
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Froude numbers result in more translation (Figure 2.16b). This estimate of Froude number

is understandably a better predictor of pulse dispersion since it inherently takes into account

the size (length) of the pulse by using Froude numbers calculated for the entire length of

the channel rather than over the pulse only. Figure 2.16b shows a trend of rapid increase in

pulse dispersion over a very short Froude number range (0.6–0.7). Interestingly, our models

predict significant pulse translation with Froude numbers in excess of 0.4, in contrast to Lisle

et al. (1997, 2001), who observed translational behavior only when the Froude number was

0.4 or lower.

The size/mass of the sediment pulse is itself relevant, with larger pulses evolving in a

more dispersive manner (Figure 2.11a). Previous studies have often considered the size

(height) of a pulse relative to the channel dimensions (width) (Pace et al., 2017a; Sklar

et al., 2009), showing that translation is maximized when the pulse size is small relative

to the channel. Our results also corroborate this conclusion, with pulses having higher

maximum pulse heights resulting in more dispersive evolution (Figure 2.16c).

2.4.2 Pulse grain size

Runs 32-35 explored the effect the grain diameters of the pulse material. Our results

are consistent with previous studies (Lisle et al., 2001; Sklar et al., 2009), showing that

translation is favored with finer pulse grain sizes (Figure 2.13). Since our sediment pulses

were continuously added to the channel over a period of time, rather than placed in the

channel all at once, it is conceivable that the differences in grain sizes of the pulses in

Runs 32-35 may have resulted in differently shaped pulses. These different shapes will be

manifested by different pulse geometries and affect the Froude number in the channel, both

of which are parameters that can also apparently affect pulse movement. However, the

average Froude number falls within a very narrow range for this series of runs (0.64-0.66,

Figure 2.17), indicating that pulse material plays an important role in pulse movement even

for channels at the same Froude number. However, the pulse size, defined as the ratio of the
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Figure 2.16: (a) Pulse dispersion index vs. average Froude number calculated over the sediment
pulse only. (b) Pulse dispersion index vs. average Froude number calculated over the entire channel
length. (c) Pulse dispersion index vs. relative pulse size.
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maximum pulse height to the channel width, varies from 0.05 to 0.11. The combined effects

of pulse composition and geometry likely intensify the overall effect on pulse evolution and

may explain the large magnitude of differences in pulse dispersion indices.

2.4.3 Unsteady flow

Unsteady flow simulations (Runs 36-39) indicate that changing discharge has the effect

of increasing pulse dispersion, with all unsteady runs having a greater pulse dispersion in-

dex than Run 16 (Figure 2.14). As one might expect, the instantaneous pulse dispersion

index is highly dependent on the flow conditions at that specific time, and higher discharges

correspond to lower dispersion indices, or more translation (Figure 2.18a, b). In every case

the lowest instantaneous pulse dispersion index occurs in coincidence with the peak of the

hydrograph. Figure 2.18c indicates that the value of the peak discharge does not have a

strong impact on the minimum pulse dispersion index, with each curve having nearly the

same local minima at peak discharges. For unsteady flow runs with higher amplitude hydro-
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graphs (Runs 37 and 39), during the lowest discharges of the hydrograph bedload transport

ceases, shown as gaps in the curves in Figure 2.18b and c. Differences between Runs 36

and 38 in Figure 2.18 suggest that, regardless of the fact that each has the same minimum

discharge, prolonged time at low discharges causes more pulse dispersion. When evaluating

the overall, normalized pulse dispersion index, the differences in unsteady flow runs with one

another and with a steady flow run are minimal (Figure 2.14), and for shorter wavelength

hydrographs (Runs 36 and 37) there is no appreciable difference. Our results do not deci-

sively corroborate the conclusions of Humphries et al. (2012), that larger peak discharges

cause a greater degree of translation. We hypothesize that this may be due, at least in part,

to the difference in hydrograph shapes between our runs (triangular, symmetrical) and those

in Humphries et al. (2012) (lognormal distribution).

2.4.4 Width variability

Variable-width channel runs suggest that, in general, width variations have little effect on

overall pulse evolution. Because each of the channel configurations has a constant-width inlet

reach, there is no appreciable difference in the initial pulse distributions (ratio of maximum

pulse heights to channel width range from 0.09 to 0.1). The average Froude number for the

length of the channel, however, varies from 0.4 to 0.8, with higher Froude numbers generally

occurring in configurations with lower wavenumbers (longer wavelengths). In contrast with

previous research, and the indications from previous run series in this study, Froude number

appears to have little effect on the movement of sediment pulses in variable-width channels

(Figure 2.19). Also in contrast with the conclusions of Nelson et al. (2015), our results

suggest that width variations do not increase sediment pulse dispersion. Because of the

limitations of one-dimensional modeling, our model is not able to predict lateral distribution

of pulse material, which may not be ideal for cases where lateral differences in elevation are

important. Similar to the observations of Nelson et al. (2015), our variable-width simulations

never showed the pool-filling and bed homogenization that has been reported in the field
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(Brew et al., 2015; Madej , 2001), highlighting the fact that increased sediment supply alone

is sometimes insufficient for pools to fill.

2.4.5 Consideration for management/restoration applications

Both natural and anthropogenically influenced rivers with introduced sediment pulses are

likely to experience more complicated effects than are captured in our simulations. Because

of the inherent complexity of available material and geometry, coarse-bed, full-scale rivers

are rarely straight and plane bed. Natural systems are likely to experience more complicated

planform conditions (e.g., meandering, braiding, confluences) as well as more complicated

substrate materials (e.g., cohesive material, bedrock controls). Previous studies have shown

that sediment pulse introduction can result in initial homogenization of the channel bed

(Madej , 2001), local channel widening (Madej and Ozaki , 1996; Thomas et al., 2015), in-

creased sinuosity (East et al., 2015), increased pool abundance and capacity (Madej , 2001;

Wohl and Cenderelli , 2000), and degree of bedrock exposure (Bartley and Rutherfurd , 2005;
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East et al., 2015; Hoffman and Gabet , 2007). Obviously these are all conditions that are not

possible to capture in a simplified model such as the one presented here.

Despite these limitations there are applications from our study to management and

restoration of sediment pulse dynamics in river systems. Addition of coarse-grained ma-

terial to sediment-starved systems is often designed for the purpose of increasing habitat

suitability for certain in-stream biota (Zeug et al., 2014). Along with the studies of Sklar

et al. (2009), Venditti et al. (2010a), and Humphries et al. (2012), our simulations can help

managers determine appropriate masses and grain sizes for augmentation, as well as pos-

sible discharge regimes if control of reservoir releases upstream is possible. For example,

our results suggest that if translation of augmented material downstream of the feed site is

desired, there may be relatively little benefit to increasing discharge beyond some threshold.

However, sustained high discharge may contribute to create the desired effect.

The movement of previously trapped sediment downstream of dam removal sites is also

of importance to managers who must consider sensitive areas of both ecological importance

(e.g, salmon habitat) and municipal interest (e.g., water intake structures). The method of

dam removal can affect how this sediment pulse is introduced to the channel. For example,

a “blow-and-go” approach, such as on Marmot Dam (Zunka et al., 2015), will introduce

the pulse of sediment nearly instantaneously. A stepped dam removal procedure, on the

other hand, such as used on Glines Canyon Dam (East et al., 2015), will incrementally allow

bedload to pass the former dam site, analogous to our runs with longer feed times. Our

results suggest that for a given pulse mass, longer feed times generally result in a more

translation-favored evolution regime. For example, a stepped dam removal strategy will

likely prolong the temporal extent of pulse effects, but it will also result in a more dispersive

sediment pulse, which may minimize the local effects of the sediment pulse on downstream

locations. If rapid movement of the sediment pulse is desired, a faster removal regime may

be more appropriate.
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Legacy tailings from mining activities may also constitute a sediment pulse (Ferguson

et al., 2015; Knighton, 1989). Depending on the chemical composition of the tailing mate-

rial, it may be incredibly important for managers to have an idea of how the pulse will move

downstream and potentially affect water quality or ecology in other areas. Other causes

of sediment pulse introduction can be uncontrolled introductions of sediment masses due

to landslides, bluff collapse, or bank failure (Benda et al., 2003; Dethier et al., 2016; Gran

and Czuba, 2017; Nelson and Dubé, 2016). Being able to predict whether these mass intro-

ductions will primarily disperse or translate downstream can help managers and restoration

professionals develop a course of action to respond to the abrupt change in material available

for fluvial transport.

2.5 Conclusions

In this study we developed a one-dimensional hydro- and morphodynamic model with

the ability to retain and update vertical sediment stratigraphy in order to evaluate sediment

pulse dynamics under a variety of conditions. We calibrated our model using the flume

experiments of Nelson et al. (2015) and then used our model to simulate 55 different scenarios

with varying pulse mass, timing, and grain size distribution, unsteady flow, and spatial width

variations. Our results complement previous numerical (Cui et al., 2008; Lisle et al., 2001),

laboratory (Lisle et al., 1997; Sklar et al., 2009; Venditti et al., 2010a), and field studies

involving sediment pulses. Our simulations show a trend of more translation with smaller

pulse sizes, longer pulse feed times, finer pulse grain sizes, and prolonged higher discharges.

Our results suggest that while Froude number and pulse movement are not unrelated, there

are other controls that complicate what has sometimes been viewed as a clear relationship.

Under certain circumstances pulses under a small range of Froude numbers behave quite

differently or pulses under a wide range of Froude numbers behave quite similarly. Based on

the parameters we used in our simulation runs, differences in pulse size or composition (grain
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size) result in much larger differences in relative translation/dispersion than differences in

unsteady flow parameters or channel width variations.
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Chapter 3

Numerical simulations on the

morphodynamics of variable-width gravel-bed

rivers

3.1 Introduction

Natural rivers rarely experience uniform channel width for any appreciable distance down-

stream. There is often considerable variability in undulations around some mean channel

width (Moody and Troutman, 2002). Width variations have been observed to influence the

locations of bars (Luchi et al., 2010) and channel stability (Zolezzi et al., 2012) in mean-

dering rivers. Variations in channel width have also been connected with suitable habitat

regions for both terrestrial and aquatic organisms (e.g., Hicks et al., 1991; Krapu et al., 1984).

Morphologically, variations in channel width are often responsible for the location of forced

mesoscale bedforms (e.g., riffles and pools) and associated grain size sorting. The importance

of width variations in the context of riffles and pools has long been recognized (Richards ,

1976b) and flow convergence into pools is considered an important component of riffle-pool

maintenance (Harrison and Keller , 2007; MacVicar and Roy , 2007a,b; MacWilliams et al.,

2006; Thompson, 2001, 2007, 2011; Thompson and Hoffman, 2001; Thompson et al., 1998,

1999).

Flume experiments in sediment-supply limited channels have shown that constriction

shape affects pool geometry and riffle location (Thompson, 2006; Thompson and McCarrick ,

2010) and that higher flows result in constriction-forced pools with greater depths and lengths

(Thompson, 2002). Field studies on the Colorado River have shown that width constrictions

and expansions, associated with fans at incoming tributary mouths, result in flow separation

and recirculating eddies that are important for bar characteristics, with bars forming beneath
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recirculation zones (Kieffer , 1989; Rubin et al., 1990; Schmidt , 1990). Deposition has been

found to preferentially occur at locations of flow separation and reattachment and velocities

(Schmidt , 1990). Related flume experiments by Schmidt et al. (1993) suggest that bars and

channel irregularities downstream can influence eddy reattachment lengths, and associated

bar deposition, upstream.

Physical experiments and numerical models have been used to explore sinusoidal width

variations in the context of braided rivers (Jang , 2014; Repetto et al., 2002; Wu and Yeh,

2005; Wu et al., 2011), channels in extremely confined canyons (Wohl et al., 1999), and in

more general contexts (Bittner , 1994; Tsujimoto, 1987). These studies have all shown that for

a channel with continuous, sinusoidal variations in channel width, sediment deposits to form

bars coincident with the wider channel sections, while sediment scours out pools coincident

with the narrower channel sections. These studies have also shown that greater amplitudes of

width variation result in more topographic relief between bars and pools. Flume experiments

in variable-width channels have documented the development of side bars (Bittner , 1994)

or central bars (Wu and Yeh, 2005) in the widest sections of the channel, and Wu et al.

(2011) concluded the amplitude of width variations controls vertical bar amplitude, while

the wavenumber of width variations controls the bar mode (central or side). These previous

studies with sinusoidally varied width were generally conducted using uniform grain sizes

confined to the sand range (but see Wohl et al. (1999) who used a sand/clay mixture). There

have been no physical experiments or numerical simulations, to our knowledge that consider

sinusoidal width constrictions with non-uniform, non-cohesive sediment. Additionally, these

studies have all employed steady flow and sediment supply. There remains a knowledge gap

in how nonuniform sediment, changes in sediment supply, and unsteady flow interact with

width variations and the bedforms they force.

The importance of unsteady flow and, in particular high flow events, on gravel bed

fluvial geomorphology is universally recognized (Baker , 1977; Costa and O’Connor , 1995;

Wolman and Miller , 1960). Numerical modeling and laboratory studies imposing designed
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hydrographs on uniform and nonuniform channels have yielded helpful results in the context

of gravel bed rivers. The characteristics and behavior of alternate bars, for example, have

been shown to behave differently under varying flow regimes (Tubino, 1991). Unsteady flow

has been shown to influence how bedload sediment pulses move downstream (Humphries

et al., 2012). Flow unsteadiness has also been shown to influence bedload transport rates and

grain size sorting (Bombar et al., 2011; Powell et al., 2001). Results from flume experiments

by Ferrer-Boix and Hassan (2015) suggest that duration of low flow conditions between

flood hydrographs plays an important role in the surface sorting and bedload transport

rates. Flume experiments by Wang et al. (2015) show that for beds composed of sediment

of mixed grain diameters the coarser grains had increased transport rates on the the rising

limb of hydrographs, while finer sediments mobilized more during the falling limb.

Straight walled flume studies using cycled hydrographs suggest that hydrograph shape

has little effect on morphodynamic parameters such as bed slope, surface grain size, and over-

all sediment transport rates (Mao, 2012; Wong and Parker , 2006). Under repeat discharge

hydrographs with constant sediment supply, Parker et al. (2007) and Wong and Parker

(2006) found that at “dynamic equilibrium” conditions, over a hydrograph cycle, changes

in bed elevation and sorting patterns were confined to a relatively short reach immediately

downstream of the sediment feed point, defined as the “hydrograph boundary layer”. Within

the hydrograph boundary layer the elevation, slope, and surface size distribution fluctuate

with the hydrograph. However, downstream of the hydrograph boundary layer these param-

eters adjust until at equilibrium they are invariant to the variable discharge of the repeated

hydrographs (Parker et al., 2007). In modeling gravel augmentation schemes for the Trinity

river using a 1D model with stratigraphic record-keeping, Viparelli et al. (2011) observed a

hydrograph boundary layer which responded to higher sediment feed rates by lengthening

and extending further downstream. An et al. (2017a) found that when the sediment feed

is composed of poorly sorted sediment, low amplitude sorting features (bedload sheets) de-

velop and migrate downstream beyond the hydrograph boundary layer. An et al. (2017b)

43



introduced the concept of a “sedimentograph boundary layer”, where a channel subjected

to repeated hydrographs and pulsed sediment inputs develops a similar phenomenon in the

vicinity of the sediment pulse.

The importance of unsteady flows for the self-maintenance of riffles and pools in the field

was first proposed a century ago (Gilbert , 1914) and formulated into the “velocity reversal”

hypothesis by Keller (1971b). Since then the role that varied flow plays in the natural

preservation of these mesoscale features has been the topic of many studies. Field studies

have shown that at low flows sediment erodes from riffles and deposits in pools, but at high

discharge pools erode and riffles aggrade, effectively maintaining the riffle-pool morphology

(Leopold and Wolman, 1960; Lisle, 1979). Morphodynamic modeling by de Almeida and

Rodŕıguez (2011, 2012) suggests that unsteady flow may enhance the sorting of grain sizes

between riffles and pools, which has also been suggested as an important component of self-

maintenance (Clifford , 1993; Hodge et al., 2013). The interaction between flow unsteadiness

and changes in channel geometry that often accompany riffles and pools, however, remains

largely unexplored (but see (Thompson, 2002, 2006)).

Although the relationship between sediment supply and morphological features such as

bed surface armoring or spatial sorting and alternate bar dynamics has been explored (Diet-

rich et al., 1989; Lisle et al., 1993; Nelson et al., 2009; Podolak and Wilcock , 2013; Venditti

et al., 2012), the impact of sediment supply on riffle-pool dynamics is relatively uninves-

tigated. Sediment supply to a river reach is moderated by many potential factors. Local

geology and the degree of continuity between the main channel and its adjacent floodplain

and/or hillslopes, as well as upstream reaches, can greatly affect the characteristics (sizes

and rates) of sediment that enter the channel. Punctuated sediment supply, resulting in a

sediment wave or pulse, can be brought about by both natural and anthropogenic causes

(Benda et al., 2003; Ferguson et al., 2015; Pizzuto, 2002; Sutherland et al., 2002; Zinger

et al., 2011). How channels adjust to and convey sediment pulses has been explored using

field (Aigner et al., 2017; Brummer and Montgomery , 2006; Madej , 2001; Wohl and Cen-
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derelli , 2000), flume (Cui et al., 2003a; Humphries et al., 2012; Nelson et al., 2015; Sklar

et al., 2009; Venditti et al., 2010a), and numerical (Cui and Parker , 2005; Cui et al., 2003,

2008; Lisle et al., 2001; Rathburn and Wohl , 2003, 2001) methods. However, the systematic

exploration of how sediment pulse movement is potentially modulated by channel width vari-

ations and their associated forced bedforms has not been studied. In addition to punctuated

sediment supplies that result in pulses of sediment waves, channels may experience a consis-

tent increase to sediment supply that is sustained for long periods of time. The removal of a

dam, for example, and the restored continuity of sediment supply from reaches upstream of

the impoundment can lead to readjustment of downstream reaches. Other changes to envi-

ronmental conditions, such as those related to climate change, urbanization, or deforestation

can also cause sustained increases of sediment supplied to river channels. The effect of these

kinds of changes on riffles and pools, particularly those forced by width constrictions, has

not been studied in detail.

In this paper we investigate the effects of unsteady flow, changing sediment regimes, and

channel width variations on gravel-bed morphodynamics. We use two-dimensional morpho-

dynamic simulations to systematically explore how straight channels with downstream width

variations respond to conditions of steady/unsteady flow and changes to sediment supply,

including a sediment pulse. We are mainly interested in how width variations affect equilib-

rium channel morphology with and without sediment supply, manifested in parameters such

as bar configuration, surface sorting patterns, and relief between pools and bars. We also

seek to better understand sediment pulse dynamics relative to how their evolution is mod-

erated by different degrees of downstream channel width variability. We also are interested

in addressing the combined effects of unsteady flow on dynamic equilibrium conditions in

variable-width channels, under different sediment supply conditions.
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3.2 Methods

3.2.1 Numerical model

We investigated the effect of variable-width geometries using the open source, non-

linear Delft3D model (Deltares , 2014). Although Delft3D is capable of solving the three-

dimensional Navier Stokes equations for an incompressible fluid, under the shallow water and

Boussinesq assumptions (Deltares , 2014), our use of the model implements a finite difference

scheme to solve the depth-averaged momentum and continuity (shallow water) equations.

Spiraling flow is parameterized using the methods introduced by Struiksma et al. (1985).

Bedload sediment transport was simulated using the fractional Wilcock and Crowe (2003)

transport model, which is well suited for the sand-gravel mixtures we use in this study.

Bed elevations and morphology are dynamically updated by conserving the sediment mass

and converting the specified dry bed density and sediment fractions into a bed level change

(Deltares , 2014). Delft3D also has the ability to implement a layered bed stratigraphy,

whereby a bookkeeping procedure is used to track the sediment fractions as they are de-

posited and subsequently eroded to simulate the vertical composition of grain size sorting.

We decided to utilize this tool as stratigraphic feedbacks on bedload and surficial sorting are

important for mixed-grain compositions, especially in the presence of bedforms subject to

changing sediment regimes (Bankert and Nelson, 2017; Brown, 2017).

Two-dimensional, depth-averaged hydro- and/or morphodynamic models have been suc-

cessfully used to simulate flow and morphology in variable-width channels (Bittner , 1994;

Repetto et al., 2002; Wohl et al., 1999; Wu and Yeh, 2005; Wu et al., 2011). While the detail

provided by a fully 3D model would better resolve both the horizontal and vertical conver-

gence/divergence of flow associated undulations in width and topography (Repetto et al.,

2002), the computational expense required by such a model is prohibitive. However, there

is a significant advantage of depth-averaged modeling over more simplified one-dimensional

models (e.g., Chapter 2), as the ability to account for the effects of width variation on the

horizontal flow field is important for the calculation of cross-stream velocity, shear stress, and
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bedload transport. Furthermore, Wu and Yeh (2005) found that morphodynamic modeling

with the inclusion of helical flow greatly improved topographic results when compared with

flume experiments. Duró et al. (2016) showed good agreement between a depth-averaged

Delft3D model, which included spiraling flow, and experimental results of a variable-width

channel from Wu and Yeh (2005).

3.2.2 Numerical geometry set-up

In order to explore the effect of downstream width-variations on gravel-bed morphody-

namics under different flow and sediment supply conditions, we considered seventeen different

channel geometries (one straight, sixteen variable-width), described by:

B (x) = B0 [1 + Acsin (λcx/B0)] (3.1)

where B (x) is the local channel half-width at downstream distance x, B0 is the mean channel

half-width, Ac is the dimensionless wave amplitude of width variations, and λc is the dimen-

sionless wavenumber of width variations (see Figure 3.1). The dimensionless wavenumber

(λc) is related to the dimensional wavelength (Lc) as λc = 2πB0L
−1
c . Each of the seven-

teen geometries was numbered (00 through 16), with 00 corresponding to a constant width

channel. For all geometries the mean channel half-width was specified as B0 = 0.435 m to

correspond with associated flume experiments (Chapter 4). Geometries 01 through 16 were

generated by simultaneously varying the dimensionless amplitude of width variations (Ac =

[0.1, 0.2, 0.3, 0.4]) and the dimensionless wavenumber of width variations (λc = [0.2, 0.4, 0.6,

0.8]). In reference to the natural spacing of riffles and pools (5–7 channel widths) the general

range of wavenumbers of width variation would be 0.45–0.62. Amplitudes of width variation

for riffle-pool rivers are generally 0.07–0.14, however width differences that correspond to

values as high as 0.33–0.43 have been reported (Brew et al., 2015; Brown and Pasternack ,

2017; Wilkinson et al., 2004).
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Figure 3.1: General planform geometry of a channel with sinusoidal width variations.

Each variable-width channel geometry was defined to have a width as described above

and a length equal to six wavelengths of width variation for that geometry. The first and

last wavelengths correspond to entrance and exit reaches with a constant width equal to the

mean channel width (B0 = 0.435 m). A channel-fitted quadrilateral mesh was constructed

for each geometry with 16 grid cells in the cross-stream direction and a downstream spacing

of 5.4 cm, resulting in generally square-shaped grids cells (dy ≈ dx = 5.4 cm).

3.2.3 Numerical run procedure

Our computational strategy was composed of ten series of runs labeled A through J,

summarized in Figure 3.2. The first three series (A–C), involving steady water discharge,

included all of the channel geometries, while the others series (D–J), involving unsteady

water discharge, included only three channel geometries (00, 10, and 16). All Series were

run for 100 simulated hours with the exception of Series C which was run for 24 simulated

hours. In all cases this duration was sufficient to achieve quasi-steady conditions defined

as an unchanging bed slope and surface grain size distribution. Series A constitutes a sort

of control series with steady flow (Qbf = 65 �/s) and steady “equilibrium” sediment supply

(Qse = 9.94×10−6 m3/s = 1580 g/min). The initial conditions for Series A for each geometry

consists of a planar bed with a constant slope of S0 = 0.007. Water and sediment feed rates
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were chosen to maintain a bed slope of approximately 0.007, which is typical of gravel-bed

rivers exhibiting riffle-pool sequences (Brew et al., 2015). The bed was initialized to have a

bed material composed of a bulk sediment size distribution of coarse sand to medium gravel

(Figure 3.3(a), D50 = 4.58 mm, Dg = 4.11 mm, σg = 2.04 mm). This distribution was

chosen to match available sediment used for complementary flume experiments (Chapter 4).

The equilibrium sediment feed Qse was also composed of the bulk sediment distribution.

Initial conditions for the other series were dependent on final conditions of a previous series.

The order path of this dependence is shown with arrows in Figure 3.2. Series B has as

its initial conditions the final conditions of Series A and is also subject to steady water

discharge (Qbf ). In contrast with Series A, Series B has no sediment supply and is meant

to simulate the installation of a dam or some other obstruction that disrupts downstream

sediment continuity. Series C, subject also to Qbf , consists of a sediment pulse and represents

sediment augmentation, dam removal, or some other event that provides a large, temporary

influx of sediment to the upstream boundary. The sediment pulse has a total volume of

0.296 m3 and is fed over a simulated period of 124 minutes. The pulse is composed of a

more uniform and slightly finer distribution than the bulk sediment (Figure 3.3(a), D50 =

4 mm, Dg = 4 mm, σg = 1 mm), but with a similar median grain diameter (D50). The

pulse mass was calculated to be the average volume of sediment required to fill the pools

that exist at the channel constrictions in the final conditions of Series B. The pulse feed rate

(Qsp = 3.98× 10−5 m3/s = 6321 g/min) was calculated to be 4 times the “equilibrium” feed

rate (Nelson et al., 2015). Once the pulse feed ended, no bedload material was supplied to

the upstream boundary. The run time for Series C (24 hours) was sufficient for the pulse to

begin exiting the spatial domain.

Series D–J only include three geometries (00, 10, and 16) and involve unsteady water dis-

charge. For Series D–G the three geometries were subjected to four different repeat discharge

hydrographs (numbered 1–4, respectively, see Figure 3.3(b)). Each of the hydrographs has

as its mean flow the steady discharge of Qbf = 65 `/s. In all four series the initial conditions
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A series
Q = Qbf
Qs = Qse

B series
Q = Qbf
Qs = 0

C series
Q = Qbf
Qs = pulse

D series
Q = Qw1

Qs = Qse

E series
Q = Qw2

Qs = Qse

F series
Q = Qw3

Qs = Qse

G series
Q = Qw4

Qs = Qse

H series
Q = Qw1

Qs = 0

I series
Q = Qw1

Qs = 2Qse

J series
Q = Qw1

Qs = 5Qse

Figure 3.2: Order of series runs, indicating which series’ final conditions correspond to which
series’ initial conditions.

Figure 3.3: (a) Grain size distributions used in the numerical procedure. (b) Steady flow discharge
and cycled hydrographs used in unsteady flow series.
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correspond to the final conditions of Series A and sediment supply continues as Qse. The

hydrograph for Series D (Qw1) varied linearly from 55 `/s to 75 `/s and back again over a

symmetrical period of 120 minutes. For Series E the cycled hydrographs (Qw2) had the same

amplitude as in Qw1, but a period of 240 minutes. Series F hydrographs (Qw3) also had the

same amplitude, but was asymmetric with the rising limb of the hydrographs lasting 60 min-

utes and the falling limb 180 minutes. Qw4, used in Series G, was a symmetric hydrograph

with a period of 120 minutes, but with an increased amplitude, varying linearly between 45

`/s and 85 `/s. Series H–J represent set of a series simulating sediment supply removal and

reintroduction at a higher rate. The initial conditions of Series H are the final conditions

of Series D. In Series H, repeat Qw1 hydrographs continue, but no sediment is supplied to

the upstream boundary. Series I and J both have the final conditions of Series H as their

initial conditions and continue the same cycled hydrograph pattern but with sediment supply

reinstated at elevated rates of 2×Qse and 5×Qse, respectively.

3.3 Results

3.3.1 Steady flow series: A–C

In Series A each geometry was subjected to steady water discharge (Qbf = 65 `/s) and

constant sediment supply (Qse = 1580 kg/min) for 100 simulated hours. Mean downstream

bed slopes varied from 0.0069 to 0.0081 (Table 3.1). Higher bed slopes corresponded to

increased width-variation amplitude and increased width-variation wavenumber (decreased

wavelength). Predictably, accelerating flow into width constrictions created forced scour

holes (pools) at or near the narrowest part of the channels. Conversely, decelerating flow

associated with divergence at width expansions resulted in local topographic highs (bars

or riffles) at or near the widest channel sections. Bed elevations can be detrended by sub-

tracting the average downstream slope, calculating a deviation from the mean bed elevation

(Figure 3.4). In general, detrended elevation maps for Series A in Figure 3.4 show side bars

occurring in geometries with higher wavenumbers and central bars in geometries with lower
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Table 3.1: General results from Series A, B, and C. S0 = mean downstream bed slope; Bar mode
C = central bars; Bar mode S = side bars; Id = pulse dispersion index

Series A Series B Series C
Ac λc S0 Relief (m) Bar mode S0 Relief (m) Bar mode Id

00 0 — 0.0072 — — 0.0041 — — 1.11
01 0.1 0.2 0.0069 0.018 C 0.0058 0.019 C 1.10
02 0.1 0.4 0.0072 0.018 C 0.0050 0.019 C 1.13
03 0.1 0.6 0.0073 0.017 S 0.0045 0.019 S 1.02
04 0.1 0.8 0.0073 0.017 S 0.0041 0.020 S 1.06
05 0.2 0.2 0.0069 0.037 C 0.0059 0.038 C 1.10
06 0.2 0.4 0.0073 0.036 C 0.0051 0.039 C 1.12
07 0.2 0.6 0.0074 0.036 S 0.0046 0.040 S 1.02
08 0.2 0.8 0.0075 0.036 S 0.0042 0.040 S 1.04
09 0.3 0.2 0.0070 0.058 C 0.0059 0.060 C 1.10
10 0.3 0.4 0.0074 0.057 C 0.0052 0.061 C 1.12
11 0.3 0.6 0.0076 0.056 S 0.0048 0.062 S 1.02
12 0.3 0.8 0.0078 0.056 S 0.0045 0.063 S 1.01
13 0.4 0.2 0.0070 0.082 C 0.0060 0.084 C 1.10
14 0.4 0.4 0.0076 0.080 C 0.0054 0.086 C 1.10
15 0.4 0.6 0.0079 0.079 S 0.0050 0.088 S 1.01
16 0.4 0.8 0.0081 0.079 S 0.0047 0.089 S 0.93

wavenumbers. Riffle-pool relief, calculated by differencing the maximum and minimum cross-

sectional averaged detrended elevations averaged onto a single wavelength, show increased

values for higher width-variation amplitudes. For a given amplitude relief decreases slightly

with increasing wavenumber (Table 3.1). Figure 3.5 shows average downstream profiles over

a wavelength of the cross-sectionally averaged deviation from mean bed elevation as well as

cross-sectional- and depth-averaged velocity values. In every case the pools are farther from

the mean bed than bars (i.e., bars are longer, pools are deeper). For Series A both relative

elevation profiles and velocity profiles remain relatively close for geometries of the same am-

plitude. Although slight spatial patterns of grain size sorting developed, the magnitudes of

differences were < 1 mm, and were deemed negligible. Overall the channels had an average

D50 of 6.7 mm (approximately 2 mm coarser than the original bed material and bulk feed).

In Series B, the steady flow (Qbf ) continued from Series A, but the sediment supply was

terminated (Qse = 0). In general this resulted in degradation of the bed and lowering of the

average downstream bed slope (Table 3.1). Average slopes varied from 0.0041 to 0.0060, with
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Figure 3.4: Detrended elevation maps for Series A (equilibrium sediment supply) and Series B
(no sediment supply) variable-width geometries. All axes are drawn to scale with tick marks every
0.5 m. Contours are in 0.5 cm increments. Flow is from left to right.
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Figure 3.5: Detrended elevation and velocity profiles for A Series (equilibrium sediment supply)
and B Series (no sediment supply) variable-width geometries. Color is constant per wavenumber
and opacity increases with amplitude of width variations. Flow is from left to right.
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increasing slopes again associated with increasing amplitude of width-variations. However,

the relationship of slope and wavenumber reversed from Series A. Here, steeper slopes are

associated with lower wavenumbers (longer wavelengths) of width-variations. Relief between

low and high topography associated with adjacent channel constrictions and expansions

increased from Series A. Once again greater riffle-pool relief occurs at higher amplitudes

of width-variation, but in Series B there are slight decreases in relief values with increased

wavenumber (Figure 3.5). Equilibrium velocities for Series B show strong stratification

according to the wavenumber of width variations. While in Series A the “hinge point” (where

the profile crosses over the 0 and Lc/2 points on the x-axis) for each of the geometries falls

around the same value, regardless of amplitude or wavenumber, for Series B the crossing point

velocities are arranged with increasing velocities clearly associated with lower wavenumber

(longer wavelengths). Again, grain size differences on the surface are not of meaningful

magnitudes. From Series A to Series B the overall bed median grain diameter coarsened

approximately 0.1–0.5 mm.

In Series C the “sediment starved” conditions resulting from Series B were fed a sediment

pulse. Pulse movement was quantified using the pulse dispersion index of Chapter 2 (similar

also to Sklar et al. (2009)). The pulse dispersion index (Id) is a measure of the relative

pulse dispersion to pulse translation. It is essentially a measure of the rate of growth of the

inter-quartile range of the cumulative elevation differences between the pulse topography and

antecedent bed topography divided by the rate of movement of the median of the cumulative

elevation differences between the pulse elevations and the original surface. Higher values of

Id correspond to a higher degree of dispersion relative to translation. The pulse dispersion

index can be calculated either as an “instantaneous” value using each time step incrementally

or an average value can be calculated using all time steps. Average pulse dispersion indices

are shown in Table 3.1 and range from 0.93 to 1.23. These average values are graphically

shown in Figure 3.6(a) and instantaneous values are shown in Figure 3.6(b). Instantaneous

pulse dispersion indices show a relatively high degree of variability for most of the indices
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Figure 3.6: (a) Average pulse dispersion indices versus dimensional amplitude of width variations
for C Series runs. (b) Instantaneous pulse dispersion index versus time since end of pulse feed.
(c–e) Instantaneous pulse dispersion index versus 25th, 50th, and 75th percentiles of the cumulative
elevation difference profile, respectively.

other than that for the straight-walled channel. Each curve in Figure 3.6(b) starts with a

relatively low degree of dispersion. As time progresses, each dispersion index curve rises

rapidly and then appears to become more consistent, although fluctuations remain for the

variable-width geometries. Figure 3.6(c–e) shows the instantaneous pulse dispersion index

plotted against the locations of the 25th percentile, median, and 75th percentile of cumulative

elevation difference between the instantaneous pulse location and the initial pre-pulse bed

for each variable width geometry.
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3.3.2 Unsteady flow series: D–J

Unsteady flow Series D–G involved four different cycled hydrographs with varying ampli-

tudes and periods. For Series D hydrograph Qw1 (Figure 3.3) was routed through geometries

00, 10, and 16 with constant, equilibrium sediment supply Qse. At equilibrium, even over

the changing discharge, slopes were practically constant, varying only from 0.0071, 0.0074,

and 0.0080 near the peak of the hydrograph to 0.0072, 0.0074, and 0.0081 at the trough of

the hydrograph for geometries 00, 10, and 16, respectively. Average bedslopes throughout

the hydrograph cycle also did not substantially change from the steady flow results from

Series A (cf. Table 3.1 and Table 3.2). Average riffle-pool relief was also equivalent to that

under steady flow conditions; however, the time-series of riffle-pool relief shows variations

around the average with peaks and troughs shortly lagging behind peaks and troughs in

the discharge hydrograph (Figure 3.7). The average slopes and riffle-pool relief in Series

E and F were similar to those of Series D (Table 3.2). Again, minimum and maximum

slopes remained relatively constant throughout the hydrograph period. Time-series values

of riffle-pool relief are shown also in Figure 3.7, with fluctuations lagging shortly behind

hydrograph extrema. For Series D–F the average slopes and riffle-pool reliefs did not change

substantially from the corresponding geometries in Series A and the minima and maxima

of riffle pool relief also remained the same, undulating with discharge. In Figure 3.7, there

is a slightly longer lag time for the lower wavenumber geometry (10) than for the geometry

with higher wavenumber (16). Series G, which involved the routing of repeat hydgraphs of

twice the magnitude of the other unsteady flow runs, shows an overall slight decrease in both

time-averaged bed slope and a slight increase in time-averaged riffle-pool relief (Table 3.2).

Time-series values for riffle-pool relief show greater deviations from the mean than the other

unsteady flow series (Figure 3.7). For Series D–G the bar configurations that developed

in the corresponding geometries in Series A persisted and did not change throughout the

hydrographs.
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Table 3.2: General results from unsteady flow Series D–J. S0 = mean downstream bed slope; Bar
mode C = central bars; Bar mode S = side bars. Slopes and reliefs are all averaged over a complete
hydrograph period.

00 10 16
Series S0 S0 Relief (m) Bar mode S0 Relief (m) Bar mode

D 0.0071 0.0074 0.057 C 0.0081 0.079 S
E 0.0071 0.0074 0.057 C 0.0081 0.079 S
F 0.0071 0.0074 0.057 C 0.0081 0.079 S
G 0.0068 0.0071 0.058 C 0.0077 0.080 S
H 0.0035 0.0047 0.065 C 0.0042 0.099 S
I 0.0085 0.0085 0.056 C 0.0096 0.077 S
J 0.0114 0.0115 0.054 C 0.0128 0.075 S

Figure 3.7: Differences between the maximum and minimum cross-sectional average detrended
elevations for unsteady flow Series D–G.
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Series H–J continued from Series D results with runs consisting of no sediment supply,

2 × Qse and 5 × Qse, respectively. Table 3.2 also shows average downstream slope, riffle-

pool relief, and bar mode for these series. In Series H, with no sediment supply, channel

slopes reduced slightly while riffle-pool relief slightly increased. However, the magnitudes

of these changes were not as dramatic as those that occurred for some geometries from

Series A to B. Geometries 00 and 16 for Series B, which also consisted of no sediment

feed, show steeper slopes and milder amplitudes than for the unsteady flow Series H. In

Series I sediment supply was reinstated at a rate of 2 × Qse. The beds steepened again,

to higher grades than were originally present during equilibrium supply in Series D. Riffle-

pool relief declined, but only slightly lower than in Series D. In Series J (5×Qse) the slope

increased and the riffle-pool relief decreased, but once again, only slightly. In this series

the increased sediment supply, coupled with unsteady flow, created a constant migrating

chain of low-relief, short-wavelength bedforms for each geometry. Bedform wavelength was

calculated as the mean of the peak-to-peak and trough-to-trough distances. Amplitude was

calculated as the mean of the elevation differences between adjacent peaks and troughs. For

the straight-walled geometry (00) the bedform geometry remained relatively consistent in

the downstream direction. For both variable-width channels (10 and 16) bedforms migrated

through channel expansions, became suppressed in width constrictions, and re-emerged as

the width increased again. Reach-average wavelengths and amplitudes of bedforms over a

complete hydrograph period are shown in Figure 3.8.
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Figure 3.8: Times series of bedform characteristics for J Series runs.
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Throughout these unsteady flow series the type of bars that formed (central or side)

remained consistent, regardless of discharge or sediment supply. Additionally, although

there were slight increases in the magnitude of the degree of sorting between low flows and

high flows during the cycled hydrographs (and between hydrographs with lower amplitudes

and higher), as with the steady flow series, the overall magnitude is small enough (< 1 mm)

to be considered practically negligible.

3.4 Discussion

3.4.1 Morphology of variable-width channels

Along with others who have used physical experiments and numerical models to explore

equilibrium conditions for variable-width channels (Bittner , 1994; Repetto et al., 2002; Wu

and Yeh, 2005; Wu et al., 2011), our results show bed undulations coincident with width

variations and the development of either central or side bars in the channel expansions. In

the absence of an artificial perturbation, all bedforms were stationary and forced by the

geometry (Wu et al., 2011). In agreement with Wu and Yeh (2005), the wavenumber of

width variations (λc) seems to exert the primary control on whether central or side bars

develop. This especially becomes evident when bar configurations of Series A are compared

with Series B. Although the two series have differences in average channel slope and cross-

sectional average velocity the same bar configurations exist for a given geometry. It has been

suggested that width-to-depth ratio is a principal variable controlling the bar mode (Repetto

et al., 2002; Wu and Yeh, 2005). However, our results show a wide range of width-to-depth

ratios for a given geometry without any changes in the bar mode. For example, geometry

10 has width-to-depth ratios that range from 8.1 (B10) to 18.9 (G10) but never develops

side bars. Geometry 16 has width-to-depth ratios from 9.2 (B16) to 22.0 (G16), but side

bars never give way to a central bar. Even under the same flow conditions (e.g., Series A),

the width-to-depth ratios for geometries of a given amplitude remain relatively constant, yet

the shorter wavelength geometries show central bars while the longer wavelength geometries
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show side bars. These results may suggest that the differing degrees of secondary flow

associated with different variable-width geometries may be a more important factor than

width-to-depth ratio in the formation of central versus side bars.

Overall, varying degrees of width undulations seem to have a minor effect on reach-average

morphology under steady flow, equilibrium conditions. Although there are differences in

riffle-pool relief values for different amplitudes in Series A, average downstream slopes are

not considerably different, varying only between 0.0069 and 0.0081. In Series A lower am-

plitude width variations are generally closer in slope to the straight-walled run. The higher

slopes that develop in geometries with greater amplitudes and wavenumbers are likely due

to a number of factors. Increasing wavenumbers correspond to shorter wavelengths, which

decrease the length available to the channel for adjustment to the varied flow. With longer

wavelengths the flow is able to follow the geometry of the channel more closely and distribute

laterally. Shorter wavelengths effectively keep the flow concentrated along the middle part of

the channel from constriction to constriction. A more extreme example of the same process

would be through a series of abrupt channel expansions and constrictions, whereas our vari-

ations in channel width are smooth and relatively gradual. The associated relatively lower

velocities and shear stress at the channel edges in width expansions is likely what drives the

development of side bars for these geometries. The side bars, by elevating channel margins

and deflecting flow back to the centerline of the channel, feedback into this same process.

Greater differences arise in Series B and, interestingly, the pattern is reversed. Table

3.1 shows that for a given amplitude of width variations, under conditions of no sediment

supply, shorter wavelengths tend to create channels that have milder slope. Although, as we

have mentioned, degrees of grain size sorting are very small in magnitude, we hypothesize

that organization of coarser grains (and associated armorning, even if minor) on the bar

tops may contribute to this pattern. Although the magnitude remains very weak it may be

sufficient to reduce the erosive capacity on the bars. Additionally, Figure 3.5 shows clear

differences in cross-sectional average velocity profiles between the A and B Series. In the
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A Series it is channels with shorter wavelengths that experience across the board greater

average velocities. In Series B that pattern is reversed and becomes much more dramatic.

3.4.2 Sediment pulses and bedforms in variable width channels

Although numerical models have been used to explore the evolution of sediment pulses

(Cui and Parker , 2005; Cui et al., 2003) and some have even looked at pulse movement in

irregularly shaped artificial channels (Cui et al., 2008) or in natural topography (Ferguson

et al., 2015), there has been relatively little work systematically considering how channel

geometry modulates pulse evolution (but see Chapter 2). Nelson et al. (2015) suggested

that sinusoidal width variations serve to increase sediment pulse dispersion, but our depth-

averaged modeling results here suggest that for even dramatic width variations (both in

wavenumber and amplitude) there is relatively little increase to the pulse dispersion index in

the presence of width-variations, and sometimes decreased dispersion is experienced. There

are a number of factors, however, that complicate our treatment of pulse evolution. Firstly,

because of the differences in the geometries, the “initial” pulse distribution (the distribu-

tion at the instant the pulse feed ended) had potentially different relative locations in each

channel. For example, in Figure 3.6(c–e) the beginning point of the curves falls on four

distinct locations per plot, depending on the wavenumber of width variations. Nevertheless,

when considering the downstream location of the 75th percentile of the cumulative eleva-

tion difference (Figure 3.6(e)) there appears to be a pattern where the curves overlap. The

75th percentile of the cumulative elevation difference can serve as a sort of proxy for the

pulse front location. As the pulse front moves through from Lc to 3Lc/2, which constitutes

a channel expansion (bar or riffle), the pulses show increased rates of dispersion relative

to translation. Conversely, from 3Lc/2 to 2Lc, which is a channel constriction (pool), the

pulse dispersion indices decrease, indicating a higher degree of translation. This indicates

that under steady flow conditions bars or riffles serve as locations of temporary sediment

storage as a sediment pulse moves downstream. Wu et al. (2011) found that the celerity
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of migrating bedforms reduced as they moved through channel constrictions, indicating a

reduction in translation. Field studies of sediment pulses in channels with bedforms (forced

and free) generally show pools filling with sediment (i.e., sediment storage) and riffles with

more translative conveyance (sometimes even net degradation) (e.g., Madej , 2001). As with

the flume experiment reported by Nelson et al. (2015), this discrepancy is likely due to at

least two factors: the need for a wider range of sediment sizes (particularly finer material in

the pulse) and steady flow versus unsteady flow. It is hypothesized that periods of relatively

low flow are important for observing pool filling by sediment pulses. Although, even in the

beginning of the runs for Series I and J, when amplified sediment feed rates were supplied

to sediment starved channels under unsteady water discharge, pools never filled. As the

wedge of sediment making up the increased supply propagates downstream, riffle-pool relief

is reduced first and remains consistent as the overall channel slope steepens. Our results

on pulse movement, which show relatively little differences between pulse dispersion indices

for a wide range of variable-width configurations, in agreement with Chapter 2, corroborate

the conclusions of Cui et al. (2008), that one-dimensional numerical models can relatively

accurately represent reach-averaged pulse movement. However, for natural channels, which

are likely to exhibit a much greater degree of irregularity in channel width and topography,

a one-dimensional model may not perform as well as a multi-dimensional approach. Indeed,

even a two-dimensional approach may be insufficient to capture pulse dynamics in a natural

system with more complex geometric boundaries (overhanging banks, banks with protrud-

ing roots, large wood, etc.) that would likely have a large influence on the flow field both

laterally and vertically.

The bedforms that developed in each of the geometries of Series J spanned the entire

channel width and were symmetrical. Their relatively short wavelength, and especially

their low amplitude (< 2 × D84) may suggest that they are bedload sheets (Qin et al.,

2015). However, bedload sheets, or free patches, are usually defined by their spatial sorting

pattern, which is not present here. Additionally, there appears to be a strong hydraulic
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dependence on the bedform characteristics (Figure 3.8), which may be more indicative of

gravel dunes. Nevertheless, for the straight-walled geometry, both bedform length and height

(Figure 3.8(b and c)), follow closely with discharge, which is consistent with known dune

dynamics (Wijbenga and Klaassen, 1983). Bedform characteristics in the variable width

channels show similar trends, although to a lesser degree. This is especially true for J16

where a temporal trend is difficult to discern. In both variable width cases the wavelength

and amplitude of bedforms are decreased from the straight-walled geometry. In J16 the

bedforms are roughly half the amplitude as in J00. These results are in agreement with the

results of Wu et al. (2011), mentioned also above, who reported that higher amplitudes of

width variation decreased bar height, and to a lesser extent, bar length. Our results indicate

that the dependence of bedform characteristics on flow (namely, discharge and flow depth)

is also suppressed with more dramatic variations in channel width. Wu et al. (2011) also

reports that bedform height peaked and length minimized at the channel constrictions. Their

bedforms were never fully suppressed, but our results show suppression through, and then

re-emergence after, channel constrictions, for both geometries modeled.

3.4.3 Effects of unsteady flow on the morphodynamics of variable-

width channels

In straight channels, experiments with unsteady flow have found that the shape and

duration of hydrographs does not generally have a strong influence on reach-scale parameters

(Humphries et al., 2012; Mao, 2012; Wong and Parker , 2006). In the case of hydrographs

with periods of low flow between them, however, the duration of those periods can have a

significant effect on sorting patterns (Ferrer-Boix and Hassan, 2015). Our results also show

relative invariance of reach-scale average channel parameters to hydrograph characteristics.

Although the values for both slope and riffle-pool relief are slightly different for Series G

(where hydrograph maxima are twice as far from mean), the differences are small.
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In the case of cycled hydrographs of durations shorter than typical scales for morpho-

dynamic adjustments the local bedload flux quickly compensates for the changing discharge

preventing excessive elevation changes or grain size sorting. Researchers examining cycled

hydrographs with constant sediment supply have identified a length of channel extending

downstream from the upper boundary within which aggradation and scour associated with

disequilibrium are confined (Parker et al., 2007; Wong and Parker , 2006). Downstream

of this so-called “hydrograph boundary layer”, changes in discharge are entirely accommo-

dated by changes in the rate and size distribution of the bedload material while the bed itself

remains unchanged. Within the hydrograph boundary layer, however, the bed conditions

fluctuate with the instantaneous discharge of the hydrograph. At higher discharges the bed

erodes and becomes coarser near the upstream boundary, and at lower discharges the bed

aggrades and becomes finer.

Our results confirm some of the general findings regarding the hydrograph boundary

layer. Figures 3.9 and 3.10 show elevation profiles for the unsteady flow series with the

hydrograph-averaged elevations subtracted. For the straight-walled runs under different dis-

charge hydrographs (D00–G00, Figure 3.9), patterns emerge that corroborate flume experi-

ments and one-dimensional modeling by Wong and Parker (2006) and Parker et al. (2007).

A hydrograph boundary layer is especially evident for D00 where beyond ˜10 m no changes

occur. Fluctuations in the downstream-most area are likely an artifact of the downstream

boundary (Viparelli et al., 2011). The elevation profiles for both E00 and F00 (which have

hydrograph durations of 240 minutes rather than 120) show a longer hydrograph boundary

layer, practically extending to the downstream boundary of the domain (Parker et al., 2007).

Similarly, for G00, the morphological influence of the hydrographs is greatly reduced beyond

˜12 m. For a longer spatial domain the effect would be clearer as there would be more length

between the hydrograph boundary layer and the downstream boundary artifacts.
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Figure 3.9: Differences in elevation from the mean of all times for each time in unsteady flow Series D–G. Note: Lc = 6.84 m for
geometry 10 and Lc = 3.42 m for geometry 16.
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Figure 3.10: Differences in eleveation from the mean of all times for each time in unsteady flow Series D, H–J. Note: Lc = 6.84 m for
geometry 10 and Lc = 3.42 m for geometry 16.
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For the variable width geometries (10 and 16), an interesting phenomenon emerges, in

which a series of alternating hydrograph boundary layers develops at each width variation

period (Figure 3.9). Each wavelength (Lc) contains a single width variation (save the first

and last which are straight-walled inlet and outlet reaches). Whole number multiples of Lc

correspond to cross-over points, with the maximum width occurring at Lc/4 and minimum

width occurring at 3Lc/4. Centered at the maximum channel width in each case is coupled

hydrograph boundary layer. In the expanding part of the channel, immediately upstream

of the widest section, an “inverted” hydrograph boundary layer forms, where aggradation

occurs with increasing discharge and degradation occurs with lower flows. Immediately

downstream of the section of maximum channel width the trend reverses, with increasing

discharges causing erosion and lower flows resulting in deposition. For all the variable-width

geometries in Series D–G this pattern persists with inverted and regular boundary layers

alternating every half multiple of Lc. These may be called “structural hydrograph boundary

layers” as they are forced by a change in the channel geometry. They are analogous to the

‘sedimentograph boundary layer’ reported by An et al. (2017b) in the presence of sediment

pulses present midway down the simulation domain. Interestingly, the inverted boundary

layer that is centered at the widest channel section is always thinner than the boundary layer

that is centered at the narrowest section.

As long as discharge magnitude is unaltered (Series D–F) the amplitude of the structural

hydrograph boundary layer appears relatively unrelated to hydrograph duration. Although,

for longer wavelengths a longer, more diffuse structural hydrograph boundary layer may

become evident. Discharge magnitude, however, appears to have a clear impact on the

amplitude of the boundary layer. Both entrance hydrograph boundary layers and structural

boundary layers for the G Series show amplitudes over twice that for the D Series, indicating

a strong control on boundary layer characteristics by hydrograph maxima. Under conditions

of no sediment supply, if simulated for a sufficient duration, even under cycled hydrographs

there should be no changes. Such a case exists for H00 (Figure 3.10). However, H10 and
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H16 continue to show minor variations in bed elevation, which is likely an effect of an

insufficient modeling time. Parker et al. (2007) and Viparelli et al. (2011) found that as

sediment supply increased the hydrograph boundary layer amplitude increases and spreads

further downstream. Our results from Series I–J partially support that conclusion. On the

one hand, entrance reaches of I Series runs all show a higher amplitude boundary layer

that protrudes further downstream. On the other hand, the amplitudes of the structural

hydrograph boundary layers that develop in each width variation show for both Series D

(Qse) and Series I (2 × Qse) appear to be unaltered by sediment supply. This may suggest

that where geometric changes occur, the associated boundary layers may exert more control

than sediment supply conditions. In Series J (5×Qse) a well defined hydrograph boundary

layer never emerges for J00 and structural boundary layers are highly variable for J10 and

J16. An et al. (2017a) found that the hydrograph boundary layer concept may not apply for

sediment supplies of a sufficiently wide grain size distribution where bedload sheets develop.

Our similar results for Series J are therefore likely attributable to the presence of migrating

bedforms. This also may explain why the more consistent sections of structural boundary

layers occur at the narrowest sections where bedforms are suppressed. Notice also that the

amplitude of the structural boundary layer at these locations is generally equivalent to the

amplitude at those same locations in both D series and I series. This again highlights that

the amplitude of the structural boundary layer is invariant to sediment supply, having greater

dependence on channel geometry and hydrograph maxima.

3.4.4 Implications for riffle-pool dynamics

One of the primary objectives of our study was to explore the combined effects of width

variations, unsteady flow, and changing sediment supply in the context of riffle-pool dy-

namics. Both variable width and unsteady flow have been primary conditions upon which

riffle-pool maintenance hypotheses have been developed. The most prominent hypothesis,

velocity-reversal (Keller , 1971b), postulates that at low flow near-bed velocity values in riffles
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are higher than in adjacent pools. However, as discharge increases the near-bed velocities

of the two converge until at some point a reversal in the location of maximum near-bed

velocity occurs. It is thus the high flows that are responsible for pool maintenance through

scour and riffle maintenance through deposition. The hypothesis has had no shortage of

critics (e.g., Bhowmik and Demissie, 1982), but many have confirmed the phenomenon or

something analogous with shear stress (Milan et al., 2001; Sear , 1996). In order to better

explain the environmental controls that result in the phenomena of reversal, MacWilliams

et al. (2006) proposed the flow convergence routing hypothesis. Rather than a rebuttal of the

velocity reversal hypothesis, flow convergence routing builds on the revised reversal hypoth-

esis of Thompson et al. (1996, 1998, 1999) and emphasizes the importance of obstructions

(bedrock, boulders, logjams, point bars, etc.) which serve to cause converging flow into pools

and diverging flow into riffles. The convergence and associated acceleration of flow into pools,

MacWilliams et al. (2006) suggest, is a more comprehensive mechanism maintaining riffle-

pool sequences. Others have since observed flow convergence routing specifically (Sawyer

et al., 2010) or the control of channel width on riffle-pool locations generally (Brew et al.,

2015; Brown and Pasternack , 2017). Variations in channel width have been shown to be

required for reversal to occur (Caamaño et al., 2009). It should be noted, however, that

reversal in the location of maximum velocity or shear stress does not necessarily indicate a

reversal in the location of bedload transport rates. There is evidence that bedload reversal

may occur without velocity (or shear stress) reversal and, conversely, that bedload reversal

may not occur despite the occurrence of velocity (or shear stress) reversal (Bayat et al.,

2017).

Figure 3.11 shows maps of depth-averaged velocity magnitude, shear velocity, and subse-

quent bedload transport rates for G10 over a complete hydrograph cycle. At the lowest flows,

which may be most analogous to baseflow conditions in a natural system, maximum values

of all three variables are about midway through the width variation wavelength. This point

corresponds to the steepest local channel slope as the bar plunges into the pool. Minimum
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values of all three variables at this lowest discharge occur roughly half a wavelength apart

from the maximum, where the slope is rising out of the pool onto the bar. As discharge

increases, the maxima of all three variables quickly move downstream to near the center of

the width constriction, and they maintain a relatively stable position at the higher flows. At

peak discharge the maximum velocity, shear velocity, and bedload occur just downstream

from the narrowest channel section. Conversely, minimum values occur just downstream

from the widest channel section. These results partly support the velocity/shear/bedload

reversal concept with locations of maxima shifting back and forth with discharge. Simi-

lar patterns exist also for runs D10, D16, and G16, however to a lesser degree. Run G10,

with the higher variability in discharge and channel dimensions that more closely match

natural riffle-pool sequences is likely the most transferrable. Similarly, the fact that this

process is more pronounced in geometry 10 over geometry 16 suggests that there may be

some “optimum” variable width geometry (e.g., spacing of 5–7 channel widths) to achieve

ideal riffle-pool maintenance.
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Figure 3.11: Velocity magnitude, shear velocity, and bedload transport rate over a complete hydrograph period for G10. 4 symbols
correspond to sections where the maximum occurs. ◦ symbols correspond to sections where the minimum occurs.
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The importance of width variations to this process is clear, as such reversal would not

occur in a constant width channel. Indeed our results indicate that width variability exerts a

primary control on certain reach-scale equilibrium parameters as well as morphology under

unsteady flow and changing sediment supplies. Others have shown that constrictions associ-

ated with channel geometry play an important role in riffle-pool characteristics (pool depth

and length, for example (Wohl and Legleiter , 2003)). Our results, corroborating the flume

experiments of Nelson et al. (2015), indicate that while sediment supply controls overall

channel slope, riffle-pool relief is primarily controlled by channel geometry. The notable ex-

ample in our numerical simulations where riffle-pool relief differed the most from other runs

is when there was no sediment supply. For both steady (B Series) and unsteady flows (H

Series) when there was no sediment supply riffle-pool relief increased. Under other sediment

regimes the equilibrium relief remained consistent. Additionally, our unsteady flow runs in

Series D–G show the relative invariance of riffle-pool morphology to hydrograph duration,

and to a certain extent magnitude. During the rising limb of the cycled hydrographs our

models show deposition in wide channel sections and erosion in narrow sections. During

the falling limb the trend is reversed. These findings highlight the importance of channel

geometry and variations in channel width to the self-maintenance of riffles and pools.

3.5 Conclusions

In this study we have presented a set of depth-averaged numerical simulations we have

conducted examining the interaction of unsteady flow and changing sediment regimes in

straight channels with variable width. We conducted 10 series of runs where we systemat-

ically varied both the amplitude and wavelength of width variations and imposed different

hydrological and sedimentological inputs. In Series A both discharge and sediment feed were

held constant. Results showed pools forming in channel constrictions and bars developing in

channel expansions. Riffle-pool relief is controlled by amplitude of width variations, while

the wavelength of width variations controlled whether side bars or a central bar formed at
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the widest section. In Series B the steady discharge continued but sediment supply was ter-

minated causing slopes to decrease and riffle-pool relief to increase. In Series C a sediment

pulse was fed into the sediment starved channels. There was relatively minor variability in

the degree of dispersion in pulse evolution. However, there is evidence of fluctuations in rel-

ative dispersion-translation depending upon the location of the pulse. Dispersion increased

in channel expansions and translation increased in channel constrictions. Series D–G contin-

ued from Series A with constant sediment supply but cycled hydrographs rather than steady

discharge. Series D–F, which all had the same magnitude of hydrograph maxima, showed

very little variations, with average slopes, reliefs, and bar modes all remaining the same as

during Series A. In Series G, however, with higher magnitude maxima in the hydrograph the

slope flattened and relief slightly decreased. Series H continued from Series D with the same

cycled hydrographs, but sediment supply was terminated. Slopes reduced to about half of

what they were in Series D and riffle-pool relief increased. Series I and J both continued

from Series H with the same cycled hydrographs, but reinstated sediment supplies at twice

and five times the previous feed rates. In both cases slopes steepened beyond what had been

seen in Series D, and relief was reduced, but values were relatively consistent with relief

values in Series A and Series D–G. In Series J consistent symmetric, transverse bedforms

developed that were of low height and short wavelength.

Based on our results we draw several conclusions.

1. Under a certain steady discharge and sediment supply, average topographic relief in

a variable-width channel is governed by the amplitude of width changes, with higher

amplitudes corresponding to greater topographic relief. The bar mode that emerges

in the widest section is controlled by the wavelength of width changes, with side bars

developing in geometries with shorter wavelengths of width variation.

2. In the presence of sediment supply higher amplitude, shorter wavelength width vari-

ations result in an overall steeper bed slope. In the absence of sediment feed higher
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amplitude, longer wavelength width variations result in steeper bed slope. This holds

under steady and unsteady flow.

3. Sediment pulse translation is locally modulated by geometry with the pulse evolving

through more dispersion through channel expansions and more translation through

channel constrictions. However, overall relative dispersion-translation differs very little

from that in a straight-walled channel having the same mean width.

4. Reach-averaged channel characteristics (slope and riffle-pool relief) are invariant to cy-

cled hydrograph shape and duration. However, under cycled hydrographs with greater

maxima slight reductions in slope occur.

5. Under consistent elevated sediment feed rates, slopes adjust to become steeper, but

riffle-pool relief remains consistent, similar to that under lower supply conditions.

6. The concept of a “hydrograph boundary layer” is corroborated and partially expanded

upon, with the introduction of the “structural hydrograph boundary layer” which

occurs at changes in channel geometry. These structural variations disrupt the ability

the channel has to create a bed relatively invariant to discharge from upstream.

7. The converging/diverging flow associated with width variations, and the resultant bed

topography under cycled hydrographs and constant sediment supply, create conditions

that facilitate the shifting of the location of maximum transport capacity from the

riffle entrance during periods of low flow to the pool center during periods of high flow.
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Chapter 4

Flume experiments on gravel-bed

variable-width morphodynamics

4.1 Introduction

Rivers are often characterized by downstream variations in channel width (Harman et al.,

2008; Moody and Troutman, 2002; Myers and Swanson, 1997). Longitudinal variations in

channel width have been observed to play an important role in habitat suitability (Hicks

et al., 1991; Krapu et al., 1984), meandering dynamics (Eke et al., 2014; Zolezzi et al., 2012),

braiding dynamics (Repetto et al., 2002; Wu and Yeh, 2005), bar position and movement

(Duró et al., 2016; Luchi et al., 2010; Wu et al., 2011), and riffle-pool location and persistence

(Brew et al., 2015; MacWilliams et al., 2006; Richards , 1976b). Kazemipour and Apelt (1980,

1983) performed flume experiments in a variable-width channel with uniform expansion and

constriction rates. The bed in their experiments was fixed to produce a constant area below

a plane parallel to the overall channel slope. They found that for a channel with nearly

constant cross-sectional area, despite irregularities in channel width, there is little resistance

due to form. However, for a channel whose cross-sectional area does not remain relatively

constant form resistance can account for up to 90% of the energy loss. Tsujimoto (1987)

conducted mobile-bed experiments in a channel with sinusoidally varying width and observed

bed deformation that resulted in vertical undulations with a pool developing at the width

contraction. He also observed multi-modal bar development in the width expansion. Bittner

(1994) performed flume experiments and numerical modeling of channels with sinusoidally

varying width and found for slight width variations migrating alternate bars form which are

similar to those in constant-width channels. For more pronounced width variations migrat-

ing bedforms were suppressed entirely and instead stationary bars developed which were
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alternate at low flow and centered at high flow. Using flume experiments to simulate width

variations in bedrock channels, Wohl et al. (1999) concluded that width undulations create

a condition of minimized energy expenditure and uniform energy expenditure at the reach

scale. In the context of braided rivers, Repetto et al. (2002) performed flume experiments in

variable-width channels of a range of constriction amplitudes and wavelengths. They also

found migrating alternate bars in low amplitude width variations and the development of

central bars at wide sections in channels of more significant width variations. Building on

their work, Wu and Yeh (2005) explored the possible modes of forced bars that develop at

wide sections, concluding that the aspect ratio is the primary control on bar mode. There

are essentially two bar modes: central bars, which comprise a single bar in the expansion lo-

cated in the middle of the channel; and side bars, which involve two bars on either side of the

centerline in the widest section. Transition from central bars to side bars and back to central

bars again was found to occur with increasing aspect ratios. Wu et al. (2011) continued this

work, investigating the dynamics of free, or migrating bars, in channels with sinusoidal width

variations. Shorter width variation wavelengths and amplitudes result in suppression of bar

height and length. Bar celerity depends on the combination of wavelength and amplitude

of width variations. More recently, Brown et al. (2016) used depth-averaged hydrodynamic

modeling to evaluate riffle-pool flow parameters in channels where bed topography co-varied,

both in phase and out of phase, with sinusoidal width variations, introducing the concept of

geomorphic covariance structures. Despite these studies, relative to other controls on allu-

vial morphodynamics, the effect of downstream variation in channel width remains largely

unstudied and poorly understood, particularly in the context of unsteady flow and changing

sediment supply regimes. To our knowledge there are no studies that investigate periodic

width variations with unsteady flow and/or changing sediment supplies (but see Chartrand

(2017)).

Discharge is considered one of the dominating independent variables controlling alluvial

morphodynamics and unsteady flow is the reality in natural systems. Variations in discharge
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have been shown to play an important role in bedload transport rates (Bombar et al., 2011;

Lee et al., 2004; Mao, 2012; Phillips and Sutherland , 1990; Waters and Curran, 2015) and

grain size sorting and armoring (Hassan et al., 2006; Nouh, 1990; Strom et al., 2004). Un-

steady flow has been observed to impact alternate bar morphology (Rodrigues et al., 2015;

Tubino, 1991) and has long been recognized as a dominant factor in riffle-pool maintenance

(Gilbert , 1914; Keller , 1971b; Leopold and Wolman, 1960). Field studies and laboratory

experiments in constant width flumes using unsteady flow have shown that there are often

hysteresis effects between discharge and other flow variables (e.g., depth, velocity). Both

clockwise and counterclockwise hysteresis patterns of bedload have been observed in field

and flume results (Guney et al., 2013; Gunsolus and Binns , 2018; Kuhnle, 1992; Mao, 2012;

Wang et al., 2015; Waters and Curran, 2015). Guney et al. (2013) found that antecedent

surface armoring can control the bedload hysteresis direction. Others have also observed

armor layer effects related to unsteady flow (Ferrer-Boix and Hassan, 2015; Recking , 2014).

Using flume experiments Wang et al. (2015) found that bedload rates exhibited clockwise

hysteresis in a channel with a coarser grained surface, while a finer gravel surface resulted

in a counterclockwise bedload hysteresis. Many studies have been conducted using field,

laboratory, and numerical methods to explore unsteady effects on gravel-bed dynamics, but

little work has been done to specifically explore the interaction between unsteady flow and

downstream variations in channel width.

Alluvial channels can adjust to changing sediment supplies through a combination of

modifications to the channel slope, channel cross-section (e.g., width), or surface grain size

distribution (Blom et al., 2017; Lane, 1955). The grain size and rate of sediment supply is a

major factor governing a number of morphological features in gravel-bed streams including

bed sorting, armoring, and patchiness (Buffington and Montgomery , 1999; Dietrich et al.,

1989; Hassan and Church, 2000; Nelson et al., 2009; Pitlick et al., 2008) and bedform dy-

namics (Kleinhans , 2005; Kleinhans et al., 2002; Lisle et al., 1993; Venditti et al., 2012).

Channels experiencing an increased sediment supply have been been observed to show sur-
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face fining and enhanced grain mobilization (Cui et al., 2003a; Dietrich et al., 1989; Jackson

and Beschta, 1984). Studies with increased rates of sediment supply in riffle-pool or bar-pool

morphology have shown general pool filling resulting in a more homogeneous downstream

bed profile (Brew et al., 2015; Lisle, 1982; Lisle and Hilton, 1992; Madej , 2001; Madej et al.,

2009; Pryor et al., 2011; Sutherland et al., 2002; Wohl and Cenderelli , 2000). However, recent

studies have found that for channels with stable width variations the response to increased

sediment supply is characterized more by a change in total slope, rather than a decrease

in riffle-pool relief (Chapter 3; Nelson et al., 2015). Aside from these studies, very little

has been done to explore the combined effects of width variations and changing sediment

supplies.

How a constant-width channel and an equivalent variable-width channel comparatively

respond to differences in steady versus unsteady flow or changes in sediment supply is not well

understood. Previous studies considering flow and sediment changes in irregular channels

have largely been field-based and therefore poorly constrained. Conversely, laboratory and

numerical studies that have used variable-width channels have generally used steady flow

and constant sediment supply. In our current understanding there is a gap on how these

forcings interact to influence gravel-bed morphology.

In this paper we present results from a laboratory flume experiment used to explore

the interactions between periodic variations in channel width, unsteady flow, and changing

sediment supplies. Our goals were to characterize the differences in dynamic equilibrium

conditions of a constant-width versus a variable-width channel under various water and

sediment supply regimes.

4.2 Methods

4.2.1 Experimental setup

Flume experiments were conducted at the Hydraulics Laboratory at the Colorado State

University Engineering Research Center using a straight, rectangular, sediment-feed flume
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that is 1.21 m (4 ft) wide, 0.76 m (2.5 ft) deep, and 18.29 m (60 ft) long (Figure 4.1a). The

laboratory floor is underlain by a sump and a 100 hp pump moves water from the sump

to the flume headbox. Water discharge is regulated with a gate valve adjusted manually

with a handwheel. A Rosemount Annubar Flowmeter is installed to measure the pressure

differential in the pipe supplying the flume headbox. Volumetric discharge measurements,

calculated from the pressure differential, were calibrated using a 90◦, sharp-crested weir, and

these were used to control the water discharge to the flume. A hopper, located above the

flume headbox, supplies sediment to the upstream boundary of the flume. The sediment

feed from the hopper is regulated by an auger-type feeder, enclosed in a PVC pipe situated

above the flume entrance. The variable-speed motor controlling the auger, and thereby the

volumetric sediment feed rate, was calibrated manually prior to the experiments. At the

downstream end of the flume the water level is regulated by a tailgate which is manually

adjusted. A tailbox, between the flume exit and the tailgate, facilitates the capture of all

bedload exiting the flume while allowing water to pass over the tailgate. The tailbox must

be manually excavated, while the water passing the tailgate returns to the sump underneath

the laboratory. A motorized, computer-controlled instrumentation cart moves longitudinally

along rails mounted to the top of the flume walls. The cart is outfitted with five Massa ultra-

sonic sensors, spaced in lateral increments of approximately 11 cm, used to semi-continuously

measure water surface elevations along 5 parallel longitudinal profiles (Venditti et al., 2016).
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Figure 4.1: (a) Flume set up and planform channel geometry for (b) F01, straight-walled channel and (c) F02, varibale width channel
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4.2.2 Flume operation and measurements

While the flume was running quantitative measurements related to water surface ele-

vations were made using the instrumentation described above and qualitative observations

related to the bed surface conditions (e.g., bedforms) were made. Water surface elevations

were used to calculate water surface slopes (Sw) by fitting a linear model to the data in

the downstream-elevation plane. Flow depths (H) were estimated by subtracting the in-

terpolated bed elevations (described below) from the water surface elevation coordinates.

Estimates of the aspect ratio (β, i.e. width-to-depth ratio), shear stress (τ0 = ρgHSw,

where ρ is the density of water and g is gravitational acceleration), and Froude number

(Fr = Qg−1/2B−1H−3/2, where Q is the discharge and B is the channel width) were subse-

quently made from the water surface data.

Care was taken during flume start up and shut down to minimize the effect on bed

morphodynamics. Run periods between start up and shut down were generally governed

by the filling of the tailbox with bedload exiting the flume. In general runs lasted 2–4

hours until the tailbox was full. However, at equilibrium for each phase finer temporal

resolution of measurements was obtained by shutting down the flume after shorter periods.

When the flume was shut down the tailbox was excavated and the material was dried and

weighed to determine long-term bedload flux rates exiting the flume. Samples from the

material were collected and manually sieved to obtain grain size distributions. Once the bed

had drained digital imagery was collected to obtain bed topography. A Canon EOS Rebel

T3i with an 18-55 mm IS II lens was mounted to the cart and oriented approximately 45◦

below horizontal. Imagery was collected in three passes. In the first pass 60 images were

collected with the camera oriented upstream and the focal length set to 18 mm, resulting in

a longitudinal image spacing of approximately 0.28 m. In the second pass, 100 images were

collected with the camera oriented in the upstream direction and the focal length set to 55

mm, resulting in a longitudinal image spacing of approximately 0.17 m. In the third pass,

60 images were collected with the camera oriented in the downstream direction and the focal
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length set again to 18 mm. Camera focal length and image intervals produced photosets

with substantial overlap (≥80%). For each photoset the 220 images were processed using

Structure-from-Motion (SfM) photogrammetric methods (Agisoft , 2016). SfM methods have

been shown to produce three-dimensional point clouds of comparable accuracy to standard

laser scanning methods with much higher spatial resolution (Morgan et al., 2017). SfM point

clouds were scaled and referenced using eight checkerboard targets with known coordinates

located on the top of the flume walls. The three dimensional point clouds were interpolated

into 5 cm DEM grids using the natural neighbor algorithm. Detrended elevation maps were

made by subtracting the mean downstream bed slope from the DEM grids. Bar-pool reliefs

were calculated for the variable width runs as the difference of the mean elevation of the

cross-section with the minimum elevation in a width variation wavelength and the mean

elevation of the cross-section with the maximum elevation in a width variation wavelength.

4.2.3 Experimental procedure

Flume configurations

Two geometries were considered for our experiments: a straight-walled channel (F01),

serving as a control, and a variable width channel (Figure 4.1b,c). The specific dimensions

of these geometries were chosen to coincide with geometries used in related two-dimensional

numerical morphodynamic modeling experiments that we have also been conducting. The

straight-walled geometry had a width of 0.87 m (Figure 4.1b), which required a temporary

wall be built within the 1.21 m wide flume. The wall was constructed using sheet metal

attached to a wooden frame affixed to the interior of the flume (Figure 4.2a). The narrower

inset channel extended for the entire length of usable flume. The variable-width channel

(F02) consisted of a straight-walled inlet reach with a length of 2.86 m and a straight-walled

outlet reach with a length of 1.26 m (Figure 4.1c). The width of both the entrance and exit

reaches was 0.87 m. Between the inlet and exit reaches four sinusoidal width constrictions

were installed. A channel with sinusoidal width constrictions may be described by speci-
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Figure 4.2: (a) Straight-walled flume geometry and (b) variable-width flume geometry. Camera
view is oriented downstream in both images.

fying mean channel half-width (B0), a dimensionless amplitude (Ac), and a dimensionless

wavenumber (λc).

B (x) = B0 [1 + Ac sin (λcx/B0)] (4.1)

where B (x) is the local channel half-width at downstream location x. For our variable-

width geometry an amplitude of Ac = 0.4 and a wavenumber of λc = 0.8 were chosen.

This resulted in a maximum channel width of 1.21 m, a minimum channel width of 0.52 m,

and a wavelength of width variations equaling Lc = 3.42 m (Lc = 2πB0/λc). These values

correspond to the largest amplitude and shortest wavelength width variations considered for

our related numerical simulations (Chapter 3). The sinusoidal width variations were also

constructed using temporary walls made of sheet metal and wooden framing (Figure 4.2b).

Phase procedure

The experimental procedure for each channel geometry was set up to consist of three

phases. For each geometry, before the first phase began, the flume was filled with the bulk

sediment and the bed was screeded flat to a constant bed slope (S0) around 0.7%. The
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Figure 4.3: (a) Bulk grain size distribution used for initial bed composition and sediment supply
during all phases. Gray lines are individual samples. The dark dotted line is the mean of all
samples. (b) Stepped hydrograph used in unsteady flow phases. Dotted line corresponds to the
steady flow discharge.

bulk sediment consisted of a unimodal distribution of coarse sand to fine gravel with median

grain diameter of D50 = 3.4 mm and a geometric standard deviation of σg = 1.6 mm (Figure

4.3a). The distribution was chosen based on material already available and to ensure the full

range would be mobile for the discharges modeled. The initial conditions of the second and

third phases were the final conditions of the previous phase. Each phase of the experimental

procedure was continued until steady-state, “dynamic equilibrium” conditions were attained.

These conditions were indicated by consistent rates and grain size of bedload exiting the flume

and consistent water and bed slopes. The first phase (P01) consisted of steady discharge

(Q = 58.3 `/s) and steady constant sediment supply (Qbf = 1580 g/min). In the second

phase (P02) discharge was unsteady, in the form of repeated, stepped hydrographs, and

sediment supply remained the same as in P01. The discharge hydrographs were triangular

and symmetrical with a mean discharge of 58.3 `/s, minimum of 49.2 and maximum of

67.4 `/s, a period of 120 minutes, and a step length of 10 minutes (Figure 4.3b). The

hydrograph was chosen to have a mean discharge equal to the steady flow from phase one.

The maximum discharge was chosen as the maximum discharge the 6 inch bypass valve

(which feeds water to the flume headbox) could carry. The minimum discharge was chosen
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to be an equal difference from the mean as the maximum discharge, and a symmetrical shape

was chosen for simplicity. The hydrograph duration was chosen to scale from 2 hours in lab

to approximately 16–18 hours in the field, using the scaling relationship of Parker et al.

(2003) and riffle width measurements reported by Carling and Orr (2000) and Brew et al.

(2015). In the third phase (P03) the repeated hydrographs continued the same as in P02 but

the sediment supply rate was doubled (2×Qbf = 3160 g/min). In all phases the sediment

feed was composed of the bulk material (Figure 4.3a).

4.3 Results

4.3.1 F01: Straight-Walled Channel

F01P01: Steady Flow, Steady Sediment Supply

The first phase of the straight-walled geometry lasted 4154 minutes (69.2 hours). The bed

profile quickly relaxed from the initial slope of approximately 0.008 to a relatively consistent

bed slope of approximately 0.004 (Figure 4.4). Bedload rates exiting the flume initially

dropped steeply before evening out after several hours. Equilibrium water surface slopes

were 0.0051. Equilibrium flow depths ranged from 9 to 12 cm with a mean of 10.5 cm (Figure

4.5a). Mean shear stresses are estimated to have been approximately 5.25 Pa (Figure 4.6a).

Froude numbers were consistent and remained subcritical around 0.63 (Figure 4.4). During

the straight-walled experiments dune-like migrating bedforms, which had an alternating

pattern, developed almost immediately and continued throughout the duration of the F01

experimental phases (Figure 4.7a). The details and dynamics of these gravel bedforms are

not discussed here, but are investigated elsewhere (Nelson and Morgan, in review).

F01P02: Unsteady Flow, Steady Sediment Supply

In the second phase the sediment supply remained constant at the same rate, while water

discharge became unsteady. The total duration of the phase was 3000 minutes (50 hours). We

observed minimal differences between steady and unsteady flow on hydraulic and sediment
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Figure 4.5: Time-series box plots of flow depth for (a) F01 and (b) F02. Lighter or darker colored
boxes correspond to lower or higher discharges, respectively. Hydrograph maximum occurs at 30
minutes and minimum occurs at 90 minutes.
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Figure 4.6: Time-series box plots of shear stress for (a) F01 and (b) F02. Lighter or darker
colored boxes correspond to lower or higher discharges, respectively. Hydrograph maximum occurs
at 30 minutes and minimum occurs at 90 minutes.
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Figure 4.7: Equilibrium detrended bed elevation maps for all phases in both geometries. Maps
from the mean discharge are shown for unsteady flow phases.
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transport parameters at points in the hydrograph equaling the mean flow (Figure 4.4).

Equilibrium bed slope varied slightly over the hydrograph, with the greatest difference seen

not in relation to discharge, but in the rising versus falling limb of the hydrograph (Figure

4.8a). Bed slopes showed a general clockwise hysteresis with the discharge hydrograph, with

rising limb bed slopes generally steeper than falling limb bed slopes for a given discharge.

Weak counterclockwise hysteresis was also observed for the water surface slopes, but different

values for a given discharge are within one another’s error range (Figure 4.8a). Water surface

slopes varied with discharge (from 0.0047 at low flow to 0.0052 at high flow) and, similar

to F01P01, water surface slopes remained consistently steeper than bed slopes (Figures

4.4 and 4.8a). Flow depths at the mean discharge remained similar to depths in F01P01

(Figure 4.5a). Mean flow depths varied little over the hydrograph with a range from 10.5

cm to 11.5 cm and overall depth values more-or-less tracked with discharge. No hysteresis

was discernible for flow depth relative to discharge. Mean shear stress values at the mean

discharge were essentially the same as in F01P01 at around 5 Pa (Figures 4.4 and 4.6a).

Shear stress values also tracked with discharge, without any appreciable degree of hysteresis.

F01P03: Unsteady Flow, Increased Sediment Supply

Sediment supply was doubled in the third phase, which lasted 2280 minutes (38 hours).

Phase F01P03 saw a general increase in both bed and water surface slopes and a decrease in

flow depths (Figure 4.4). Both bed and water surface slopes increased from those in F01P02

by approximately 0.0015 for each step of the discharge hydrograph (Figure 4.8b). Bed slopes

varied inversely with discharge, although the greater relationship again appears to be with

the rising versus the falling limb of the hydrograph. As in F01P02, bed slope shows a clock-

wise hysteresis with discharge. Water surface slopes show a very weak clockwise hysteresis,

with different slopes for a given discharge once again falling within the other’s error range

(Figure 4.8b). Flow depths were initially slightly lower than in the previous phases although

equilibrium mean flow depths were approximately the same (Figure 4.4). Equilibrium flow

depths again generally varied with discharge without any clear hysteresis (Figure 4.5a) and
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were approximately the same as in F01P02. Shear stress estimates increased from F01P02

by approximately 1.5 Pa and again generally followed discharge (Figure 4.6a).

Throughout the three phases for F01 the exiting grain diameters remained relatively

constant (Figure 4.4). Initially during F01P03 the exiting bedload became slightly coarser

than during the previous phases, but the subsequent characteristic grain sizes relaxed values

more similar to the first two phases. Bed slopes increased and stabilized almost immediately,

while several hours were needed for bedload rates exiting the flume and the water surface

slopes to level out. Throughout the straight-walled phases the ranges of flow depths (and

therefore subsequently derived parameters such as aspect ratio, shear stress, and Froude

number) remained fairly limited (Figure 4.4), indicating that uniform flow approximations

(such as are inherent to the depth-slope product for shear stress) are likely justified.

4.3.2 F02: Variable-Width Channel

F02P01: Steady Flow, Steady Sediment Supply

Phase F02P01 began from a screed-flat bed and consisted of steady water discharge and

constant sediment supply, lasting 4155 minutes (69.3 hours). Bedload rates and water surface

slopes initially dropped steeply for the first several hours, although the bed slope remained

relatively unchanged (Figure 4.4). Forced bars and pools formed immediately during the

phase, with bars located at width expansions and pools located at narrow sections, and

remained through all three phases (Figure 4.7b). Relief between bar crest and pool trough

elevations quickly developed and slightly increased to an equilibrium value of 13 cm (Figure

4.9). Equilibrium slope relationships were reversed from the straight-walled first phase,

with bed slope consistently steeper than water surface slopes. The equilibrium bed slope

was approximately 0.0069 and the water surface slope approximately 0.0055. Flow depths

ranged from 5 cm to 22 cm with a mean of 12 cm. However, we should note that water

surface elevations were collected along straight longitudinal profiles within the center 44

cm of the channel width. Accordingly, the outermost parts of the channel in the width
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expansions remained unsampled, potentially skewing data in favor of the narrower sections.

Water surface elevations showed little lateral variability so water surface slopes are assumed

to be relatively unaffected, but flow depth estimates exclude those outermost wide section

areas. For this reason the median may be a more appropriate descriptor of the central

tendency. Equilibrium median flow depth for F02P01 was 10 cm, approximately the same as

for F01P01 (Figure 4.5b). Similarly, shear stress estimates ranged from 3 to 12 Pa, a range

six-fold that of F01P01, but the median shear stress estimate, 5.5 Pa, was essentially the

same (Figure 4.6b).

F02P02: Unsteady Flow, Steady Sediment Supply

Phase F02P02 lasted for 2280 minutes (38 hours) and saw very little overall changes

from F02P01 (Figure 4.4). Throughout the phase bar-pool relief remained consistent and

averaged around 13 cm (Figure 4.9). Equilibrium bed slope at the mean discharge was 0.007,

approximately the same as in F02P01, and varied slightly throughout the hydrograph. In

general rising limb bed slopes were shallower than falling limb bed slopes, but hysteresis was

not clear (Figure 4.8c). Water surface slopes were approximately the same as in F02P01

and varied with discharge with a weak clockwise hysteresis. Median flow depths for the
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mean discharge increased slightly from F02P01 with values around 11 cm and overall flow

depths varied slightly with discharge (Figure 4.5b). Similarly, estimated shear stresses were

approximately the same as in F01P01 with median shear stresses of 5.5 at the mean discharge

of the hydrograph and overall shear stress estimates varying with discharge (Figure 4.6b).

F02P03: Unsteady Flow, Increased Sediment Supply

Phase F02P03, where the sediment supply was double, lasted 2520 minutes (42 hours).

Mean bar-pool relief decreased from F02P02 by approximately 2 cm and ranges were halved

(Figure 4.9). Bed slopes increased slightly from 0.007 in F02P02 to 0.0075 (Figure 4.4).

Over the hydrograph there was very little variation in bed slope and there was no obvious

relationship with discharge (Figure 4.8d). Water surface slopes saw a greater increase from

0.0055 in F02P02 to 0.0065 at the mean discharge. Water slopes varied with discharge and

with very weak hysteresis (Figure 4.8d). Overall flow depths were slightly shallower than

in F02P02, but the median values were approximately the same (Figure 4.5b). Shear stress

estimates were slightly higher than in F02P02 with median values around 6.5 Pa at the mean

discharge and varying with the hydrograph (Figure 4.6b).

4.4 Discussion

4.4.1 Steady versus Unsteady Flow

Although the shape and duration of unsteady flow hydrographs have been observed to

have a minimal influence on overall reach-averaged morphological parameters (Humphries

et al., 2012; Wong and Parker , 2006), variable discharge has been shown to result in dif-

ferences in channel morphodynamics from equivalent steady flow conditions (Nouh, 1990;

Tubino, 1991). In the straight-walled phases of our experiments neither hydraulic nor sed-

iment transport parameters appeared to change much between the steady flow phase and

the mean discharge during the first unsteady flow phase. Likewise, there was no appreciable

difference in the general trend of grain sizes being transported (Figure 4.4). The migrating
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bedforms that developed during F01P01 persisted through the unsteady flow phases with-

out changes to bedform geometry, but their celerity under unsteady flow was approximately

half of that under steady flow conditions (Nelson and Morgan, in review). The presence

of bedforms and the fact that the entire distribution of grain sizes was mobile throughout

the hydrograph suggests that surficial armoring never occurred. Additionally, because there

were not prolonged periods of low flow between hydrographs there was likely little sediment

settling, imbrication, or infiltration that could contribute to a higher initial threshold con-

dition (Ferrer-Boix and Hassan, 2015). This lack of surface armoring may have contributed

to the general trend of clockwise hysteresis in bed surface slope (Figure 4.8) (Guney et al.,

2013). Sand-bed streams are often reported to experience a clockwise hysteresis in bedload

related to discharge over a hydrograph, while gravel-bed channels are often reported to expe-

rience a counterclockwise hysteresis, but such a relationship is not straightforward as there

are many more factors involved (Gunsolus and Binns , 2018). Comparisons with studies re-

porting bedload hysteresis are difficult here because we were unable to make direct bedload

measurements. For a constant-width channel water surface slope may be analogous to bed-

load, but the standard errors associated with our slope calculations negate any hysteretic

trend in the slope values themselves. However, a clockwise hysteresis in bed slope may indi-

cate a counterclockwise hysteresis in bedload. If we take QsDs ∝ S0Q, where Qs is bedload

and Ds is grain size (Lane, 1955), and assume Ds to be constant, for a given discharge only

Qs and S0 would vary. Therefore, for a given discharge a steepening of the channel would

correspond to a lower bedload rate, and vice versa. Therefore, our bed slope results for the

unsteady flow runs in F01 (Figure 4.8) may suggest a counterclockwise bedload hysteresis

in spite of the apparent absence of an armor layer.

Flow unsteadiness, a dimensionless parameter characterizing the magnitude and period

of the hydrograph, has sometimes been used in attempts to determine trends in hysteretical

relationships (Song and Graf , 1996; Waters and Curran, 2015). The unsteadiness is defined

as the ratio of the change in flow depth and the time duration of the hydrograph scaled by
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the inverse of shear velocity.

ΓHG =
1

u∗0

∆H

∆T
(4.2)

where u∗0 is the shear velocity at base flow, ∆H is the difference between flow depths at

maximum discharge and minimum discharge, and ∆T is the hydrograph duration. It is clear

from the above relation that higher differences in flow depth or shorter duration hydrographs

produce a higher degree of unsteadiness. Our flow unsteadiness (ΓHG ≈ 2 × 10−5) remains

relatively low compared to other unsteady flow experiments such as Song and Graf (1996)

(4− 12× 10−3) and Waters and Curran (2015) (0.4− 1.1× 10−3), which may partly account

for the weakness in hysteresis.

Numerical models and flume experiments with steady sediment supply and cycled hydro-

graphs in constant-width channels have shown that at equilibrium channel adjustment over

a hydrograph is confined to a limited reach immediately downstream from the feed bound-

ary (An et al., 2017a; Parker et al., 2007; Wong and Parker , 2006). Downstream of this

“hydrograph boundary layer” morphological parameters (e.g., bed elevation, surface sort-

ing) are invariant to the variability of flow over the hydrograph. Although our associated

depth-averaged modeling corroborate these studies (Chapter 3), our results here show no

indication of a hydrograph boundary layer. An et al. (2017a) found that for wider grain size

distributions, which can result in migrating sorting patches (bedload sheets), the concept of

a hydrograph boundary layer is no longer applicable. Although effects of unsteady flow are

diminished at greater distances downstream of the upstream boundary they are not negligi-

ble. In our experiments the grain size distribution was sorted too well for the development

of bedload sheets. However, the presence of migrating low amplitude bedforms (Nelson and

Morgan, in review) may create a nonlinear advection effect in bed material such as that

observed by An et al. (2017a).
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4.4.2 Effect of Increased Sediment Supply

For the straight-walled geometry of our experiments there was an obvious bed and water

surface slope adjustment following the increased sediment supply in F01P03 (Figure 4.4 and

4.8). Channels are often expected and have often been reported to respond in this way

(Blom et al., 2017; Lane, 1955). Interestingly although the slope increased and the channel

was able to convey the doubled sediment supply, indicated by the bedload rate exiting the

flume, there was no significant change to bedform dimensions or dynamics (Nelson and

Morgan, in review). There was a temporary increase in the sizes of grains exiting the flume,

accompanied by an initially greater water surface slope (Figure 4.4). There was no indication

that the distribution of grain sizes on the surface changed, although fining has been reported

following a sediment supply increase, which may partly explain the temporary increase in

exiting grain diameters. The increased bedslope resulted in slightly shallower flow depths

and steeper water surface slopes, contributing to higher estimated shear stress values.

Unlike the straight-walled geometry, the variable-width channel did not experience a

noticeable steepening with increased sediment supply (Figure 4.4 and 4.8). Although there

have been few studies exploring changing sediment supplies in variable-width channels, this

result is in contrast with them (Chapter 3; Nelson et al., 2015). Additionally, as in F01P03,

there was not any noticeable change in surficial sediment texture. Without a substantial

change in slope or grain size the question arises regarding the mechanism by which the

channel was able to reach a new equilibrium capable of transferring the increased sediment

load. We should also note that shear stress estimates for the variable-width channel are not

as reliable as for the straight-walled channel because reach-averaged uniform flow is not a

valid assumption. Therefore the modest increases in estimated shear stress from F02P02

to F02P03 shown in Figures 4.4 and 4.6 are likely underestimations. Another parameter

available to be adjusted to compensate for the increased sediment load is cross-sectional

geometry (e.g., width per Blom et al. (2017)). Because our width was fixed, changes in

cross-sectional geometry were made through changes in the lateral bed profile. The variation
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Figure 4.10: Standard deviation of elevations for each downstream cross-section for each of the
phases in F02.

in lateral elevation for given cross-sections decreased in F02P03 from the previous phases,

especially in sections where the width was decreasing (Figure 4.10). Furthermore, reductions

in bar-pool relief (Figure 4.9) are likely to be accompanied by reduced form drag (similar

to the reduction in roughness with reduced bedform steepness (van Rijn, 1984)). In the

case of potential eddies forming at the pool entrance (such as occur on the lee side of dunes

(Nelson and Smith, 1989)) the eddy region would also be reduced with a reduction in relief.

Mean bar-pool relief remained lower for the increased sediment supply phase for all steps

of the hydrograph (Figure 4.11). This decreased relief is also in contrast with other studies

(Chapter 3; Nelson et al., 2015) which suggest that bar-pool relief is invariant to sediment

supply. Nelson et al. (2015) hypothesized that unsteady flow was likely necessary to fill pools

under increased sediment supply; however, numerical modeling results from Chapter 3 show

relief varying over the hydrograph, such as in Figure 4.11, with mean relief largely invariant

to sediment supply. The discrepancies highlight the need for further exploration into the

controls on forced bar features under conditions of unsteady flow and sediment supply.
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4.4.3 Variable-width Gravel-bed Morphodynamics

Previous studies have explored morphodynamics in channels with sinusoidal width vari-

ations (Bittner , 1994; Jang , 2014; Repetto et al., 2002; Tsujimoto, 1987; Wu and Yeh, 2005;

Wu et al., 2011), however, few explicitly compare with a comparable constant-width channel

(but see Chapter 3). Relative to a channel with a constant downstream width, Chapter 3

showed that bed slopes vary in channels with variable width depending on the wavelength

and amplitude of width variations. More dramatic width changes (i.e., higher amplitudes and

shorter wavelengths) result in steeper reach-averaged channel gradients. For width variations

having the same amplitude and wavelength as we used in the flume, Chapter 3 also showed

a mean bed slope greater than in an equivalent constant-width channel. Although, for other

variable-width geometries Chapter 3 showed bed slopes shallower than for a constant-width

channel.

Downstream variations in channel width in the field are often associated with the devel-

opment of riffles and pools co-located with those width transitions. Our results corroborate

field studies that have noted the infilling of pools following increased sediment loading (Brew

et al., 2015; Madej , 2001). It is often reported that increased sediment supply serves to

homogenize the downstream elevation profile (Andrews , 1982; Kappesser , 2002; Lisle, 1982;

Lisle and Hilton, 1992). The reduced bar-pool relief between F02P02 and F02P03 shows

a similar trend (Figure 4.9), even when substantial forcing elements (e.g., rigid width con-

strictions) are present. The tendency of relief to trend with the hydrograph (Figure 4.11)

is also consistent with field studies related to riffle-pool maintenance mechanisms. Early

on researchers noted that higher flows were important for maintenance of these features

(Gilbert , 1914; Leopold et al., 1964), and our results also show that relief is enhanced at

higher discharges. In natural coarse-bed channels, very little bedload is transported during

baseflow conditions and what deposition does occur is often in pools. Our results highlight

the ability of higher discharges to maintain riffle-pool features in variable-width channels.
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4.5 Conclusions

We performed a series of experiments in a straight, sediment-feed flume with a sand-

gravel sediment mixture. The first experiments involved a constant-width channel and three

phases were performed. 1) Steady discharge, constant sediment supply; 2) stepped hydro-

graphs, constant sediment supply; and 3) stepped hydrographs, doubled sediment supply.

The same phases were then performed in a variable-width channel whose mean width was

the same as the constant width channel. The primary conclusions of our investigation may

be summarized:

1. Similar to constant-width channels, mean flow parameters for variable-width channels

vary little between unsteady flow and a comparable steady discharge.

2. Variable-width channels under unsteady flow respond to sediment supply increases

through reduction in topographic relief between bars and pools and homogenization of

cross-stream elevations, rather than an overall adjustment to bed slope.

3. Fluctuations in bar-pool relief over the course of a hydrograph corroborate theories

related to riffle-pool maintenance which suggests that maintenance occurs at higher

discharges.

Discrepancies between our results presented here and those from related numerical modeling

(Chapter 3) emphasize the importance for further investigation into the relationship between

channel response to increased sediment supply and width variability.
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Chapter 5

Hydro-geomorphology of the middle Elwha

River, Washington, following dam removal

5.1 Introduction

How fluvial systems respond and adjust to disturbances, both natural and anthropogenic,

is a primary concern of river managers, stream restoration specialists, and stakeholders with

special interest in specific streams or stream networks. Projects with the intent of restoring or

rehabilitating river systems often incorporate goals associated with the physical, chemical,

and/or biological integrity of the system to at least some semblance of “natural” or pre-

anthropogenic conditions (Bernhardt et al., 2005). A common goal in rehabilitation projects

is the rejuvenation, creation, or maintenance of habitat for certain in-stream species. A

common disturbance that managers and professionals must plan for is an altered sedimento-

logical regime. The ability to understand and predict how stream channels adjust to these

changing conditions, especially in the context of mesoscale geomorphic features that provide

habitat, is an important component of planning.

River systems can be subjected to dramatically altered sedimentological regimes through

a number of avenues. Natural processes like landslides (Benda and Dunne, 1997; Schuerch

et al., 2006; Sutherland et al., 2002), meander cutoffs (Zinger et al., 2011), and bank/bluff

erosion (Gran and Czuba, 2017) can contribute to increased sediment supply. Human activi-

ties such as urbanization (Chin and Gregory , 2001; Wolman and Schick , 1967), deforestation

(Derose et al., 1993), and road construction (Luce and Black , 1999) often also have the ef-

fect of increasing the sediment delivered to river channels. Warming global temperatures

associated with climate change are generally accepted to be accompanied by an increase

in the frequency and magnitude of large landscape-scale disturbances like wildfires (West-
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erling et al., 2006) and floods (Knox , 2000) which are also potential sources of escalated

sediment supplies. Restoration activities themselves often include increased sediment loads

(e.g., gravel augmentation). In recent decades the restoration practice of dam removal has

become increasingly common (Bellmore et al., 2017; Foley et al., 2017), and is a potential

source for extremely large volumes of sediment in many systems.

The potential for dramatic changes to sediment inputs have led researchers to explore var-

ious aspects of channel response to pulsed, punctuated, and continuous increases in sediment

supply. Sediment supply has been shown to be a controlling factor in a number of morpho-

logical stream features such as bed armoring (Dietrich et al., 1989; Venditti et al., 2010b),

grain size patches (Nelson et al., 2009) and sorting patterns (Lisle et al., 1993; Venditti et al.,

2012), and bedforms (Kleinhans et al., 2002; Venditti et al., 2017). Specifically, researchers

have used field expeditions, remote sensing, physical experimentation, and numerical mod-

eling to explore the effect of sediment supply changes due to meander cutoffs (Zinger et al.,

2011), landslides/debris flows (Brummer and Montgomery , 2006; Hoffman and Gabet , 2007;

Nelson and Dubé, 2016; Sutherland et al., 2002), flood events (Lisle, 1982; Madej , 1999),

sediment augmentation (Humphries et al., 2012; Juez et al., 2016; Nelson et al., 2015; Sklar

et al., 2009), mining operations (Ferguson et al., 2015; Pickup et al., 1983), reservoir sediment

releases (Rathburn and Wohl , 2003, 2001; Wohl and Cenderelli , 2000), and general supply

increases (Jackson and Beschta, 1984; Lisle et al., 1997, 2000; Madej , 2001; Maturana et al.,

2014; Podolak and Wilcock , 2013). Additionally, with the growing frequency of dam removal

projects, studies related to subsequent geomorphic effects have been plentiful (Collins et al.,

2017; Cui et al., 2014; Ibisate et al., 2016; Pace et al., 2017b; Pearson et al., 2011; Pizzuto,

2002; Zunka et al., 2015).

Given the wide array of possible factors that can bring about an increase in sediment

supply, the response of mesoscale geomorphic units (e.g., riffles and pools) to such changes

has often been the topic of previous research. These studies have repeatedly shown increased

sediment supplies resulting in pool-filling, homogenization of the bed topography, and bed
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surface fining (Lisle, 1982; Madej , 1999; Madej and Ozaki , 1996; Schmidt , 1990; Wohl and

Cenderelli , 2000). However, these studies have been largely one-dimensional and increased

sediment supply rates were often modulated by extreme hydrological events. Additionally,

the increase to sediment supply in these studies were often temporary in nature rather than

sustained. How a natural channel with riffle-pool morphology may respond to a sustained

elevated sediment supply level that is not coincident with increased discharge is not well

understood.

The removal of Glines Canyon Dam on the Elwha River in Washington State, as a part

of major restoration efforts that have been taking place there for the last several years, offers

a unique opportunity to study the effect of dramatically increased sediment supply rates on

a natural system. Of particular interest is how downstream reaches, which are important

spawning habitat for salmonids, respond to the increased sediment loading. Because Glines

Canyon Dam was operated as a run-of-the-river facility, the increased sediment supply to

downstream reaches is disconnected from any major changes to hydrology. In this paper we

explore how a gravel-bed river with riffle-pool morphology responds to an increased sediment

supply that is not accompanied by changes to or extreme events related to hydrology. We

seek to understand how sediment supply increases and resultant geomorphic changes adjust

capacity for channel changes and how riffle-pool maintenance is potentially connected to

sediment supply. We use repeat topographic surveys to characterize geomorphic changes,

historic aerial imagery to quantify planform channel changes, and hydrodynamic modeling

to estimate flow characteristics following dam removal.

5.2 Methods

5.2.1 Study site

The Elwha River is situated on the northern part of the Olympic Peninsula in Washington

State, USA (Figure 5.1, bottom right inset). The river has its headwaters in the Olympic

Mountains and flows northward approximately 70 km to its mouth at the Strait of Juan
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de Fuca. Historically, two dams have impeded sediment continuity along the Elwha River.

Elwha Dam, completed in 1913, was located at river kilometer 7.4 and stood 33 m high.

Glines Canyon Dam, completed in 1927, was located at river kilometer 21.6 and stood 64 m

high. Between 2011 and 2014 the Elwha River was the site of the largest dam removal, in

terms of dam height and volume of impounded sediment, in history. Removal of both dams

began in September 2011. By March 2012 the lower Elwha Dam was completely removed.

On 14 October 2012 bedload began being transported over then-partially removed Glines

Canyon Dam and by September 2014 the dam had been completely removed (see Warrick

et al. (2015) for more details on the dam removal procedure). Lake Mills, the reservoir

impounded by the upper Glines Canyon Dam, was estimated to have stored 21.6±3.0×106

m3 of sediment prior to dam removal (Draut and Ritchie, 2015).

Hydrology for the Elwha River is characterized by a bimodal distribution of flows over

the hydrologic year. Flashy, higher peak flows occur with late fall and winter rain storms

while sustained high flows due to snowmelt occur from late spring to mid-summer (Figure

5.2b). The USGS stream gage at McDonald Bridge (1204550) provides continuous discharge

measurements of the middle Elwha River (Figure 5.1). Discharge return periods, computed

with the Weibull plotting position method, generally follow a power-law function in semi-log

space (Figure 5.2a). While not equal, the recurrence intervals in Figure 5.2a are in very

close agreement with the results of Mastin et al. (2016). They also note that because Glines

Canyon Dam was operated as run-of-the-river, dam operations had a negligible effect on peak

flow values and so the entire period of record is usable. Furthermore, Mastin et al. (2016)

report no trend in the magnitude of annual peak flows for the Elwha River through water

year 2014. Throughout the period of dam removal (September 2011 to September 2014) the

Elwha River experienced a relatively muted hydrologic regime, with neither mean daily flow

nor instantaneous peak flow ever exceeding the two-year recurrence interval discharge (Q2

= 411 m3/s; Figure 5.2c).
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Figure 5.1: Location of the Elwha River on the Olympic Pensinsula and the location of the study
site on the middle Elwha River, just within Olympic National Park.
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Figure 5.2: (a) Annual peak discharge versus return interval for the middle Elwha River from
1897 to 2016. (b) Annual trends in mean daily discharge between 1920 and 2017 for the middle
Elwha River. The black line represents the mean for each day of the calendar year. The upper
and lower limits represent the maximum mean daily discharge and the 5th percentile, respectively.
(c) Mean daily discharge in the middle Elwha River between 1980 and 2017. The gray shaded box
indicates the duration of removal for Glines Canyon Dam. The vertical lines indicate the dates of
surveys reported in this paper. Flowrate data for each plot were collected at USGS gage 12045500
on the Elwha River at McDonald Bridge (available at http://waterdata.usgs.gov).
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Our study reach is located on the middle Elwha River, between the two former dam sites.

The reach is approximately 15 km upstream from the river mouth and 5 km downstream

from the former Glines Canyon Dam site (Figure 5.1). The site is also approximately 1.5

km upstream from the McDonald Bridge USGS streamgage location. The study reach is

approximately 900 m in length and is mostly located just within the Olympic National Park

boundary (Figure 5.3). The reach is relatively straight (sinuosity of 1.06) with a slope of

0.007 and is composed of three riffle-pool sequences which are co-located with, and apparently

forced by, variations in bankfull channel width (Brew et al., 2015; Morgan and Nelson, 2016;

Nelson et al., 2015). The reach is coincident with two cross-sections surveyed in 1994 for the

Environmental Impact Statement (Department of the Interior , 1995a) and seventeen cross-

sections collected in 2011 as a part of the pre-removal terrain (Jennifer Bountry, USBR,

personal communication). Located within the study area are also two locations of pebble

counts collected in 1994 (Department of the Interior , 1996), whose locations are shown within

the area of interest in Figure 5.3.

The reach immediately downstream from, and partially coincident with, our study site

was studied by Free (2015) from September 2012 (before bedload began passing Glines

Canyon Dam) to August 2014 (nearly coincident with our first survey date in September

2014). From 2012-2013 the area experienced net aggradation in the form of bar building and

the filling of interstitial space between larger clasts by sands and silts, but no migration or

planform changes were noted. From 2013-2014 the area underwent net degradation accompa-

nied by a large influx of large wood within the bankfull channel. Throughout the 2012-2014

study period of Free (2015), surficial D84 diameters substantially fined from boulders to

fine gravel and coarsened again to cobbles. Because of the dampened annual hydrological

maxima from 2011-2014 the true effects of dam removal are difficult to evaluate during this

period.
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Figure 5.3: Study area reach on the middle Elwha River, showing the extent of the area of interest
and the locations of other data of interest. Flow is from bottom to top.
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5.2.2 Ground surveys

Three ground surveys were conducted for the study reach in consecutive years from 2014

to 2016. The first survey was conducted from 17 – 20 September 2014, the second from

29 May – 2 June 2015, and the third from 10 – 13 August 2016. Throughout this paper

these surveys are referred to as 201409, 201506, and 201608, respectively (in general, data

presented in this chapter are labeled by the date when they were collected as yyyy, yyyymm,

or yyyymmdd). Bathymetry and topography were measured using RTK-GNSS technology.

Channel banks and shallower, slower-moving in-channel areas were surveyed using a rod-

mounted Topcon GR-5 receiver coupled with a Topcon Tesla controller. The study reach

was delineated into approximately 100 cross-sections, spaced 8–10 meters apart as shown in

Figure 5.4 (Morgan and Nelson, 2016). Lateral point spacing in a single cross-section was

generally < 1 m. Deeper, swifter in-channel areas were surveyed by coupling the Topcon

equipment with a Seafloor Systems Inc. Sonarmite (Hydrolite TM) single-beam echosounder

mounted on an inflatable kayak. Survey data were manually filtered to remove points with

obviously erroneous elevation values. Data points collected in places not coincident with

the ground surface (e.g. large wood) were also removed for the purpose of digital elevation

model creation.

Due to dense vegetation on the floodplain, the RTK-GNSS receivers did not have ade-

quate reception to extend our surveys far beyond the top of the channel banks. To create a

continuous elevation surface of the valley bottom we combined our survey points with aerial

lidar data collected in close temporal proximity to our survey dates. The 201409 survey was

combined with lidar flown in October 20121. The 201506 and 201608 surveys were combined

with lidar datasets flown in February 2015 and March 2016, respectively (both unpublished).

The average point densities for the three lidar datasets were 1.67, 1.39, and 2.45 points per

m2, respectively. In each case the lidar point clouds were clipped to remove in-channel areas

included in the ground survey. The survey point clouds were then combined with the lidar

1downloadable from http://nationalmap.gov
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Figure 5.4: Map of the area of interest, showing the general surveying methodology. Example
from the 201506 survey. Flow is from bottom to top.
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point clouds and interpolated into rasters (1 m × 1 m, using the natural neighbor algorithm)

to produce three continuous surface digital elevation models (DEMs) corresponding to the

three survey dates. The DEMs were finally clipped to include only the area of interest.

During each ground survey period data were also collected related to surficial sedimen-

tology in the study reach. The 201409 survey included 19 images collected with a Canon

EOS Rebel T3i camera (18.0 Megapixel) equipped with a EF-S 18-55mm f/3.5-5.6 IS Type

II lens. Imagery was acquired by setting the lens focal length to 18mm, holding the camera

at a height of approximately 2 m above the ground, and orienting the sensor approximately

orthogonal to the ground surface. A gravelometer with square openings in 1⁄2-ψ units (sensu

Parker and Andrews , 1985) from 2 mm to 128 mm (1 ≤ ψ ≤ 7) was included in the frame

of each image for the purpose of determining the image resolution in mm/pixel. Because of

time constraints and a limited number of surveyors, no explicit field measurements of grain

sizes were collected during the 201409 survey. The 201506 survey included 56 images col-

lected with a Canon EOS Rebel XSi camera equipped with a EF-S 10-22mm f/3.5-4.5 USM

lens. Imagery was acquired in the same fashion as during the 201409 survey and two field

Wolman-style pebble counts (Wolman, 1954) were also conducted. During the 201608 survey

˜2500 images were collected with a Canon EOS Rebel T3i equipped with a EF-S 18-55mm

f/3.5-5.6 IS Type II mounted to a hand-held painting pole. Images were acquired by holding

the pole above the head and pointing the sensor at an oblique angle to the ground surface.

The images were grouped into 10 different areas and processed using Agisoft Photoscan

(Agisoft , 2016) to produce ortho-rectified images of the ten areas.

Each image from all three surveys was subject to a manual “digital pebble count”. The

201409 and 201506 images were each processed as a single sample, while each of the ten

orthophotos from 201608 was separated into two or three smaller images, depending on the

size of the area (resulting in 110 total grain size distributions spanning the three surveys).

Equidistant grids, having approximately 100 nodes each, were superimposed over the images.

At each node the diameter of the grain in the underlying image was measured at the medial
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(or intermediate) axis. We make the assumption that the shortest axis is perpendicular

to the camera and thus only the long and intermediate axes are visible. This diameter,

measured in pixels, is multiplied by the image resolution to obtain grain diameters in mm.

Rather than calculating distribution statistics on the measured diameters directly the lengths

were separated into 1⁄2-ψ bins, similar to how they would be in a field sampling method

(e.g., pebble counts), in order to smooth any errors in pixel measurements that may have

occurred. Following the “voidless cube” model of Kellerhals and Bray (1971) we consider

the distributions obtained by our pebble counts to be interchangeable with distributions

obtained by standard mass sieving procedures (all while noting the limitations discussed by

Bunte and Abt (2001)).

5.2.3 Measuring geomorphic changes

Changes in the geomorphology of our study reach were evaluated using two different

methods. First, the cross-section data collected in 1994 and 2011 provide an opportunity

to compare discrete cut lines through the DEMs created with our datasets to pre-removal

topography. With only two cross-sections from the 1994 dataset coincident with our study

reach, it is difficult to draw any definitive patterns from these comparisons. The difficul-

ties are exacerbated by the fact that the two cross-sections are relatively close together;

however, these cross-sections nevertheless represent informative observations of channel con-

ditions two decades before dam removal. With seventeen cross-sections from the 2011 dataset

falling within our study reach the comparison of these data with our own provides a more

complete picture of the differences between pre-removal and post-removal topography. These

cross-sections are also well-spaced throughout the study reach and therefore provide a more

thorough picture (in space and time) of the net character of geomorphic changes following

dam removal.

Our detailed DEMs corresponding to each survey date and encompassing the entire valley

bottom provide a method to compare topographic differences that are more spatially contin-
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uous. Error analysis and DEM differencing was carried out using the Geomorphic Change

Detection tool2(Wheaton et al., 2010a,b). The tool allows for systematic propagation of ele-

vation errors from the original input RTK-GNSS and lidar point clouds and the rasterization

process through to the elevation rasters. The tool uses a fuzzy inference system (FIS) to

incorporate user-defined errors and uncertainties associated with different parameters. For

input into the FIS we used point quality, point density, and slope. The RTK-GNSS equip-

ment provides estimates of vertical accuracy for each data point. These data, along with a

blanket vertical accuracy of 20 cm for each lidar data point (a conservative value based on

the 2012 lidar’s reported value of 15 cm, (Woolpert, Inc., 2013)), were used to create the

point quality raster. The point density raster was calculated as the points per each 1 m ×

1 m raster cell. Slope rasters were generated from the DEM rasters. These input parame-

ters are fed through the FIS to create an output raster of uncertainty associated with each

survey’s DEM raster.

When differencing the DEMs to compute elevation changes between survey dates the

uncertainty rasters are incorporated into a new uncertainty raster associated with the DEM

of difference (DoD). If a DoD raster cell shows a magnitude difference that is exceeded by

the uncertainty of that raster cell the DoD cell value can be discarded, thereby creating a

“thresholded” DoD. Using the thresholded DoD, we computed spatial patterns of measurable

erosion/deposition and the magnitudes of each. We also calculated estimates of the total

area and volumetric changes between survey dates, including uncertainty.

5.2.4 Aerial imagery surveys

We place the topographic changes we measure during 2014–2016 in the context of histor-

ical channel conditions by making use of historical aerial imagery of our study reach. Images

dating back to 24 July 1939 allow us to determine whether general characteristics of plan-

form evolution we quantify for our study reach are longer term tendencies or are trends that

2downloadable from http://gcd.joewheaton.org/
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appear following dam removal. Specifically, we are interested in determining how channel

planform parameters such as migration rates, bankfull channel widths, and channel sinuosity

have been changing long-term, under the influence of Glines Canyon Dam, and short-term,

since dam removal.

Imagery was downloaded from USGS EarthExplorer and Google Earth from 12 dates

between 1939 and 2016, with higher temporal resolution after 2006 (Figure 5.5). In each

image “active channel” boundaries were manually delimited and defined as the unvegetated

width, and analogous to bankfull channel width (Brew et al., 2015). It is assumed that the

lack of vegetation indicates frequent recent flows that would inundate the area (Draut et al.,

2011). From these essentially longitudinal banklines, the channel centerline was also defined

as the midpoint between the active channel banks. Lateral channel migration was calculated

as the area between consecutive centerlines divided by the mean length of the two centerlines,

similar to Gillespie and Giardino (1996) and Konrad et al. (2011). From this length an

average rate of migration was determined by dividing by the time between the two centerline

images. Active channel widths were measured perpendicular to the channel centerline at 2

m longitudinal spacings. Channel sinuosity was calculated by dividing the length along the

channel centerline by the straight-line distance between the centerline endpoints.

5.2.5 Hydrodynamic modeling

Detailed measurements of hydrodynamic variables are difficult and time-consuming to

measure, and for higher discharges can be potentially very dangerous to collect. Therefore,

we used a hydraulic model to characterize flow depth, velocity, and shear stress as the channel

underwent geomorphic changes post dam removal. In this study we use the Nays2DH solver

distributed freely as a part of the International River Interface Cooperative (iRIC, www.i-

ric.org, Nelson et al., 2016). Nays2DH approximates the two-dimensional, depth-averaged,

shallow water equations for the horizontal flow field. Although fully three-dimensional mod-

els can potentially better capture the horizontal and vertical convergence and divergence
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Figure 5.5: Aerial photographs used to delineate active channel margins and centerlines. Flow is
from bottom to top.
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of flow associated with riffles and pools, the degree of detail in the topographic data re-

quired as input, the detail of hydrodynamic data required for calibration, and the increased

computational time made two-dimensional modeling the preferred choice.

Although Nays2DH has the ability to simulate flow on a general, non-orthogonal coor-

dinate system, we discretized our domain into a rectangular grid with both a lateral and

longitudinal spacing of 1 m (equivalent to the DEM raster grids). Elevations for the grid

nodes were taken from the DEM grid which was calculated using only ground surface data

points (e.g., no large wood or vegetation were rasterized or parameterized). The compu-

tational domain was extended beyond our area of interest in the upstream direction, but

only results were considered for the grid cells located within the interest area. Nays2DH

uses Manning’s n for roughness closure, and this parameter was calibrated using each survey

dataset. In Nays2DH the drag coefficient is calculated using both Manning’s n and flow

depth, such that the drag decreases with increasing depth; therefore, a single n value may

be used for multiple discharges and flow depths. Calibration for Manning’s n was performed

by running models using each survey geometry with the discharge at the time of the survey

and n values ranging from 0.01 to 0.09 in increments of 0.01. Results from the models were

compared to measured “edge of water” locations from topographic surveying. The model

corresponding to the lowest mean horizontal distance between the measured and calculated

“edge of water” was considered to be the best Manning’s n value. Although floodplain

roughness often differs greatly from within-bankfull roughness, especially in the presence of

thick vegetation, without data necessary to parameterize such a difference we imposed a

single Manning’s n for the entire spatial domain.

Ranges of discharges have been shown to be important for a number of geomorpholog-

ical and sedimentological processes associated with channel morphodynamics. This is also

the case for the maintenance of riffles and pools, for which one of the leading hypotheses,

“velocity-reversal”, is based on variable flows (Keller , 1971b). Our hydrodynamic modeling

procedure included simulating flows ranging from a base flowrate (Qlow = 8 m3/s) to the
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100-year recurrence interval discharge (Q100 = 1121 m3/s). Additionally, the mean annual

discharge (Qavg = 44 m3/s) was modeled. The discharges modeled, and their corresponding

recurrence-intervals, are shown in Figure 5.2a. The range of discharges for a single geometry

can be compared with one another to examine how the spatial distribution of hydrodynamic

variables change over discharge, or a single discharge for each of the survey geometries can

be compared with one another to explore how the spatial distribution of hydrodynamic pa-

rameters have changed over time as the channel has changed. Additionally, flow parameters

(e.g., flow depth and velocity) can be used to aid in the delineation of riffles and pools or

other geomorphologic units within the main channel.

5.2.6 Riffle-pool delineation

To characterize changing hydrogeomorphology related to riffles and pools it is neces-

sary to spatially delimit these features. Numerous methods exist for riffle-pool delineation

and many studies simply fail to report the methodology and criteria used to define their

boundaries. In an attempt to alleviate the inherent subjectivity and unrepeatability of field

mapping (Poole et al., 1997; Radinger et al., 2017; Roper and Scarnecchia, 1995), we de-

lineated geomorphic features using fuzzy c-means (FCM) classification, a method common

to pattern recognition and automatic typological analysis (Legleiter and Goodchild , 2005;

Tamminga, 2016; Wallis et al., 2012). FCM uses fuzzy logic (data points can have partial

membership in multiple clusters) to group similar data points into “soft” clusters, having

indefinite boundaries (Bezdek , 1981). More information related to the FCM algorithm is

included in Appendix A.

Variables used as input for the FCM algorithm were model-predicted flow depth and

shear stress. To ensure consistent depth and shear stress characteristics for each delineated

geomorphic unit over time, we combined the variables from each survey dataset to create a

single set of input variables (Wallis et al., 2012) prior to the FCM classification. Performing

the FCM algorithm on each survey separately would result in three different and distinct
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fuzzy c-partitions which would be difficult to compare as the clusters from each survey

would not necessarily be characterized by the same values (i.e., pools delineated from the

201409 survey would likely have different hydrodynamic characteristics than pools defined

from the 201608 survey). Furthermore, hydrodynamic variables are highly dependent on

discharge and so there is a need to determine which discharge to use. Other riffle-pool

studies use data collected or calculated for low or baseflow conditions because these are

the conditions generally used to describe riffles and pools (e.g., Wyrick and Pasternack ,

2014). For rivers influenced by upstream impoundments such a specification may be easier

as baseflows are often consistent, being controlled by dam operations. For our purposes we

used hydrodynamic data modeled for 44 m3/s, the mean annual flow measured between 1920

and 2017. This discharge is less than half the one-year flow (Q1 = 105 m3/s) and is therefore

assumed to be well below bankfull discharge and characteristic of low/base flow conditions.

Further input requirements for FCM include a specified number of clusters and a fuzzy

weighting exponent. The weighting exponent controls the degree of fuzziness with greater

exponents creating a fuzzier partition. The number of clusters and weighting exponent can

be optimized using cluster validity techniques whose objective is to maximize the similarity

within a cluster while minimizing the similarity between different clusters (Bezdek , 1981;

Gath and Geva, 1989). Here, we used the separationcompactness indices introduced by

Zahid et al. (1999) and Xie and Beni (1991) which produced optimized values for the number

of clusters and the fuzzy weighting exponent of 5 and 1.9, respectively. More information

related to cluster verification is included in Appendix A. Fuzzy membership information can

be “defuzzified” using a number of different methods. One method is to simply assign a data

point full membership into the cluster for which it has the highest degree of membership.

Another method is to use an α-cut, where a threshold, α, is specified and a data point is

assigned full membership in a cluster only if its degree of membership is greater than α. In

this method some points, whose maximum degree of membership for any cluster does not

exceed α, will not be assigned to a cluster. We used the α-cut method with a value of α
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= 0.5, indicating that a datapoint would need at least half-membership in a cluster to be

considered part of that cluster. Clearly, fewer data points would be associated with any

specific cluster with higher values of α.

Because none of the input variables for the FCM algorithm include spatial information

the output does not reflect the spatial distribution of the cluster or any points membership

therein (Nelson et al., 2014). However, these data points, and their associated membership in

any cluster, can be viewed in their geographical locations to show the spatial arrangement of

the clusters in geographical space. Using the original FCM output membership values we can

create maps of cluster arrangement with “fuzzy” boundaries, or using the “defuzzification”

technique described above we can delineate clusters, with each having a crisp boundary.

5.3 Results

5.3.1 Ground surveys

Between the 201409 survey and the 201506 survey the maximum instantaneous flow

measured at the USGS McDonald Bridge gaging station was 447 m3/s (10 December 2014,

19:15:00), with approximately 6 hours of total time spent above the 2-year flow (411 m3/s)

and approximately 20 days of total time above the 1-year flow (105 m3/s). The 2-year

flow was exceeded by two different events (on 9 – 10 December 2014 and 6 February 2015).

Between the 201506 and 201608 surveys the maximum instantaneous flow was 881 m3/s

(17 November 2015, 15:15:00), with approximately 4 hours of total time spent above the

10-year flow, 2 days of total time spent above the 2-year flow, and 31 days of total time

spent above the one-year flow. During this time period four events had peak instantaneous

discharges that exceeded the 2-year event, and only one that exceeded the 10-year event (on

17 November 2015).

Comparisons of field pebble counts and digital photo pebble counts of the same areas are

shown in Figure 5.6. In general the 201608 survey shows good agreement between field and

photo pebble counts. The photo pebble counts for 201506 are consistently finer than the field
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pebble counts. This can be attributed, at least in part, to a number of potential factors.

First, field and photo pebble counts were performed by different operators and consider-

able variability has been shown among different surveyors sampling the same site (Daniels

and McCusker , 2010; Marcus et al., 1995). Olsen et al. (2005) estimate that for grain size

data sampled by different observers changes less than 15% are not detectable. Furthermore,

even experienced field surveyors are prone to operator bias toward sampling larger grains

(Bunte and Abt , 2001). Other researchers have also found that image-based methods un-

derestimate grain-sizes relative to field-based methods (Strom et al., 2010; Whitman et al.,

2003). Additionally, photo-sieving methods necessarily assume that the intermediate axis

of each sampled grain is measurable from the image. However, the medial axis may not be

completely visible or adequately measurable due to partial grain burial or occlusion as well

as particle angle orientation. Although “correction” techniques for photographic grain size

analyses have been suggested (Adams , 1979; Kellerhals and Bray , 1971), we have elected to

proceed with the original results from the photo-sieving technique.

There is a great deal of variability in the magnitude and spread of grain size distributions

within each survey depending on the location of the sample image. There is no clear longi-

tudinal trend in distributions, although images sampled farther away from the main channel

show an increased proportion of finer grains. Figure 5.7 summarizes all grain size distribu-

tions calculated for each survey date. D84 (grain diameter for which 84% is finer) values

from 201409 agree well with those reported by Free (2015) the previous month. There is a

clear and dramatic fining from pre-removal distributions measured in 1994 with median grain

diameter (D50) values roughly 2–4 ψ-classes finer in our photo-sieved samples. Our sampled

grain size distributions show overall fining from 201409 to 201506, followed by coarsening in

201608.

123



0

0.2

0.4

0.6

0.8

1

F
ra

ct
io

n 
fin

er

201506
pebble count 1

201506
pebble count 2

2 4 8 16 32 64 12
8

25
6

0

0.2

0.4

0.6

0.8

1

F
ra

ct
io

n 
fin

er

201608
pebble count 1

2 4 8 16 32 64 12
8

25
6

Grain diameter, D (mm)

201608
pebble count 2

2 4 8 16 32 64 12
8

25
6

201608
pebble count 3

field
photo

Figure 5.6: Field and photo derived pebble count grain size distributions.
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survey results. Location of cross-sections are shown in Figure 5.3.

5.3.2 Geomorphic changes

Cross-section comparisons between our survey data and the 1994 survey are shown in

Figure 5.8. The lower cross section (XS-1994-1) shows relatively little change between 1994

and 2014. The 201506 and 201608 surveys show scour occurring at the foot of the outside

bank. The bank shows slight lateral erosion, which reverses between 201506 and 201608 with

National Park efforts to armor the bank to provide protection for the Madison Creek Falls

parking lot. The upper cross section (XS-1994-2) shows slight retreat of the right bank from

1994-2015 and bar growth opposite the cut bank during the same period. The 201608 survey

shows channel-wide bed aggradation and widening on the left bank at this cross-section.

Cross-section data from 2011 are compared with our survey data in Figure 5.9. The cross-

section comparisons show general channel widening and lateral migration from pre-removal
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Figure 5.9: Cross section comparisons between 2011 pre-removal data and our survey results.
Location of cross-sections are shown in Figure 5.3.

conditions. In some cross-sections bar building and outside bend erosion have occurred

concurrently, resulting in relatively little change in channel width (e.g., XS-2011-5,9,14).

For other cross-sections in-channel deposition has occurred and both banks have eroded,

resulting in a wider, shallower channel (e.g., XS-2011-10,11,17). The cross-sections generally

show deposition occurring in the channel bed, often on point bars, with erosion predominately

in the form of bank migration.

Results from the Geomorphic Change Detection are summarized in Table 5.1 and Figures

5.10 and 5.11. The thresholded DoD maps (Figure 5.10a and b) show more areas of signif-

icant deposition than of significant erosion for both survey periods. The thresholded areas

of erosion for the two time spans are approximately equivalent while the area of deposition

for the second period is roughly 25% larger than for the first period (Figure 5.11). Thresh-
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olded volumes of both erosion and deposition for the second two surveys are approximately

double that for the first two surveys and the uncertainty values between the two periods are

roughly equivalent. Thresholded net volume changes show net erosion in the first period and

deposition in the second, although the uncertainty in both cases far exceeds the thresholded

value.

Table 5.1: Geomorphic Change Detection results.

201506 - 201409 201608 - 201506
Raw Thresholded Raw Thresholded

Total area of erosion (m2) 299,645 23,589 202,080 23,761
Total area of deposition (m2) 164,910 32,487 262,464 40,665
Total volume of erosion (m3) 48,853 18,021 ± 7,449 43,392 30,381 ± 7,002

Total volume of deposition (m3) 30,348 16,058 ± 9,743 51,680 33,301 ± 11,537
Total volume of difference (m3) 79,201 34,079 ± 17,192 95,072 63,682 ± 18,539

Total net volume difference (m3) -18,505 -1,964 ± 12,264 8,289 2,920 ± 13,496
Percent erosion 62 53 46 48

Percent deposition 38 47 54 52

Spatial distributions of thresholded erosion and deposition (Figure 5.10) corroborate

the cross-section comparison results. Between the 201409 and 201506 surveys the channel

experienced deposition mostly on bars on the inside of the slight bends in planform and

erosion was focused on the banks on the outside of those bends. These changes result in

channel migration and slightly increased channel sinuosity. Relatively little channel widening

occurred between these surveys as bank retreat was offset by bar building. Between the

201506 and 201608 surveys the channel experienced more widespread aggradation within the

bankfull channel, including both the bed and bars. Erosional areas are again concentrated

at the outside banks of the slight curves in the planform. During this second period the

channel experienced migration, widening, and slightly increased sinuosity.
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Figure 5.10: (a) and (b) Thresholded difference maps, using geomorphic change detection, cover-
ing the spans between the three survey dates. Flow if from bottom to top. (c) Area and (d) volume
histograms for the first survey period, showing both raw (gray) and thresholded (colors) values,
binned by elevation change. (e) Area and (f) volume histograms for the second survey period,
showing both raw (gray) and thresholded (colors) values, binned by elevation change.
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5.3.3 Aerial imagery surveys

Results from the planform analyses of historic aerial images as well as discharge data over

the same time periods are shown in Figure 5.12. Movement of the active channel centerline,

delineated from historical aerial images, is shown in Figure 5.13. Historical channel migration

rates up to the mid-2000s remained around 0.2-0.4 m/yr. Following the 20060625 image the

average migration rate increased to nearly 2 m/yr until 2009 and then decreases to 1 m/yr

around the time of dam removal. From 2011 to 2013 the average channel migration rate fell

to 0.8 m/yr before increasing again between 2013 and 2014. The rate continued to increase

until the final aerial image on 20160728, with a rate of 1.3 m/yr from 2013 to 2014, 2.8 m/yr

from 2014 to 2015, and 5.4 m/yr from 2015 to 2016.

Draut et al. (2011) found that due to large floods in 2006 and 2008 their results showed

disproportionately rapid rates of channel movement over that short period. Their solution

was to exclude images from 2006 and 2008 from their analysis, noting that effects from
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Figure 5.12: (a) Discharge over aerial photo period, (b) average migration rates between aerial
photo dates, (c) active channel width distributions from aerial photos, and (d) sinuosity measured
from active channel width centerlines.
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Figure 5.13: Lateral migration of active channel centerlines delineated from aerial photos. Flow
is from bottom to top.
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extreme events are dampened when averaged over longer periods of time between samples.

Due to the limited number of images and the short time since dam removal we have chosen

to include all available images and note that shorter periods between sampling times may

overestimate channel movement rates.

Mean bankfull channel widths over the aerial image survey period remained relatively

consistent until the later surveys. From 1939 to 2014 mean widths ranged from 56-67 m

with an average of 64 m. In 2015 the mean channel width increased to approximately 69 m

and further increased to 80 m in 2016. There is a noticeable increase in the rate of channel

widening in Figure 5.12c from 2015 to 2016. Channel sinuosity has remained more-or-less

constant from 1939 to 2016 ranging only from 1.03 to 1.06 with a mean of 1.05. Although

there is a trend of increasing sinuosity from 1976 to 2016, the magnitude of changes is trivial.

5.3.4 Hydrodynamic modeling

Two-dimensional modeling calibration resulted in Manning’s n values of 0.05, 0.05, and

0.04 for 201409, 201506, and 201608, respectively. Mean errors of the calibrated water

surface boundaries were 1.2, 1.3, and 0.8 m for the three surveys, respectively. Statistics

for the depth-averaged modeling results for flow depth, shear stress, and velocity magnitude

across all of the discharge for each of the survey geometries are summarized in Figure 5.14.

For each of the survey geometries the flow depth steadily increases with discharge until

around the 10-year return flow (Q10 = 760 m3/s), after which maximum and mean flow

depths remain relatively consistent up to the 100-year flood (Q100 = 1121 m3/s). For each

simulated discharge the 201409 and 201506 flow depths are more similar to one another than

either are to the 201608 flow depths. In all flow cases the majority of 201608 flow depths

are lower than depths for either previous survey geometry for a given discharge. However,

201608 consistently produces higher maximum flow depths across the range of discharges.
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Figure 5.14: Hydrodynamic variable distribution statistics for the modeled discharges through
each survey geometry.
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5.3.5 Riffle-pool delineation

Geomorphological changes, transmitted through differences in the distribution and mag-

nitude of hydrodynamic variables, result in consequent changes to aerial extents and distri-

bution of in-channel hydro-morphological units. The result from our fuzzy c-means clustering

(in variable-space) is shown in Figure 5.15b. The spatial distributions of these clusters for

each survey date are shown in Figure 5.15a. In order to aid in the consideration and dis-

cussion of these results it was necessary to label each cluster (Tamminga, 2016), although

this does introduce some degree of subjectivity (Wallis et al., 2012). Intuitively, the cluster

with the higher shear stress values (5) was labeled the “riffle” cluster and the cluster with

the highest flow depths (4) was labeled the “pool” cluster. The two clusters with the lowest

flow depths and shear stresses (1 and 2) generally occur at the channel margins and are not

generally associated with primary flow areas. They were labeled as “edge” and “shallow”

clusters, respectively. Finally, the last cluster (3) which shares some qualities with pools

(shear stress) and others with riffles (flow depth) was labeled the “run/glide” cluster.

Quantitative area calculations for each cluster are summarized in Table 5.2 and Figure

5.15c. Geomorphic unit clusters remained relatively consistent between 201409 and 201506,

both geographically and aerially, especially when compared with 201608. From 201409 to

201506 and especially into 201608 channel widening and bar growth has manifested in greater

channel edge areas. Between the three surveys, cells that are undefined and those described

by shallow cluster points occupy similar amounts of area. Both riffle and pool areas dramat-

ically decrease from 201506 to 201608 (Table 5.2 and Figure 5.15c), and break up, becoming

more disconnected (Figure 5.15a).

5.4 Discussion

5.4.1 Effects of increased sediment supply on channel morphology

Previous investigation of channels subject to increased sediment supply, and dam removal

in particular, have provided important insight on fluvial response to changing sedimentolog-
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Figure 5.15: (a) Geographical distribution of clusters shown for each survey geometry. Units were
numbered by ranking the mean shear stress. Flow is from bottom to top. (b) Results from fuzzy
c-means clustering shown in variable-space. Note that all three surveys-worth of velocity and shear
data points are included. Clusters were numbered by ranking the mean shear stress. (c) Aerial
sums of each cluster for all survey geometries.

Table 5.2: Areas occupied by geomorphic units delineated using fuzzy logic for each survey
geometry at the mean annual discharge (Qavg = 44 m3/s). Units were numbered by ranking the
mean shear stress.

201409 201506 201608
# name area (m2) % area (m2) % area (m2) %
0 undefined 7261 16.5 7315 17.3 7979 17.6
1 edge 5380 12.2 7190 17.0 13360 29.4
2 shallow 11570 26.3 9446 22.4 10313 22.7
3 run/glide 7706 17.5 6975 16.5 8520 18.8
4 pool 5893 13.4 5951 14.1 2843 6.3
5 riffle 6208 14.1 5380 12.7 2422 5.3∑

= 44018
∑

= 42257
∑

= 45437
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ical regimes. For a channel with riffle-pool morphology subject to a large depositional flood,

Lisle (1982) observed extreme channel aggradation and widening, as well as significant fining

of the surface material. Bars were built and pools were filled and became more riffle-like,

creating nearly homogeneous downstream conditions of steeper, shallower flow. The effect

of a higher transport capacity (brought on by decreased skin friction and reduced bar-pool

relief) allowed for accelerated erosion of aggraded material. He reports periods of five years

and greater for channels to achieve some degree of stability. Results of flume experiments

by Jackson and Beschta (1984) also suggest that riffles and pools adjust to increased sand

loading by degrading riffles and aggrading pools, effectively reducing form roughness. Similar

findings have been reported by Madej (1999, 2001). She found that bedforms in channels of

northwestern California became irregular and broke up in response to flooding and increased

sediment supplies. Large sediment inputs also resulted in shallower, more longitudinally

homogeneous flow conditions. Nelson and Dubé (2016) describe increases to channel width,

lateral mobility, and bar area following pulsed sediment and flooding.

Free (2015) explicitly studied and quantified changes in elevations and grain size distri-

butions for the middle Elwha River. Using terrestrial laser scanning (TLS) from 2012–2014,

he reports very minor geomorphological changes in the area of our study reach (the most

downstream area he surveyed). He attributes this partially to the lag time required for

sediment to travel farther downstream, but explains it mostly as an effect of the relatively

straight, uncomplex channel geometry. It should be noted that his use of TLS precludes his

ability to measure bathymetric changes in channel geomorphology. Therefore his quantified

survey areas are limited to exposed bars and banks. Brew et al. (2015) show that during this

same time period notable changes to channel bathymetry do take place. Specifically, from

pre-removal conditions in July 2011 to post-sediment release in May 2013 pools filled with

sediment, effectively homogenizing the longitudinal profile. Subsequently, by August 2013,

following snowmelt runoff, the pools were re-evacuated and the pre-removal longitudinal un-

dulations re-emerged. However, during this same period, there were relatively little change
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in channel planform (Figure 5.12). The question remains then, what explains the sudden

increase in geomorphic changes revealed by our data, both in terms of elevation changes and

channel planform geometry?

We hypothesize at least a few scenarios that may explain the timing of the dramatic

increase in channel morphodynamics and lateral channel activity in our study reach. First,

the rate of sediment transfer from the reservoir to our study site (approximately 5 km

downstream of the location of former Glines Canyon Dam) is likely to be modulated by

the size of sediment in question. Sediments composing the bed and delta in the upstream

impoundment were composed of mostly sand and finer material, although a considerable

volume of coarse material was also present (Czuba et al., 2011). In general, reservoir delta

composition is stratified with the coarsest material at the bottom. As the reservoir level

receded and the delta prograded toward the dam site the finer material likely constituted the

front. When the delta reached the dam removal site and bedload began moving downstream,

it was likely the finer bed material that moved through first. Because of this, it is likely that

finer material from the reservoir reached our study site before coarser material. Additionally,

during periods of bedload transport, it is likely that smaller particles traveled at faster rates,

traversing greater distances for a given event. Using the equation of mean travel distance

from Hassan et al. (1992), regressed using tracer data from a variety of field sites, we can

calculate very rough estimates of bedload travel times from the reservoir.

L = 2.85× 10−3ω1.31
e D−0.94 (5.1)

where L is the travel distance, ωe is the excess unit stream power (ω−ωcritical), and D is the

grain diameter. Unit stream power is calculated as

ω =
ρgQS

B
(5.2)
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Figure 5.16: Cumulative estimated particle travel distances from Glines Canyon Dam based on
grain size. Lighter colored lines represent a starting time of the beginning of dam removal in Sept.
2011 rather than the beginning of bedload passing in Oct. 2012. Dotted horizontal line represents
the approximate distance from the site of former Glines Canyon Dam to our study area. Dotted
vertical lines represent our surveys reported here.

where ρ is the density of water, g is gravitational acceleration, Q is discharge, S is slope, and

B is width. Using some very conservative values (ωcritical corresponding to Qavg = 44 m3/s;

S = 2%; B = 50 m) we can estimate travel distances for a range of grain diameters (Figure

5.16). Certainly, without direct tracer data from this system under these circumstances the

estimated distances should be viewed skeptically. Primarily, Figure 5.16 highlights the fact

that, even supposing all grain sizes left the dam site simultaneously, finer particles would

travel the necessary 5 km up to years earlier than coarser material. It is almost certain that

these calculations underestimate the particle velocity of finer material as the regressed data

were composed of coarser material (Hassan et al., 1992). Nevertheless, coarser material,

which likely arrived later, has greater potential for influence on channel morphodynamics

and our results may constitute this temporal lag in grain size movement downstream. The

rapid fining and subsequent re-coarsening of bar material (Free, 2015) as well as the filling

and re-evacuating of pools (Brew et al., 2015; East et al., 2015) were brought on by the influx

of only finer bedload material.
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Another explanation for the supposed delayed response our data may suggest is the po-

tential for multiphasic response of downstream reaches to upstream sediment supply changes.

A first phase may be described by the initial influx of amplified sediment supply. Upstream

reaches experience this phase first and begin adjusting. As the pulse disperses and moves

downstream the influence of this first phase becomes muted. However, as the upstream

reaches become more adjusted to the new supply conditions (e.g., increased dynamism) ad-

ditional material (and of different composition) may become available for movement down-

stream. After the initial wave of the sediment pulse has passed downstream reaches this

second phase, in the form of bed and bank material from upstream reaches, arrives. The

changes to the middle Elwha River in 2013 and 2014, reported, for example, in East et al.

(2015) and Free (2015), may constitute this first phase, while our results reveal the second.

Although long-term flow statistics have not changed considerably in the decades leading

up to, or the years after, dam removal (compare our return intervals with Department of the

Interior (1995b), for example), the temporal pattern of flows since 2011 may also contribute

to the results of our study. During dam removal (Sept. 2011 to Sept. 2014), the Elwha

experienced a relatively subdued hydrologic regime. Without flows exceeding the 2-year flow

recurrence interval, it is possible that no overbank or “channel forming” discharges occurred.

The deposition of material reported by Draut and Ritchie (2015), East et al. (2015), and

Free (2015) was largely transient and did not have any lasting effects on the middle reach.

However, with the newly initiated sediment supply and more “normal” hydrologic years with

flows competent to perform geomorphic work the system undergoes lasting changes, and at

faster rates than during pre-removal years. If the sediment supply remains elevated due to

the movement of reservoir sediment the rates of change may continue to also be increased,

but once the excess sediments are depleted and “background” sediment flux rates remain

the rates of morphodynamism may relax.

Our data alone do not allow us to quantify large wood, but Free (2015) notes fluctua-

tions in both the number of individual logs and of log jams from 2012 to 2014. As wood
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from upstream reaches becomes available (either by passing through the former dam site or

by increased lateral movement upstream) there is a greater potential for jams to develop

downstream. Although the geometry of our study reach does not necessarily lend itself to

anchoring instream wood (i.e., no boulders or dramatic bends) an increase in wood loading

may also play a role in the measured geomorphic changes.

5.4.2 Dam removal effects on sedimentology

In disrupting the natural longitudinal continuity of sediment movement in river channels,

dams have the effect of coarsening the surface texture in downstream reaches (Kondolf , 1997).

How a river channel adjusts sedimentologically to increased sediment supply, particularly in

the changes related to surface texture and particle size distribution, understandably depends

on the nature of the incoming sediment load. In cases of dam removal, where reservoir

sediments are generally finer than the downstream antecedent surface sediments, a fining

trend is common (Cheng and Granata, 2007; Magilligan et al., 2016). When coarse sediments

are stored in the reservoir, channel coarsening can occur (Kibler et al., 2011). For the Elwha

River, pre-dam surface grain distributions for the middle river are not known, but evidence

that supports winnowing of finer material from the middle Elwha, resulting in a coarser

surface distribution, has been reported (Kloehn et al., 2008). Although Kloehn et al. (2008)

do not report full grain size distributions or precise locations of their pebble counts, the

fact that a number of samples from the middle Elwha contain a higher proportion of coarse

material (> 128 mm), than samples from the upper, undammed Elwha, suggests some degree

of bed armoring. Grain size distributions reported in Department of the Interior (1996), then,

represent the coarsened, armored surface. In the first two years of dam removal, considerable

fining had occurred on the surface in the middle river (Draut and Ritchie, 2015; East et al.,

2015; Free, 2015; Peters et al., 2017), before coarsening again, although not to pre-removal

levels.
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Our results point to continued fluctuations in the surface texture in response to dam

removal. As discussed above it is entirely possible that the coarser grains from the former

Lake Mills bed and delta arrived later than the finer material, and that some coarse material

has yet to traverse the 5 km length, supposing it is not stored elsewhere in the channel or

on the floodplain for a longer period of time. The net thresholded geomorphic changes from

201506–201409 and 201608–201506 show similar magnitudes, albeit in opposite directions

(Figure 5.11). One would expect the case of net degradation (201409–201506) to result in

overall surface coarsening and net aggradation (201608–201506) to result in general surface

fining, but the opposite occurs. However, with uncertainty taken into account it is difficult

to say with confidence whether either period was net aggradational or degradational. The

trends in overall grain size may also be viewed in terms of the hydrology between surveys.

Between the first two years instantaneous discharges (with a maximum of 447 m3/s) only

surpassed Q2 = 411 m3/s for a total of six hours, versus ˜2 days above Q2 between the

second two surveys (with a maximum of 881 m3/x exceeding the 10-year recurrence interval).

The extended period of time at or above bankfull discharge (assumed to be approximately

Q2) may play an important role in the grain size adjustments we have reported. With

finer reservoir sediments, and possibly added finer sediments from bank retreat in upstream

reaches, the shorter period of flood conditions during the first period may have only provided

enough time to move the material into our study reach without sufficient time for it to

pass. However, during the second period the extended time at flood flow, as well as higher

flows, may have been more capable of mobilizing the finer grains that had accumulated

as well as transporting the material coming in from upstream. Additionally, the higher

flows, corresponding to higher levels of transport competence, may have been moving larger

material that was able to enter our study reach.
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5.4.3 Hydrodynamics and geomorphic units

Researchers have previously shown a tendency for channels that experience increased

levels of sediment supply to, at least temporarily, respond through homogenization of the

bed and breakup of mesoscale bed forms (Lisle, 1982; Madej , 1999). In-filling of pools and

subsequent channel widening give way to wider, shallower flow (Madej , 2001). To a cer-

tain extent our results show similar trends, although perhaps not to the degree experienced

during dam removal (Brew et al., 2015), when the well-defined riffle-pool profile with un-

dulating flow depth transitioned to nearly plane-bed with homogeneous longitudinal flow.

This response, however, was temporary and the pools re-evacuated only months later. Our

data do not suggest that deposition from 2014–2016 was limited to, or even focused on, pool

locations (Figure 5.10). However, hydrodynamic modeling indicates that overall flow depths

have decreased (Figure 5.14). Maximum depths did increase from 201506 to 201608 due to

movement of the channel around a large boulder approximately 1⁄3 of the way downstream

in our study reach. In 201409 and 201506 the boulder was on the edge of the channel at

river right, and in 201608 appears on the left side of the main channel with a large scour

hole at the base leading to a side channel to left. For a given discharge these decreased flow

depths have given way to higher velocity magnitudes (both mean and maxima, Figure 5.14),

perhaps supporting the idea that the pools have become more “riffle-like” (Lisle, 1982). Gen-

erally it is posited that channel adjustment to a more homogeneous bed configuration is the

channel’s way of increasing its capacity to accommodate the increased sediment load. Inter-

estingly, from 201506 to 201608 our depth-averaged modeling results show across the board

reductions in shear stresses, which is usually considered a good proxy for sediment transport

capacity. For some discharges the mean and maximum shear stresses are approximately half

what they were in 201409 or 201506.

These temporal hydrodynamic variations manifest themselves into temporal variations

in the arrangement of geomorphic units. The effect of bedform breakup is evident in the

spatial pattern and distribution of geomorphic units (Figure 5.15a). In 201409 the two
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primary units of discussion, riffles and pools, generally have clear longitudinal zones. These

spatial distributions were easily confirmed by field experience. Moving into 201506 the units

are in roughly the same positions. However, there is a sort of merging of longitudinal zones

at the edges of riffles and pools as the units seem to elongate and mix. By 201608 both pool

and riffle areas had diminished to half the coverage they had previously occupied. They

had also become more broken up, losing nearly all of the longitudinal delineation. Instead

of pools becoming more “riffle-like”, it appears that both pools and riffles have become

more “run/glide-like” and altogether shallower with lower velocities. The long pool that

once occupied the the central quarter of the length of the study reach became bisected.

Although bankfull channel width increased dramatically between 2015 and 2016 the active

wetted channel for the mean annual flow (44 m3/s) has decreased for much of the length

of the study reach. The bisection of the central pool and the emergence of a quasi-riffle in

between could be an accommodation for a narrower effective width in order to maintain the

near-ubiquitous riffle-pool spacing of 5–7 channel widths. Whether the breakup of fluvial

landforms is transient or constitutes an altered steady state remains to be seen.

5.4.4 Implications for geomorphic unit maintenance

Because geomorphic units were defined using data from all three surveys it would be

circular to compare the distribution of flow variables within those units at that discharge

between the surveys. However, we can compare how hydrodynamic variables with each clus-

ter change over different discharges and compare those trends between the surveys. Figure

5.17 shows statistics related to model-predicted shear stress in each geomorphic unit over

the range of flows modeled. Unsteady flow is thought to be very important for the mainte-

nance of geomorphic units. The subject of riffle-pool maintenance has had no shortage of

attention over the last four decades or more. The first formalized hypothesis for riffle-pool

maintenance, the so-called “velocity reversal hypothesis”, postulates that near-bed velocities

in pools increase at a higher rate with rising stage than velocities in adjacent riffles (Keller ,
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1971b). At some point the near-bed velocity in the pool overtakes the near-bed velocity

in the riffle allowing for net scour of pool and deposition of the riffle at flood-stage. Other

researchers have affirmed this pattern (e.g., Milan et al., 2001) or something similar with

shear stress (e.g., Lisle, 1979). Others have simply reported convergence, rather than rever-

sal (e.g., Clifford and Richards , 1992), and yet others have rejected the hypothesis altogether

(Bhowmik and Demissie, 1982). Such a reversal relationship for shear stress is suggested by

our hydrodynamic results (Figures 5.17 and 5.18).

Decades ago, when detailed topographic measurements were not easily collected through

lidar and GPS and when multi-dimensional flow measurements and modeling was cost- and

time-prohibitive, researchers most commonly used one-dimensional variables (e.g., cross-

sectional average velocity) to describe the flow differences between geomorphic units. With

increased dimensionality we can look at distributions of flow parameters related to geomor-

phic unit and discharge. Our numerical modeling results suggest that channel geometry

favors shear stress reversal (analogous to velocity reversal) at or above the two-year flood

(Q2 = 411 m3/s) for 201409 and 201608. For 201409, mean pool shear stress converges with

mean riffle shear stress at Q2. Beyond Q2 mean pool shear stress surpasses mean riffle shear

stress. For 201409, from the 10-year flood (Q10 = 760 m3/s) and up, 25th percentile values

for pool shear stress exceed mean values for riffle shear stress. A similar trend occurs for

201608 with riffle and pool shear stresses converging at Q2 and pool shear stresses remaining

higher thereafter. For 201506 there is no reversal in mean shear stress magnitudes, although

mean values converge around Q2. It is interesting to note that at the Q1 for velocity and

Q2 for shear stress maximum pool values for 201608 equal or exceed maximum riffle val-

ues. This may simply be a reflection of homogenization of the channel bed, but may also

suggest the potential for maintenance and reconstitution of a more coherent aerial pattern

of geomorphic units. It is worth noting also, that neither velocity nor shear stress reversal

necessarily implies capacity or transport reversal (Bayat et al., 2017).
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5.5 Conclusions

Dam removal is becoming a common practice for river restoration and rehabilitation. The

recent trends in restoration applications as well as the effects of a warming climate (e.g., more

wildfires, landslides, and floods) accentuate the necessity to understand how river systems

respond to potentially dramatic changes to sedimentological input, particularly in the form of

large sediment pulses and increased sediment supply. We have used the dam removal project

that took place on the Elwha River from 2011 to 2014 as a “natural experiment” to explore

how a return to a more natural sediment supply regime is affecting a downstream reach.

Because Glines Canyon Dam was operated as a “run of the river” facility the removal of the

dam effectively increased sediment supply without having an effect on hydrology. Our surveys

consisted of bathymetric/topographic measurements as well as grain size distributions. They

were conducted in 2014–2016 and were supplemented with a study of aerial photos for the

study reach dating from 1939-2016. Hydrodynamic modeling allowed for the estimation of

flow conditions given the geometries obtained through our ground surveys for a range of

flows. Modeling results were in turn used, along with fuzzy logic, to aid in the identification

and delineation of geomorphic units.

Our results show general aggradation of the channel bed, especially on bars, and degrada-

tion of outside banks for both survey periods. The coupling of bar building and bank retreat

translates into channel migration, and in some places (where bank erosion does not have

corresponding inner bar building) channel widening. Aerial photo analyses suggest that al-

though channel migration and widening have been occurring for the last several decades, the

rates of both processes have increased dramatically since dam removal, suggesting that the

increased sediment supply has led to greater channel dynamism. Hydrodynamic modeling

reveals that the wider channel, having experienced widespread channel bed aggradation, con-

veys discharge with an overall shallower, slower flow. These altered hydro-morphodynamic

conditions in turn show in-channel geomorphic units that have broken up. In the first surveys

there was a relatively clear longitudinal pattern of riffles and pools, while the third survey
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shows diminished areas for both geomorphic units and more disconnected and broken up

aerial pattern. There is, however, potential for maintenance, and possibly re-emergence of a

more regular configuration with riffle and pool shear stresses and velocities nearly equivalent

at higher discharges.

149



Chapter 6

Summary and Conclusions

In this dissertation, I have presented results from numerical morphodynamic models,

flume experiments, and field observations to better understand riffle-pool dynamics in gravel-

bed rivers, with a specific focus on understanding how width variations, unsteady flow, and

changes in sediment supply affect the morphodynamics of riffle-pool sequences. In Chapter

2 a one-dimensional morphodynamic model was created and used to explore sediment pulse

dynamics under various conditions. Results analyzed using a newly introduced pulse disper-

sion index show that downstream pulse translation is favored for sediment pulses composed

of finer material and sediment pulses with lower pulse heights and longer pulse feed times.

Calculated pulse dispersion indices range from 0.2–1.2 for different pulse masses/feed times

and from 0.3–1.6 for pulses composed of different grain diameters. In contrast, pulse disper-

sion indices ranged from 0.8–1.1 for unsteady flow simulations and 0.9–1.1 for variable-width

geometries. Furthermore, the Froude number, which has been the most commonly used

predictor of relative pulse dispersion/translation, was found to be a poor predictor of pulse

evolution characteristics for these simulations.

Chapter 3 presents two-dimensional morphodynamic simulations performed using the

open-source Delft3D model. The relative effects of the amplitude and wavelength of si-

nusoidal width variations were systematically explored by creating multiple variable-width

geometries used throughout the simulations. Width variation amplitude was found to be

the primary control on topographic relief between riffles and pools (with greater amplitudes

resulting in greater relief), while width variation wavelength was found to be the primary

control on bar mode (with shorter wavelengths resulting in side bars and longer wavelengths

producing central bars). Simulations introducing sediment pulses suggest that overall sedi-

ment pulse evolution does not differ greatly in variable-width channels when compared to a

constant-width channel, although instantaneous pulse evolution is affected by local channel
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geometry, with a greater degree of pulse translation occurring at narrower channel sections.

Unsteady flow simulations using cycled hydrographs and steady sediment supply in variable

width channels show discrete areas of cyclic erosion/deposition referred to here as “struc-

tural hydrograph boundary layers”, in reference to the “hydrograph boundary layer” theory

of Parker et al. (2007). Width variations and associated bed deformation over cycled hy-

drographs result in a reversal of the location of maximum and minimum bedload transport

rates highlighting the importance of higher discharges for riffle-pool maintenance, even in a

variable-width channel.

Complementary flume experiments are presented in Chapter 4, where the response of a

constant-width channel to unsteady flow and increasing sediment supply rates is compared

with the response of a variable-width channel. In the constant-width channel, doubling

the sediment supply rate resulted in a 30% increase in bed slope. In the variable-width

channel, however, the doubled sediment supply resulted in a much milder increase in bed

slope (7%). The variable width channel accommodated the doubled sediment supply by

decreasing the topographic relief between bars and pools and decreasing the cross-sectional

elevation variability, each of which serve to effectively reduce form drag. This response

differs from simulations in Chapter 3, where variable-width channels were predicted to have

increased slopes comparable to a constant-width channel following an increase in sediment

supply. This discrepancy highlights the need for further research into the interaction between

channel geometry and changing sediment supply rates.

Finally, Chapter 5 presents a field study from the Elwha River, a riffle-pool channel

that experienced a significant sediment supply increase following a dam removal project in

2011-2014. Analysis of historical aerial imagery dating from 1939-2016 shows that channel

dynamism has increased following dam removal, evident in increasing rates of lateral channel

migration and channel widening. Average migration rates have increased from approximately

1 m/yr before dam removal to nearly 6 m/yr from 2015-2016. Annual topographic surveys

from 2014-2016 confirm substantial lateral channel migration and show that the majority
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of deposition has occurred within the channel and on bars. The deposition, coupled with

bank degradation, results in negligible net volume changes. Hydrodynamic modeling and

associated delineation of geomorphic units shows a decrease in both riffle and pool area

from 2014 to 2016, although at higher discharges a reversal in the location of maximum

shear stress occurs, suggesting the potential for the re-emergence of a well-defined riffle-pool

structure.

Taken together, the work presented in this dissertation provides important insight on the

morphodynamics of riffle pool sequences in gravel-bed rivers. My numerical morphodynamic

modeling has shown that under steady flow, sinusoidal channel width variations have little

impact on the overall evolution of sediment pulses. However, instantaneous pulse evolution

is influenced by the local channel width such that greater pulse dispersion occurs at wider

sections, indicating riffles are areas of temporary sediment storage in steady flow. Differ-

ences in variable-width response to increased sediment supply under unsteady flow between

two-dimensional morphodynamic modeling and flume experiments emphasize the need for

additional research regarding the interaction of width variations and sediment supply rate

changes. However, the response of the variable-width flume, where increased sediment sup-

ply is primarily adjusted to by decreasing form drag through the reduction of riffle-pool relief

and cross-stream topographic variability, can be seen as an analogue to the response of the

middle Elwha River to increased sediment supply following dam removal, where post-dam

removal surveys show homogenization of the channel bed and a less definitive sequence of

riffles and pools.
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Appendix A

Riffle-pool delineation details

A.1 Fuzzy c-means clustering

The fuzzy c-means (FCM) concept was introduced by Dunn (1973) and generalized by

Bezdek (1981). The FCM clustering method is based upon the minimization of the objective

function, Jm,

Jm =
D∑
i=1

N∑
j=1

µmij ||xi − cj||2 (A.1)

where i is the index of data points, D is the total number of data points, j is the index of

cluster centers, N is total number of clusters, xi is the ith data point, cj is the center of

the jth cluster, µij is the degree of membership of xi in the jth cluster, and m is a matrix

exponent controlling the degree of fuzzy overlap (1 ≤ m < ∞, generally m < 3). The

input data, X = {x1, x2, . . . , xD}, is a matrix of finite dimensions with the number of rows

corresponding to the number of data points, D, and the number of columns corresponding

to the number parameters associated with each data point, P (in our case P = 2, flow depth

and shear stress). The FCM procedure begins by randomly initializing membership values

for all data points in all clusters. The cluster centers are calculated as

cj =

∑D
i=1 µ

m
ijxi∑D

i=1 µ
m
ij

(A.2)

From the cluster center locations, the fuzzy membership values can be updated.

µij =
1∑N

k=1

(
||xi−cj ||
||xi−ck||

) 2
m−1

(A.3)

The objective function, Jm, is then recalculated and the calculations for the cluster center

locations and fuzzy membership values are iterated until Jm is changed by less than a specified
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value or after a specified number of iterations. See Bezdek (1981) for more details on this

and other fuzzy recognition methods.

A.2 Cluster validity

A plethora of fuzzy cluster validity techniques have been developed and proposed over

the last few decades (Halkidi et al., 2001). Some of the early validation parameters, such

as the partition coefficient and the partition entropy suggested by Bezdek (1981), prove to

be unhelpful as they have a monotonic relationship with the number of clusters and the

fuzzy weighting exponent. For our purposes, validation of FCM clusters was performed

using two parameters: SC (Zahid et al., 1999) and XB (Xie and Beni , 1991). Both SC and

XB are “compactness-separation” functions that incorporate the fuzzy membership matrix,

U = [µij] (1 ≤ i ≤ D, 1 ≤ j ≤ N), and cluster centers, C = [cjn] (1 ≤ j ≤ N, 1 ≤ n ≤ P ), as

well as the structure of the input data, X. SC is defined as

SC = SC1 − SC2 (A.4)

where

SC1 =

∑N
j=1 ||cj −X||/N∑N

j=1

(∑D
i=1 µ

m
ij ||xi − Cj||2/

∑D
i=1 µij

) (A.5)

and

SC2 =

∑N−1
j=1

∑N−j
r=1

(∑D
i=1

(
min (µij, µik)

2) /nij)∑D
i=1 (maxj µij)

2 /
∑D

i=1 maxj µij
(A.6)

where k = r + 1 and nij =
∑D

i=1 min (µij, µik). XB is defined as

XB =

∑D
i=1

∑N
j=1 µ

m
ij ||xi − Cj||2

nmini,j ||Ci − Cj||2
(A.7)

The optimum fuzzy c-partition corresponds to a maximum of SC and a minimum for XB.
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Cluster validity was tested by varying both the number of clusters (2 ≤ c ≤ 10) and

the weighting exponent (1.2 ≤ m ≤ 2.9). Both validity indices mentioned above were

calculated for each combination of c and m. Unfortunately, neither validation index used

provided a global optimum for both c and m. However, by considering both indices we were

able to arrive at values corresponding to local optimums. Figure A.1 shows the validation

indices, SC and XB, plotted against the number of clusters, c, and the weighting exponent,

m, respectively. Based on the results from the compactness-separation index, SC (Figure

A.1a), we determined a value for the number of clusters of c = 5. Based on the results

from the validation index of Xie and Beni (1991), XB (Figure A.1b), we decided to use a

weighting exponent value of m = 1.9.

188



(a)

(b)

Figure A.1: FCM clustering validation, where larger markers correspond to optimum values for
the curve. (a) Separate-compactness index of Zahid et al. (1999), where darker colors correspond
to higher m weighting exponents; (b) Cluster validity index of Xie and Beni (1991), where darker
colors correspond to a higher number of clusters.
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