THESIS

THERMAL ASPECTS OF SUSTAINABLE THERMALLY ENHANCED

LNAPL ATTENUATION (STELA)

Submitted by
Daria Akhbari

Department of Civil and Environmental Engineering

In partial fulfillment of the requirements
For the Degree of Master of Science
Colorado State University
Fort Collins, Colorado

Fall 2013

Master's Committee:
Advisor: Tom Sale

Domenico Bau
Michael Ronayne



ABSTRACT

THERMAL ASPECTS OF SUSTAINABLE THERMALLY ENHANCED NAPL

ATTENUATION (STELA)

Extensive bodies ofight non-aqueous_pase iquids (LNAPLs) are commonly found
beneath petroleum facilities. Related concernsuttellateral spreading of LNAPL, impacts to
groundwater, and impacts to indoor air. Recentistudave shown that natural losses of LNAPL
can be on the order of thousands of gallons per ger year and temperature is a primary factor
controlling rates of natural losses. Results of Ii®ratory and field experiments suggest that
LNAPL impacted media in the range of 18280can have loss rates that are an order of
magnitude greater than media at temperatureshassii8°C. The vision that has emerged from
recent work is that passive thermal managementegies could enhance natural losses of

LNAPL and significantly reduce the longevity of LNPA.

Owing to this new understanding, plans were dewaofor a small-scale field
demonstration of ustainable lermally enhanced_NAPL atenuation (STELA) at a former
refinery in Wyoming, located adjacent to the Nodatte River. The overarching objective of
the STELA initiative is to develop a new technoldgy LNAPLs that is more effective, faster,

more sustainable, and/or lower cost than curretibog.

The primary objective of the field demonstratioriasollect data needed to evaluate cost
and performance at field sites. In November 20&¥esteen multilevel sampling systems were
installed in a 10m by 10m area. Preheating tempeyaind water quality data were collected
through the multilevel samplers over a period of @nths. In August 2012, ten heating
elements, including submersible heat trace wirespped around 7.6 cm ID PVC pipe with



thermostat controls, were installed upgradienthefsampling network to deliver heat to sustain
subsurface temperature in an LNAPL body. The hgatiements were energized in September
2012. Subsequently, effects of the heating elememtsthe subsurface temperature were

monitored using 17 multilevel sampling systems pped with 6 thermocouples for 10 months.

Preheating data indicates that in the absence atinge subsurface temperatures are in
the range of 18-30°C for 40 days per year. Datéeci®dd from September 2012 to July 2013
indicates that with heating, conditions can be ma@med in the target range for 60 to 200 days
per year depending upon proximity to the heat saukcprinciple challenge is heat loss to the
surface in the winter. Minimum and maximum poweauts have been 15 kw-hr/day and 30 kw-
hr/day occurring, respectively in October and Magsuming an energy cost of 0.10 kw-hr, this
equates to costs of 1.5 $/day to 3 $/day. An inddest experiment using Geo-net layer showed
that using Gas Permeable Insulation/Heat Sink (&P Bystem has the potential to enhance the
ability of the heating system to sustain tempemheneath the ground surface, and, potentially

decrease the power costs.

A primary challenge with evaluation and design 0EBA systems is anticipating the
appropriate spacing of heating elements and nagessargy inputs. Herein this challenge is
met by developing a model, calibrated to field dataich can be used to design a full-scale

STELA remedies.

The overarching objective of the modeling is to destrate methods that can be employ
to evaluate and/or design full-scale STELA system&t 5m downgradient of the heating
elements, the developed model, accurately, pretié@edays of the effective season in 2012.

Also, the simulation results anticipate that by keg the heating system activated for three



years, the effective season will increase each. ygam downgradient of the heating elements,
model results suggested 120 days and 150 days feftieé season for 2013 and 2014,
respectively as compared to 60 days in the firar.y&€he ability of the model to anticipate the
effective season for the next years makes the madedeful tool to design and evaluate the

future STELA systems.

Calibration of the model to the field data showest #xothermic reactions associated with
LNAPL losses can change the heat distribution atsystem. In addition, the simulation results
indicate that the losses at the subsurface arherrange of 5,000 to 10,000gal/acre/yr. These
anticipated loss rates are consistent with theipuswalues reported by McCoy (2012) in 2012

(~900-11,000gal/acrelyr.)

A conceptual STELA design is developed in the tEsipter to explore the cost of a
STELA system at a 1-hectare site. The design iedas condition at the former refinery in
Wyoming where the STELA field demonstration was diwcted. The cost analysis study
indicated that the primary cost is the heating elets installation. The second significant cost is
the operation costs, and the third significant ¢bat can be reduced is the energy source. The
cost estimates normalized to common units indictiiatithe total cost ranges between $590,000
to $720,000 per hectare, $11.9 to $14.4 per culgtenof treated soil, and $1.3 to $1.5 liter of
LNAPL removed depends on the energy source, healisigm and the degradation rate. Cost of
this magnitude support the hypothesis that STELA the potential to have cost that is lower

than other options employed for LNAPL remediation.
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1. INTRODUCTION

Extensive bodies ofight non aqueous_pase _iquids (LNAPLs) are commonly found
beneath petroleum facilities. Related concernsugtellateral spreading of LNAPL, impacts to
groundwater, and impacts to indoor air. Fortunatebtural processes often deplete petroleum
hydrocarbons in the subsurface; however, this tiepleccurs at slow rates (Cozzarelli et al.

2001, Johnson et al. 2006, McCoy 2012).

When natural processes are insufficient relativeléanup expectations, active remedial
measures need to be employed. Temperature apmedes & key factor affecting the rate of
natural losses of LNAPL (Mulkin-Phillips and Stew&®74, Perfumo et al. 2007, Zeman 2012).
Building on the work of Zeman (2012), a hypothdss emerged that sustaining temperatures in
the range of 18-30C can dramatically enhance rate of natural attémmiadf subsurface
LNAPLs. The vision that has emerged from recentkweithat sustainable thermal management
strategies (e.g. use of waste heat, solar energysalation) could enhance natural losses of

LNAPL and significantly reduce the longevity of LNPA.

To test the hypothesis, a field demonstration wasated at a former refinery in
Wyoming. The site is underlain by the sandy allaviof the North Platte River. The overarching
objective of the STELA initiative is to develop @wm technology for LNAPLs that is more

effective, faster, more sustainable, and/or lovest than current options.

1.1  Research Objectives

The vision that has emerged from recent work ig fhassive thermal management

strategies could enhance natural losses of LNAPRL significantly reduce the longevity of



LNAPL. To advance this vision, information is nedde access the cost and performance of

STELA.

A primary challenge with evaluation and design GESA systems is anticipating the
necessary energy inputs. Herein this challengeeisby developing a model, calibrated to field
data, which can be used to design a full-scale WEmedies. Specifically, heat transport is
evaluated by coupling MODFLOW (Harbaugh 2005) an@3RMS (Zheng et al. 2010). Also,
since the cost of a remedial technology is on&efkey factors in determining its applicability, a
hypothetical example was presented to illustrate dbst of a STELA system at a typical 1-

hectare site in a former refinery in Wyoming.

1.2 Thesis Overview

This thesis includes three main chapters. Chaptend® 3 are written in the format of
journal articles. Chapter 2 presents data fromSXRELA field demonstration. Chapter 3 presents
a heat transport model that supports STELA fielchdestration. Chapter 4 develops a cost
estimate for STELA considering a conceptual 1-hectte at a former refinery in Wyoming.
Chapter 5 presents thesis conclusions. Finallyptelnab provides suggestions for the future

works.



2. THERMAL ASPECTS OF A FIELD DEMONSTRATION OF STELA
21  Synopsis

Extensive bodies ofight non-agqueous_pase iquids (LNAPLs) are commonly found
beneath petroleum facilities. Related concernsuttellateral spreading of LNAPL, impacts to
groundwater, and impacts to indoor air. Recentistudave shown that natural losses of LNAPL
can be on the order of thousands of gallons per per year and temperature is a primary factor
controlling rates of natural losses. Results of Ii®ratory and field experiments suggest that
LNAPL impacted media in the range of 18°80can have loss rates that are an order of
magnitude greater than media at temperatureshassii8°C. The vision that has emerged from
recent work is that passive thermal managementegies could enhance natural losses of

LNAPL and significantly reduce the longevity of LNPA.

Owing to this new understanding, plans were dewofor a small-scale field
demonstration of ustainable_liermally ehanced_NAPL atenuation (STELA) at a former
refinery in Wyoming. The overarching objective bEtSTELA initiative is to develop a new
technology for LNAPLSs that is more effective, fast@ore sustainable, and/or at lower cost than

current options.

The primary objective of the field demonstrationiascollect data needed to evaluate cost
and performance at field sites. In November 20&¥esteen multilevel sampling systems were
installed in a 10m by 10m area. Preheating temperaind water quality data were collected
through the multilevel samplers over a period of @nths. In August 2012, ten heating
elements, including submersible heat trace wirespped around 7.6 cm ID PVC pipe with

thermostat controls, were installed upgradienthefsampling network to deliver heat to sustain

3



subsurface temperature in an LNAPL body. The hgatiements were energized in September
2012. Subsequently, effects of the heating elememtisthe subsurface temperature were

monitored using 17 multilevel sampling systems pped with 6 thermocouples for 10 months.

Baseline data indicates that in the absence ofrftgatubsurface temperatures are in the
range of 18-30°C for 40 days per year. Data calbdrom September 2012 to July 2013
indicates that with heating, conditions can be ma@med in the target range for 60 to 200 days

per year depending upon proximity to the heat saurc

A principle challenge is heat loss to the surfatéhe winter. Minimum and maximum
power inputs have been 15 kw-hr/day and 30 kw-Rrftacurring, respectively in October and
May. Assuming an energy cost of 0.10 kw-hr, thisatgs to costs of 1.5 $/day to 3 $/day. An
independent experiment using Geo-net layer showatusing Gas Permeable Insulation/Heat
Sink (GPIHS) system has the potential to enhaneeathlity of the heating system to sustain

temperature beneath the ground surface, and, jaitgkiecrease the power costs.

2.2 I ntroduction

Extensive bodies ofight non aqueous_pase_iquids (LNAPLs) are commonly found
beneath large petroleum facilities (Newell et &93, Fels 1999, Sale 2003, Amos and Mayer
2005). Related concerns include lateral spreadMgRL, impacts to groundwater, and impacts
to indoor air. (Mercer and Cohen 1990, Charbenewl Ghiang 1995, Kim and Corapcioglu
2002, Huntley and Beckett 2002). Fortunately, redtysrocesses (e.g. biological natural
attenuation) often deplete petroleum hydrocarbenshe subsurface; however, at slow rates
(Siegel and Bennett 1993, Cozzarelli et al. 200itt ¢ al. 2002, Johnson et al. 2006, Lundegard

and Johnson 2006, Cozzarelli et al. 2009, Baedestkadr 2011, Mahler et al. 2012).

4



When natural processes are insufficient relativeléanup expectations, active remedial
measures need to be employed and temperaturerigmary factor controlling rates of natural
losses. For instance, Perfumo et al. (2007) regatavofold increased removal of hexodecane
by increasing the temperature fron?@&o 6(C. Moreover, Mulkin-Phillips and Stewart (1974)
confirmed that the rate of natural biodegradatiéroib in marine temperate-to-polar zone is

limited by low temperature and phosphorus concéatra.

A prospective but not widely used biological treatmhis thermally enhanced natural
attenuation. Higher temperature leads to lowerogsyg, higher solubility and faster diffusion of
hydrophobic contaminants, which lead to faster égrddation (Leahy and Colwell 1990,
Margesin and Schinner 2001, Perfumo et al. 2006jld@oet al. 2007). Furthermore, higher

temperature can lead to consequential changeg imittrobial ecology (Zeman 2012).

The optimal temperature depends on the indigenoahial community present (Mohn
and Stewart 1999). Based on the Zeman’s (2012)acosm experiment results, the optimal
temperature for biodegradation of the former refmes likely between 22-40°C. GRO, DRO and
BTEX compounds degraded more readily within theradosms that held at the temperatures of
18-40°C, which suggests that the microbial comnyumiesent was capable of degrading a broad

range of petroleum hydrocarbons at elevated terpesa(Zeman 2012).

The vision that has emerged from recent work ig4 thessive thermal management
strategies (e.g. use of waste heat, solar energysalation) could enhance natural losses of
LNAPL and significantly reduce the longevity of LNPA. Using the heating system strategies in

cold regions have been previously done by the resegoups in Alaska and sub-Antarctica.



Dellile et al. (2004) initiate a controlled fieltusly in December 2000 at sub-Antarctic to
evaluate the effects of a small temperature ineeas the removal of crude oil and diesel fuel
contaminations. Two series of enclosures wereegktth the first row of enclosures, the soil was
in direct contact with the atmosphere. In contrasthe second row, the soil of the enclosures
was protected by a double plastic coating. Theltesi the experiment show that the annual
mean temperature enhancement was 2 C at the comectabure. They claimed nearly complete
biodegradation of alkanes after two years in alleted soils while, it could take at least 1 year
more of bio attenuation to reach the same resultson-covered soils. Finally, they concluded
that a further reduction of bioremediation time Vabbe achieved using higher temperatures.
Coulon et al. (2005) research group examined thectsf of temperature increases on the
biological degradation of the petroleum hydrocadh@t the same area, and reached to the
conclusion that at the temperature of’dthe maximum degradation of the hydrocarbons
happens in a cost effective manner. Furthernfétier et al. (2005) conducted a research on the
thermal insulation systems (TIS) for bioremediatapplications in 1994 at a site in Fairbanks,
Alaska. By employing the TIS, during the projete lime, approximately 6000 cubic yard of the
vadose zone, contaminated to 2400 mg/kg soil wabkoline and diesel fuel, was remediated
within 22 months. Also, Filler et al. (2001) examhthe TIS in Prudhoe Bay, AK and observed
an extension of the effective season (the perioéntfanced bioremediation treatment due to

suitable thermal conditions) from 2.5 to 6 monthsgmy the first year of bioremediation.

Owing to these new understandings, plans were dpegdl for a small-scale
demonstration of ustainable hermally enhanced_NAPL atenuation (STELA) at a former

refinery, located along the North Platte River irydkhing. The overarching objective of the



STELA initiative was to develop a new technology EINAPLs that is more effective, faster,

more sustainable, and/or at lower costs than cuoons.

The primary objective of this paper is to presamd analyze thermal data collected from

the STELA field demonstration. This includes datdlected prior to and after initiation of

heating. Content includes methods, results, coimigsand recommendations for future works.

2.3 Methods

This section presents methods associated with tleagpects of the demonstration. This

includes a description of the field site, instadiatof Multilevel Sampling systems (MLSs), MLS

data collection, heating systems, and a prelimirdigrt to access a GPIHS layer. The project

timeline is shown in Figure 2.1.

® MLS Installation
A Heating Elements Installation
E Heat Introduction to the System

4 Temperatrue Measurements

Sep-11
Oct-11
Now-11 -
Dec-11 -
Jan-12 %
Feb-12 4
Mar-12
*
Apr-12
May-12 3
Jun-12
Jul-12 -
*
Aug 12[':
Sep-12
Oct-12
Now-12
Dec-12
Jlan-13
Feb-13
Mar-13
Apr-13
May-13
Jun-13

Figure2.1l: STELA installation and monitoring timeline.
2.3.1 Field Description

In the following section, a brief description ofetiormer refinery is provided. This is

based on the RCRA facility fact sheet which pregabg Chevron Environmental Services



Company (2009). The former refinery was operatioftaim 1923 to 1982. The refinery
processed crude oil from local sources into gasoéind diesel. The refineries capacity was
21,000 barrels per day when it closed in 1982. itwthern border of the 200-acre refinery is

formed by North Platte River. The current confidgima of the refinery is shown in Figure 2.2.

The refinery was decommissioned in the mid 1990Df8s included removal of processes
equipment, grading of the site to provide propeairdige and seeding the property with a mix of
native grasses. During the demolition and followieagoval of piping and subsurface structures,
open excavations and exposed piping corridors weseally inspected for the presence of
petroleum contaminated soils. Approximately 135,800s (90,000 cubic yards) of petroleum

contaminated soils were excavated, removed antbttea

Historically, the owner has recovered approximatefymillion gallons of hydrocarbon
from beneath the refinery and has treated and rech@ontaminants from approximately 2
billion gallons of groundwater. Also, sheet pilel\ie deployed along the river with hydraulic
control to limit releases to the North Platte Riv@urrently, a site wide remedy is being

developed through effort lead by Chevron and theoiMpng Department of Environmental

Quality.

Since 2003, Colorado State University (CSU) hasnbmmnducted field research at the
refinery with the goal of advancing innovative rehation methods. As part of this goal,
seventeen multilevel samplers were installed in éyolver 2011 to collect background data for

the evaluation of the STELA as an innovative rerakdliethod.



North Platte River
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f
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Figure 2.2: Google Earth photos. Top: Current configuration of the refinery. Bottom: Field demonstration
(Before heating element installation).



2.3.2 Soil Core Collection

In November 2011, a combination of direct push dmllow stem auger drilling
techniques were used to collect soil cores at dleations shown in Figure 2.2. Both methods
allowed for the recovery of the soil sample comeside 1.5m long acetate sleeves so that no
direct handling of the sample took place. Approxeha4-5 m (14ft) of material was extracted
at each of the seventeen MLS locations. Soil caree flash frozen on site using dry ice and
transported back to Colorado State University fioalgsis of hydrocarbon content, microbial
ecology, and mineralogy to establish baseline fiatahe area (Zeman 2012, Irianni Renno

2013).

2.3.3 Multilevel Sampling (MLS) System Installation

After soil core collection, seventeen MLSs werdatisd at the locations where soil cores
were taken. Direct push drilling was followed up thg hollow stem auger drilling to increase
the diameter of the excavation. Once drilling hadched 4.2m (14ft) below ground surface,
three inch ID slotted PVC pipe was lowered to th&dm of the bore hole. The MLSs were then
placed inside the slotted PVC pipes down the botbdrithe bore hole (~14 feet below ground
surface). The area between the MLS and slotted Pg€ was then backfilled with the sand to

act as a filter pack. Figure 2sBows a schematic of an installed MLS (Zeman 2012).
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4inch PVCpipe
protective casing

Figure 2.3: Multilevel sampler schematic (Zeman 2012). Each multilevel sampler includes six ports, threein
the vadose zone and three in the saturated zoneto collect Water samples, gas samples, and temper atur e data.

2.3.4 Multilevel Sampling System Design

Multilevel samplers (that provide water samplesrirdepth-discrete ports in a single
monitoring hole) as described by Cherry (1983) @hdpman and Parker (2004) have been used
to determine the contaminant distribution in thesitey. In the past few decades, multilevel
samplers have come to popularity owing to advantdgaigh resolution data which are more
representative of vertical transects compared gpiag with conventional wells (Macfarlane et

al. 1983, Reinahrd et al. 1984, Robertson et a@11%amp et al. 1994, Pitkin et al. 1999,
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Einarson and Cherry 2002, Nielsen 2006). Usingnthdtilevel monitoring, each sample was
drawn from a small volume of the aquifer so thad thsulting concentration distributions are

depth specific, rather than blended (Guilbeaudtl e2005).

Depth-discrete groundwater sampling along a cresties perpendicular to groundwater
flow has been employed using seventeen multileaatpders. The vertical interval for each
multilevel sampler is 4.2m (14ft). This allows fdepth discrete gas (CO2, CH4) and water
sampling with a total of six ports; three gas sangpin the vadose zone and three groundwater
sampling ports. The Multilevel samplers were matléha Center for Contaminant Hydrology
(CCH) at Colorado State University (CSU). Each Mt@hsists of a 1.27cm (1/2 inch) inner
diameter (ID) schedule 40 PVC pipe (RNR supply) ité$ ID Fluorinated Ethylene Propylene
(FEP) tubing secured at different intervals along PVC pipe for gas and water sample ports
(US Plastic). Six individual pieces of FEP tubisgspaced at 60cm (2ft) intervals to allow three
gas sample ports and 3 water sample ports. Thektie tubing is covered with nytex screen
(153 um) to filter out silt and sand particles (Wildliteupply CO.) (Zeman 2012). The MLS

system layout is shown in the Figure 2.4.
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Figure 2.4: STELA field demonstration layout. In November 2011, seventeen multilevel samplers were
installed to monitor the pilot. In September 2012, ten heating elements were employed in two orthogonal lines
to deliver heat to the system. The pilot area is50ft by 50ft.

2.3.5 Temperature Measurements

To evaluate the temperature changes spatially andosally, six thermocouples were
attached to each multilevel sampler adjacent td edcthe sample ports. Temperature was
measured at the depths of 1.2, 1.8, 2.4, 3, 3d4a2m (4, 6, 8, 10, 12, 14ft) below the grade.
The thermocouples are made with Type K parallektroiction thermocouple wire (TC Direct,
24 AWG) and Type K miniature thermocouple connectdihe sensing end was spot welded to
create the Type K thermocouple. In order to protéet thermocouple, a glass casing was

fabricated from 4mm OD soft glass tubing. The fedwed glass cup was filled with epoxy
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(Henkel, Tra-Bond Bipax) and the spot welded enthefthermocouple wire was inserted into

the cup.

During the project, temperature was measured botttirmously by using temperature data
loggers (Lascar Electronic, EL-USB-TC) and periadlic with a hand held instrument (TC
direct, 305p). Starting April 2012, temperatureadatas collected in half hour intervals at the
multilevel sampler (C3) at 4, 6, 8, 10, 12, 14flomethe ground surface (bgs). Furthermore, 30
minutes temperature data was collected since JOh2 2 the saturated zone at 10, 12, 14ft bgs
at the background multilevel sampler (A2), and sif@ctober 2012 at the closest multilevel
samplers to the heating elements (B1 and C1). ,Adedodic temperature data was collected
once a month during the baseline characterizafifter the activation of the heating elements in
September 2012, periodic temperature data collestéte a month to evaluate the heating
elements effects accurately at the entire field a®stration (using Digital Thermometers).
Mining Visualization System (MVS) software (C TeElevelopment CorporatiorMVS) was
used to create the temperature isotherms. The 8D28Bnimages and videos created by this
software allowed high resolution analysis of theperature responses to the heating elements

through the time.

2.3.6 Heating Elements Design and Installation

In August 2012, ten heating elements were instadliethg the upgradient edge of the
MLS system. Each heating system had a maximum gnepat of 200W. The heating elements
were distributed in a “Vee” due to the temporaliaons in the ground water flow direction
(shown in Figure 2.4). The heating elements arecespalm (3.28ft) apart (Figure 2.4
demonstrates the location of the heating elemeBt)h heating element consists of a 6m (20ft)
of 16.4w/m (5w/ft) submersible heat trace (du Akadkcorporated, Arctic Trace) wrapped
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around a 7.62cm (3-inches) PVC pipe. The heatiaghehts cover 1.82m (6ft) of the saturated
zone (8-14ft) The PVC pipes were deployed in theugd using hollow stem auger drilling
method. The soil was allowed to be in direct conteth the heating elements by allowing the
soil to fall on the pipes. Each heating elementhisrmostatically controlled by electronic
temperature controller (du Alaska Incorporated, NMEMX watertight enclosure). The
temperature sensor mounted in PVC pipe’s intefior.control the real temperature outside of
the pipe, screen PVC pipe was used, so the semsodirect touch with the groundwater flow.
The schematic picture of the heating elements asvahin the Figure 2.5The heating elements
were energized in September 2012. All thermostetiotrols were set to 30. The energy
consumption of the heating system was measuredsbygua standard power meter solely
dedicated to the field demonstration. The powemgesavere manually read on a daily basis

throughout the project.

2.3.7 Gas Permeable Insulation/Heat Sink (GPIHS)

To test the idea of deploying insulation as a nteaenhance the heating system design, a
1m by 1m geo-net with the thickness of 2.54cm washared to the ground at the Foothills
Campus, Colorado State University. A thermocoupjeigoed with continuous data deployed
30cm below this mat. A second thermocouple equipp@ld a continuous temperature data
logger was deployed 2m away from the geo-net asémee depth below the grade. The geo-net
has been chosen as the insulation material forakereasons: It is affordable, readily available,

gas permeable and the black color of the matexiagipful in adsorbing solar radiation.
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Figure 2.5: Heating element schematic. Each heating element consists of a 3 inches PVC pipe wrapping with
heat tracesthat are ther mostatically controlled at 30C. (Original drawing by Justin Prius, Trihydro Co.)

16



2.3.8 Groundwater Flow Direction

Water levels were measured every two weeks by usingentional groundwater interphase
probes. A three points method was used to evagratendwater directions. Three points method
is based on a simple principle of geometry: thremts define a plane. If you can define the
position of a plane in space you can also deterriaalip (inclination) of the plane. Both the
direction of ground-water movement and the hydcagiradient can be determined if the
following data are available for three wells lochite any triangular arrangement (Heath, 1983):

1. The relative geographic position of the wells.

2. The distance between the wells.

3. The head at each well.

24  Results
This section presents the results. This includesdgeology, pre-heating temperature
envelope, effects of the heating, and lastly opputies to enhance the performance of the

heating system.

2.4.1 Hydrogeology

Soil types beneath the former refinery range fraite coarse-sand. At the surface, the
soil manly comprise of silty-sands and silts. At tdeeper points, the soil grades to a
combination of fine-sand, medium-sand, and coaaseksFigure 2.6 shows the observed soil

types in a 3D frame.

During the two year study, groundwater level varieg up to 0.5m (1.6ft) and
groundwater flow direction varied by 75 degreese §houndwater direction varied between the

north-northeast and northwest. Figure 2.7 presthigtseasonal variations in the flow direction
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and magnitude based on the three points methoch Baow in the figure demonstrates the
groundwater direction in a specific month calcudatnd the length of the arrows show the
magnitude of the gradient. Furthermore, water ta@e 3m (9ft) below the ground surface with
a variation of 50cm (1.6ft). Figure 2.8 portrale groundwater contour map developed using

MVS based on the water level data of November 2012.

Coarse_sand Medium_sand Fine_sand Silty_sand Silt

Figure 2.6: Field demonstration 3D frame with observed soils.
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Figure 2.7: Groundwater flow direction variation based on three points method. Red arrows show the groundwater flow direction in specific months.
The green circles show the magnitude of the head gradient.
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Figure 2.8: Representative groundwater contour map based on collected water levelsin November 2012.

An important concern about the groundwater flowthat if temperature variation can
affect the ground water movement. Temperature hasfeuence on several physical parameters

such as density and viscosity of water. Tempergilags a role in two main ways:
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Due to the following equation, the hydraulic coniikity depends on density and

viscosity of water which are both temperature depah(Anderson 2005):

Equation 2.1 K =kg 5

Where, k[L?] is the intrinsic permeability of the soily [tiz] is the gravitational

accelerationp [L%] Is density, andu [%] IS viscosity.

However, temperature variations in the shallow asdiase are commonly small, so
simulation errors produced from using constant 088§y and density often are small and

acceptable (Mendez et al. 2009).

Temperature variations can also promote free cdiorecFree convection refers to the
heat which transfers in response to flow driventbéyperature-induced density differences,
while forced convection refers to the heat whichingfers by the flow driven by any other
mechanism. Free convection is thought to occureasof high heat flow such as near spreading
centers in the ocean but rarely in sedimentarynigadiypically, hydrogeological studies assume
that the variation of density and viscosity due t&mperature is negligible. Under such
circumstances, small thermal gradients in the aquén allow for the decoupling of the flow
and heat transport equations. However, in somesctmsd include strong thermal variations,
temperature plays an important role in the grouridwlow system (Ma and Zheng 2009), in
instance, in the cases of the leachate plumes ladfills or tracer tests, variable density effects

should be considered (Simmons 2005).
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Ma and Zheng (2010) simulated a heat transport mimdevaluate the effects of the
density and viscosity changes due to the introdactf thermal energy to the subsurface
systems. They clarified that the effects of fluiendity and viscosity are negligible when the
maximum temperature difference across the flow dongawithin 15C. Since the temperature
changes due to the heating elements in current &Tdgsign is less P&, variations in fluid

density and viscosity are not expected to influgheegroundwater flow.

2.4.2 Preheating Temperature Envelope

An annual temperature envelope was drawn by callgcontinuous temperature data at
six different depths underneath the ground surfBega that collected in the period of November
2011 to November 2012 at the background well detnatesi that the temperature is changing
between & to 2FC in the saturated zone. Figure pi@sents the temperature envelope. The
annual temperature envelope consists of two cu@as. curve is constructed by connecting the
minimum temperature that occurs during the yeagaath depth at the subsurface. The other
curve is constructed by connecting the maximum tFatpre that occurs during the year at each
depth at the subsurface (Lapham 1989). The figudlecates that the magnitude of temperature
fluctuation decreases as the depth increases. bagh889) demonstrated that a temperature
fluctuation appears to be constant below a depthboit 35ft in a sedimentary soil beneath a
stream in New England. Also, in the warm seasdms,shallower points are warmer than the
deeper points. On the other hand, in the winteetithe warmer temperature happens at the
deeper points. It stems from the fact that thelghakr points are impacted by the ambient

atmosphere temperature more than that for the dpep#s.
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Figure 2.9: Annual temperature envelope. The annual temperature envelope consists of two curves. One
curveisconstructed by connecting the minimum temper atur e that occursduring the year at each depth at the
subsurface. The other curve is constructed by connecting the maximum temper ature that occurs during the
year at each depth at the subsurface. The collected temperature during the year are changing in the range
between the two curves.

Moreover, Lapham discussed that the monthly temperature lpsofindicate that
temperature at the depth beneath the stream ldmgsdbine stream temperature. This lag occurs
because of the low thermal diffusivity of the sated sediments. The collected data at this field
demonstration showed that the same lag occurs.h@wrs in Figure 2.10, at 4ft below the
ground surface, the highest temperature was olsgénvéuly. While at 10ft and 14ft below the
ground surface, the highest temperature observesleptember and October, respectively. It

should be noted that the heat propagates mosthughr thermal conduction in the vertical
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direction. The lag in highest temperatures thapkap at each depth is because of the conductive

component of the heat transport in the verticaation.
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Figure 2.10: Temperature lags through the subsurface. At 4ft below the ground surface, the highest
temperature was observed in July. While at 10ft and 14ft below the ground surface, the highest temperature
observed in September and October, respectively. Thislag in the vertical direction occurs due to the thermal
diffusion.

2.4.3 Effective Season

Temperature data collected at the field demonstrduat the temperature could be as low
as 10C in the saturated zone, in the coldest seaZeman’s microcosm studies (2012) on the
same field show that the biodegradation rate of UNAPL, dramatically, increases at the
temperatures in the range of °22and 36C which leads to the enhancement of natural
attenuation. Also, McCoy’s studies demonstrateddtitical temperature can be @8 Due to
this new understanding a new term, effective seasas defined related to this research. The

effective season is defined as the period of trer yleat the temperature is above@8n the
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saturated zone. The effective season, for thid &k in natural conditions, only happens from
late Septembers to the late Octobers (a month)céithe heating elements were deployed in the
site and started to work on September 27, 201Xtend the length of the effective season. The
impact of the heating elements was quick and olsvmu the closest observation wells (Figure

2.11).

The length of the effective season changes depgnajpon the distance from the heating
elements as shown in Figure 2.11. The temperatumages through time in five MLSs in the
main cross-section (see Figure 2.4) are presentts figure. The top graph shows C1 which is
immediately upgradient of the heating elements. dther four graphs belong to C2, C3, C4, and
C5 that are sequentially downgradient of the hgatiements. The gray box in each graph shows
the length of the effective season. After eight therof running the heating elements, the nearest
MLS at the downgradient of the heating elementsaépl) presents the effective season of five
months starting from mid-September and ending id-Rabruary. The length of the effective
season at nearest MLS (C2-panel c) at the upgradighe heating elements is slightly shorter
(four months). The effective season at this wedrtetl in October and ended by the end of
January (panel a). At MLS C3, 5m downgradient ef hleating elements, the observed effective
season was two months (panel c). Panels d anderrihe lengths of the effective season at 7m
and 10m downgradient of the heating elements, otispdy. The lengths of the effective season
at these monitoring wells remained unchanged atnooreth per year. The results of this figure
demonstrates that this heating elements designtédffe temperature in the field demonstration

up to 5m downgradient of the heating elements.
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Figure 2.11: Length of the effective season depending up on the position to the heating elements. The
temper atur e changes through thetimein five ML Sin the main cross-section are demonstrated in thisfigure.
Thetop graph shows C1 which is at the upgradient of the heating elements. The other four graphsbelongto
C2, C3, C4, and C5 that areat the downgradient of the heating elements. The gray box in each graph shows

the length of the effective season. (After eight months of the heating elements activation)
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To show how the effective season changes spairaliye field demonstration a contour
map of the effective seasons was created and peesem Figure 2.12. The contour map
demonstrates that at the effective season is 48 mathe background MLSs, and also, at the
wells that are 7m and 10m away from the heatingetds. It, also, shows that the growing in
the effective season ranges from 60 days to 208 dagending upon the position to the heating
elements. Overall, for the presented heating syslkesign in this paper, the ability of the heating
system to increase the length of the effective@®eaan be estimated 5m, and the coverage area

is approximately 55

2.4.4 Heating System Effects on the Subsurface Mesaement

Other way to observe the effect of the heating el@son the subsurface temperature is
by comparing the temperature contour maps at thee game of the year with heating elements
and without heating elements. This is shown in Fedu13. The left hand side column shows the
temperature isotherms prior to heating (before &aper 2012). The right hand side column
shows the isotherms at the same period of the whan the heating elements were energized
(after September 2012). As it is shown, when thegihg system was energized, temperatures at
the MLSs closer to the heating elements are sggmfiy higher than the temperatures occurred
at the same location when the heating system wadHafwever, temperature at the points 7m to
10m away from the heating elements, when the hgalyjstem was energized, was almost at the
same temperature that observed on the same locatimn the heating system was off. Also,
propagation of the heat at subsurface could beprdged in the right hand side panel by
comparing the temperature distribution in differembnths. By turning on the heating system,
the heat starts to propagate through the systeynqueckly. Graph b.1 shows that, in December,
the temperature increased up td@05m away from the heating system. The same iserga
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temperature happens up to just 3m away from théingeaystem in January (graph b.2). In
February, the affected area by the heating elemsats even less. This happens due to the
starting of the cold season at the saturated Zdneng the saturated zone’s winter, the heating
system must fight against the cold ambient air ¢fuats through the subsurface. Hence, as it can
be seen in the graphs b.4 and b.5, in March and Maytemperature at the subsurface decreased
in comparison with the previous months. Howevestiit shows higher temperature related to

the previous year that the heating elements wédre of

2.4.5 Opportunities to Enhance the Heating Systesidh

Figure 2.14 shows the power consumption and powast @f the heating system in kw-
hr/day and $/day, respectively. The power unit goneas assumed 0.10 $/kw-hr. The power
consumption increases up to 30 kw-hr/day in Aptiedo the effects of the cold ambient air
temperature on the subsurface temperature. Therpmgé during the cold season increases up
to 3 $/day. The power cost can be decreased byhgddigs prmeable isulation/leat_snk
(GPIHS) system to the heating elements and usisg #ectricity energy for the heating
elements. Adding the GPIHS layer can enhance tlagingesystem design by prohibiting the
excess heat to loss through the soil surface (asch blanket) and adsorbing the solar radiation

(black sheets or black genets).

The idea of using insulation has been shown inptlegious works in Alaska and Sub-
Antarctica to enhance the bioremediation and nhaitanuation. Dellile et al. (2004) showed a
permanent annual mean temperature enhancement dfy2@ing of plastic sheets in Sub-
Antarctica region. Furthermore, Filler et al. (2D@liscussed that the TIS design and extension

of the effective treatment season in Prudhoe B&y, hey demonstrated that for TIS design,
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Figure 2.12: Effective season contour map. The length of the effective season at the background wells are 40
days. Coverage area isthe area that the heating elements wer e effective to increase the length of the effective
season.
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Figure 2.13: Main cross-section temperature isotherms. Left hand side column: shows the temperature
isotherms before the activation of the heating elements. Right hand side column: shows the temperature
isother ms after the activation of the heating elements. The red bar in the graphs shows the location of the
heating elements
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Figure 2.14: Power consumption and power cost for the heating system.

capital cost can be reduced when using a thiclarlation layer in conjunction with increased
spacing of heating elements. Periodic active sallming with TIS has been used at this site to
extend the effective season from 2.5 to 6 monthinguhe first year of bioremediation. To
contain heat in the biopile during the cold seasom, of R-Gard insulation has been used. The
TIS system extended the length of the effectives@edy just prohibiting the heat loss through
the soil surface. On the other hand, the GPIHSayshat was tested in current paper can extend
the effective season by adsorbing the solar rashatnd prohibiting the heat loss through the soil

surface.

To test the idea of deploying the GPIHS layer, ovéimber 2012, a portion of the solil in
Foothills Campus, Colorado State University, attFoollins, CO was covered with a geo net
layer (see method section). The temperature datdnfee months of this experiment are shown
in the Figure 2.15. It can be seen that at thenb@tg of the experiment both the covered soil

and uncovered soil are at the same temperatureetwafter a while, the temperature at the
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covered soil was higher than the one at the uneolvsoil. The average temperature difference of
the two soils was 4.76. Hence, by adding the geo-net to the heating eiésn heating system

can sustain higher temperatures within the subserfa
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Figure 2.15: Testing an insulation layer. A 1m by 1m geo-net with the thickness of 2.54cm has been anchored
to the ground in Foothills Campus, Colorado State University. A continuous data logger such as the one has
been used in the refinery deployed 30cm below this mat. Also, another continuous temperature data logger
has been deployed 3m away from the geo-net at the same depth below the grade.

25 Conclusions

Data collected from December 2011 to December 20d2ates that in the absence of
heating, subsurface temperatures are in the rang®-80°C for approximately 40 days per year
at this field site. Data collected from July 20t® July 2013 indicates that with heating,
conditions can be maintained in the target rangé@to 200 months per year depending upon

proximity to the heat source. A principle challeng&eat loss to the surface in the winter.
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Firstly, data that collected from December 2011D&rember 2012, at the background
wells, demonstrated that temperature is changingdmn 9C to 2FC in the saturated zone.
Also, in the warm seasons, the shallower pointsaemgner than the deeper points. On the other
hand, in the winter time, the warmer temperatungpkas at the deeper points. Moreovbe
monthly temperature profiles indicate that temperatat the depth beneath the ground lags
behind the ambient air temperature. This lag ocbacause of the low thermal diffusivity of the

saturated sediments.

Next, a new term, effective season, was definedhasperiod of the year that the
temperature is above 4B in the saturated zone. At this site, the effecigason, in the absence
of heating, only happens from late Septembersecetid of Octobers (40 days). Data collected
from September 2012 to July 2013 indicates that Wwéating, the length of the effective season
grows in a range of 60 days to 200 days dependiag the position to the heating elements.
Moreover, the proposed heating system in this paer successful in increasing the length of

the effective season for the area of 55m

Lastly, minimum and maximum power inputs have b&grkw-hr/day and 30 kw-hr/day
occurring, respectively in October and May. Assugran energy cost of 0.10 kw-hr, this equates
to costs of 1.5 $/day to 3 $/day. An independemtearment using Geo-net layer showed that
using Gas Permeable Insulation/Heat Sink (GPIHS})esy has the potential to enhance the
ability of the heating system to sustain tempemheneath the ground surface, and, potentially
decrease the power costs. The GPIHS system prohiist excess heat to loss through the soil

surface and also adsorbs solar radiation.
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Overall, the results of this study indicate that theriod of the year that the subsurface
temperature provides suitable conditions for thighHiNAPL biodegradation is about 40 days
per year. To date data indicated that by using#ssive heating sources, the target range can be
increased between 60 days to 200 days per yeandiegeupon proximity to the heat source.
Lastly, for the future STELA heating system desjgnsing a GPIHS system is suggested to

overcome the heat loss to the surface in the wandrdecreasing the power costs.

34



3. HEAT TRANSPORT MODEL IN SUPPORT OF STELA FIELD DEMSTRATION

3.1 Synopsis

In recent years, a vision has emerged that pagbeenal strategies could enhance
natural losses of LNAPL and significantly reduce tbngevity of LNAPL. Building on this, a
small-scale field demonstration aistainableiermally enhanced NAPL atenuation (STELA)
has been initiated at a former refinery in Wyominghe overarching objective of the STELA
initiative is to develop a new technology for LNA®Ithat is more effective, faster, more
sustainable, and/or at lower cost than currentoopti A primary challenge with evaluation and
design of STELA systems is anticipating the longrtgperformance of STELA system form a
thermal prospective. Herein this challenge is byetleveloping a model, calibrated to field data,
which can be used to design a full-scale STELA s Specifically, heat transport is

evaluated by coupling MODFLOW and MT3DMS.

The overarching objective of the modeling is to desirate methods that can be
employed to evaluate and/or design full-scale STEytems. At 5m downgradient of the
heating elements, the developed model predicteda§® of the effective season in 2012. Also,
the simulation results anticipate that by keeplmg lteating system activated for three years, the
effective season will increase each year. At 5m rpadient of the heating system, model
results suggested 120 days and 150 days of eféest@ason for 2013 and 2014, respectively as
compared to 60 days in the first year. The aboityhe model to anticipate the effective season
for the next years makes the model a useful toalldsign and evaluate the future STELA

systems.
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Calibration of the model to the field data showest #xothermic reactions associated with
LNAPL losses can change the heat distribution atsystem. In addition, the simulation results
indicate that the losses at the subsurface ar®gabacre/yr. These anticipated loss rates are in
consistent with the previous numbers that were utaied by McCoy (2012) (~900-

11,000qgal/acrelyr.)

3.2 Introduction

As mentioned in Chapter 2, impacts to groundwdaderal expansion of LNAPL bodies,
and impacts to indoor air are primary concerns WiNAPLS, and natural attenuation often
deplete petroleum hydrocarbons in the subsurfamegter, this depletion occurs at slow rates.
The hypothesis that has emerged from Zeman (20iR)ies is that sustainable thermal
management strategies could enhance natural la$seSIAPL and significantly reduce the

longevity of LNAPL, by sustaining temperaturestie range of 18-3fC.

To test the hypothesis, a field demonstration wégted at a former refinery to develop
a new technology (stainabletiermally enhanced NAPL atenuation (STELA)) to enhance the
biodegradation of LNAPLs. The site is located in &yng underlain by the sandy alluvium of
the North Platte River. As described in Chaptewater level, water temperature, and water
guality data were collected through 17 multilevelmplers from November of 2011 to
September 2012. In September of 2012, a heatstgrsywas energized at the upgradient of the
sampling network to deliver heat to sustain sulag@ftemperature in an LNAPL body. The
effects of the heating elements on the subsurfacepérature were monitored using 17

multilevel sampling systems for 10 months.
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A primary challenge with evaluation and design GESA systems is anticipating the
appropriate spacing of heating elements and nagessargy inputs. Herein this challenge is
met by developing a model, calibrated to field dataich can be used to design a full-scale
STELA remedies. Specifically, heat transport isleated by coupling MODFLOW (Harbaugh

2005) and MT3DMS (Zheng et al. 2010).

The overarching objective of this paper is to destiate methods that can be employed
to evaluate and/or design full-scale STELA systeBecondary objectives include developing
methods to address temporal temperature variataingrade, and heat generated through
degradation of LNAPL. This paper is organized ifdar sections. The first section provides
background information regarding heat transfer ubssirface porous media. Second section
outlines methods employed in calibrating the maddefield data. Next, results are presented
including anticipation of long-term performance thie STELA field demonstration. Lastly,

conclusions and recommendations for additional vamekdocumented.

3.3  Background

The following section provides background inforroatiregarding heat transfer in
subsurface porous media. This includes review btstface heat transport numerical models,
solute and heat transport analogy, and MT3DMS éitiahs for the heat transport simulations.
This information is foundational to information pemted in subsequent discussions regarding

methods and results.
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3.3.1 Review of Numerical Models for Subsurface tHigansport

Due to the growing interest in subsurface heatspart (Anderson 2005), different
groundwater flow and heat transport codes (Kipp71%uess 2003, Voss and Provost 2010)
have been writteto simulate the heat transfer in the porous megiiavo et al. 2002, Birkholzer
et al. 2003, Burow et la. 2005). Since the goveynegruations for heat transport are
mathematically identical to those for solute tramsgVries 1975, Hillel 1982, de Marsily 1986,
Narasimhan 1999, Anderson 2005, Kim et al. 2005riié et al. 2006, Zheng 2009), solute
transport codes can be used for the heat transpouiations Among all of the solute transport
programs, many references report and evaluatepthiecations of MT3DMS to simulate thermal

transport phenomena in the saturated aquji&reng 2009).

Sethi and Molfetta (2007) used the MT3DMS to moaledl investigate the origin of a
thermal anomaly in the aquifer underneath a mualdandfill in the North of Italy by using the
analogy between heat and mass transport in poreds&anmHechiviéndez et al. (2010) evaluated
the utility of MT3DMS for shallow geothermal systerdny comparing the MT3DMS results with
FEFLOW (Diersch 2002) and SEAWAT (Langevin 2008hdatheir results suggest that
MT3DMS can be successfully applied to simulate gcbsource heat pump (GSHP) systems,
and likely other systems with similar temperatuaages and gradients in the saturated porous
medium. Ma and Zheng (2009) employed a cross-seatiodel of aquifer-river interactions at
the Hanford 300 Area in Washington State as thereate frame to evaluate the impact of fluid
density and viscosity in heat transport modelingcbynparing the results of MT3DMS (which
assume a constant fluid viscosity and density) aBAWAT (which can exploit variable fluid

density and viscosity).
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3.3.2 Solute and Heat Transport Analogy

3.3.2.1 Solute Transport Equation

The partial differential equation describing théefand transport of contaminants of
species k in three-dimensional, transient groundwfbw systems solved by MT3DMS as

follows (Zheng and Wang 1999):

. a(6C") ko 9\ ok "
Equation 3.1 R——5 == [9 (Dm+a§).\7€ ]— 7.(qC*) - §

Where, the dimensionless retardation factor, R beawritten as:

PpK

Equation 3.2 R=1+

In the above equationg,, [L%] is the bulk densityKX¥ [%] is the distribution coefficient
of species k¢ [—] is porosity,C* [Lﬂs] is the concentration of speciestKt] is time, DX [?] is
the molecular diffusion coefficient for speciesa{l] is the dispersivity tensog [%] is Darcy

flux of water, and %] represents fluid sources (positive) and sinks gtieg). The first term

in the right hand side is the hydrodynamic dismergerm, including pure molecular diffusion
and mechanical dispersion. The second term descabtieection and the third term represents
source and sinks. Finally, retardation factor desothe ratio between the total solute
concentration and the mobile assuming concentraioren by the distribution of the

contaminant in the fluid and solid phases.
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3.3.2.2 Fundamentals of Heat Transport Equati@uinsurface Porous Medium

Heat-flow theory in relation to groundwater systebecame of the interest since the
1960s and analytical solutions were developed sxri@ heat transport through the porous
medium (Anderson 2005). Carslaw and Jaegar (1988yatl the differential equation of heat
conduction in an isotropic solid and in a movingdmen. Stallman (1963) derived the basic
differential equation for simultaneous transfer loéat and water through the isotropic,
homogeneous, and fully saturated porous mediumdeéBreeft and Papadopulos (1965)
developed a one-dimensional analytical solution describe the vertical steady flow of
groundwater and heat through semi-confining laydd®menico and Palciauskas (1982)
presented a two-dimensional solution of heat trarispy solving the energy equation for the
simultaneous transport of water and heat in a esess8on of a ground water basin. With the
advent of numerical models, many investigatorsadrio numerical solutions of coupled ground

water and heat flow models in two and three din@ars{Anderson 2005).

Heat transfer in porous media is governed by theparate mechanisms:

1. Conduction in the solid matrix and fluid phase
2. Convection by the fluid phase
3. Heat exchange between the aqueous and solid pdapesnding on their temperature

difference.

In practice, the assumption is made that the teatyes of the solid and the fluid at any point
in space become identical almost at once; henae tlseonly one temperature in the porous

medium (de-Marsily 1986).
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All that has been said in the subject of the sdigesport can be applied to the heat transfer

in the porous media. The transport is characteliged

1. A convection phenomenon similar to advection otited and
2. A phenomenon similar to that of diffusion in porauedia:
a. Pure conduction in the two phases, solid plus digtakes the place of molecular
diffusion, while
b. The heterogeneity of the real velocity gives rsam equivalent of hydrodynamic

dispersion.

The conduction of heat in the solids was analyzgdr@urier in 1822. Fourier name is
commonly associated with the linear transport aqonatwhich have been used to describe heat
conduction. Fourier's equations are mathematicatiglogous to the diffusion equations (Fick’s
laws) as well as to Darcy’s law for the conductadriluids in porous media. An analogy can also
be drawn between Fourier's equation and Ohm’s mwe conduction of electricity. Fourier's
law states that the conductive flux of heat in anbgenous body is in the direction of and
proportional to the temperature gradient (Hillel82® Under the hypothesis of thermal
equilibrium between solid and liquid phases (Satid Molfetta 2007), the generalized Fourier’s

law becomes:
Equation 3.3 qn = —kr_pukVT

Where, g5, [g] is the thermal flux, the amount of heat conduceddss a unit cross-

sectional area in unit timeT [T] is temperature, and ky_p,x [%] is the bulk thermal

conductivity of the aquifer material which accougtithe properties of both fluid and solid
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phases. Thermal conductivity is defined as the armhofiheat transferred through a unit area in

unit time under a unit temperature gradient (Hille82).

Equation 3.4 kr—puk = Okr_fiia + (1 — O)kr_souia

Where,kr_fiyia [%] is the thermal conductivity of the fluid phase &nd,;;q [%] 5
the thermal conductivity of the solid phasd&quation 3.3is sufficient to describe the heat
conduction under the steady state conditions. Towtd for non-steady conditions we need a
second law analogous to the Fick's second law fbfigion. To obtain the second law of heat
conduction, the principle of energy conservatiothie form of continuity equation is used which

states that in the absence of any sources or sineat, the time rate of change in heat content

of a volume element of the conducting medium mgsiéthe change of flux with distance:

_ oT
Equation 3.5 PmCm Frin —Vqy

pmCrn denotes the volumetric heat capacity of the poraadium. The volumetric heat
capacity of a soil is defined as the change in heatent of a unit bulk volume of soil per unit
change in temperature (Hillel 1982). Volumetric thesgpacity can be computed as the weighted

arithmetic mean of solid rock and pore fluid (Hebkéndez et al. 2010):

Equation 3.6 PmCm = 0prCyfruia + (1- 9)pst—solid
Wherep, [L%] is the density of the solid (mass of the solidéd by the volume of the

solid), ps [Lﬂs] is fluid density, C,_so1ia [%] is the specific heat capacity of the solid,
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Co-fluia [%] Is the specific heat capacity of the fluid. Combg the Equation 3.4and

Equation 3.5the second law of heat conduction is obtained:

) oT
Equation 3.7 PmC.

mar = V. (kr—puiVT)

Equation 3.7does not consider the convection part of the traasport. Considering that
the fluid is moving by the velocity (wf[%] to calculate the rate at which heat crosses Emepa

convective term(@pscs,iqvT) of components must be added to the conduction(farslaw &

Jaegar 1959):
Equation 3.8 an = —kr—pu VT + 0p¢CrryiavT

There are controversies regarding the importanddeymal dispersion, which is caused
by velocity variation within the pore space, to théeansport. For solutes, It has been,
historically, assumed that the mechanical disparsiten dominates molecular diffusion. On the
other hand, for the heat transport, this is notcéee because heat conduction is normally much
stronger than thermal dispersion (Langevin et @9). The dominancy of heat conduction over
the heat dispersion happens since heat can be ceddthrough a saturated medium through
both the solid phase and liquid phase. For thisaeathermal dispersion is often neglected
(Chiasson 1999); however, there are still un-anseuestions about the importance of heat
dispersion in heterogeneous mediums (Anderson 28@b Ferguson 2007). To gain the
complete form of the heat flow equation, the eBeof thermal dispersion can be shown as

follows:

Equation 3.9 N = kr_puk + €. 4PfCruia
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Equation 3.8can be completed by adding the thermal dispemsifact and sinks/sources
energies dsprCp-rials). In addition, to highlight the similarity with ¢hsolute transport
equation, heat transport equation can be writtefolasvs (Thorne et al. 2006 and Langevin et

al. 2008):

Equation 3.10

(1 4 1-6 ps Cp—solid) a0 T) _r [9< k1 _puik

q
+a—)|.VT|-V.(qT)—S
0  pr Co—fruia ot ) l

005 Cop—fruia 0
L] . T\ . .
Where,q H is the Darcy flow andS H Is a heat source or sink.

Comparison oEquation 3.1andEquation 3.10reveals several important equivalences.
The storage terms on the left sides of these empstprefixed with retardation terms. The
retardation factor and the distribution factor esg@nted in the solute transport equation which is
in regard to solute sorption can be equivalentlgregsed in the heat transport equation as the
heat exchange between the solid and the watersélate transport, retardation is caused by
adsorption of solutes by the aquifer matrix matekhile, with the heat transport, retardation is
caused by heat transfer between the fluid and sejudfer matrix and is given as the ratio of the
volumetric heat capacity of the porous medium (tpkease) and the volumetric heat capacity of

the water (mobile phase):

C 1-80 ps Cpsour
Equation 3.11 R, = —Pmem 14 Ps Cp-solia
005 Cp-fiuia 0 pr Cofruia

Thermal retardation factor reflects the fact thagrgy travels through both fluid-filled

pores and the rock fabric, and is therefore rethreétive to the fluid velocities (Shook 2001).
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MT3DMS can be used to represent thermal retarddmyocalculating the distribution coefficient
for the temperature species as a function of thkepraperties. The distribution coefficient is
expressed as the ratio between the specific hgaicitg of the solids and the volumetric heat

capacity of the water:

Co_onii
Equation 3.12 KT _ _“P-solid
PrCp-fluid

The new distribution coefficient for heat transprtimplemented in MT3DMS in the
chemical reaction package. The type of sorptiontrbasset to a linear isotherm in order to keep
the temperature exchange rate between the solithendater constant independently of changes

in temperature (Heckh¥léndez et al. 2010).

Moreover, inspection of th&quation 1and Equation 10demonstrates that the heat
conduction is mathematically equivalent to the roolar solute diffusion. To represent the heat
conduction with MT3DMS, the thermal diffusivity fadhe temperature species is calculated as
follows:

kT—bulk

Equation 3.13 DI = ———
1 ™ 0pCp_fiuia

It should be noted that, the thermal diffusivity 6 the order of 18 to 10° cnf/s,
whereas the molecular diffusion is of the ordel®f cnf/s. The larger values for conduction of

heat arise partly because heat is transferredghrthe solid as well as the fluid.
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3.3.3 MT3DMS limitations for the heat transport siation

The intrinsic assumption of MT3DMS is that soluncentrations are sufficiently small
so that their effects on the fluid density are mgglgle. Thus, the use of MT3DMS for the heat
transport modeling is based on the assumptionttiegathanges in the fluid density and viscosity
induced by the temperature variations are neghkgiBheng 2009). However, temperature has an
influence on several physical parameters such @asitgeand viscosity of the water. Temperature

can introduce limitations in two main ways:

The hydraulic conductivity depends on density arstosity of water which are both

temperature dependent (Anderson 2005):

Equation3.14 K =kg 5

Where, k[L?] is the intrinsic permeability of the soily [tiz] is the gravitational

accelerationp [L%] Is density, andu [%] IS viscosity.

Thus, the first limitation stems from the fact tila¢ temperature variation affects water
viscosity and density which effect hydraulic contility. However, temperature variations in
the shallow subsurface are commonly small, so sitionl errors produced from using constant

viscosity and density often are small and accept@tdechtMéndez et al. 2010).

Temperature variations can also promote free cdioreof fluids. The second term on
the right hand side of tHequation 3.1Qrepresents the transport of heat by flowing grovater,
a process known as advection or convection. Freeemtion refers to the heat which transfers in

response to flow driven by temperature-induced itiertifferences, while forced convection
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refers to the heat which transfers by the flow elniby any other mechanism. Free convection is
thought to occur in areas of high heat flow suchea spreading centers in the ocean but rarely
in sedimentary basins. The potential for free cetiva is often investigated by using the
dimensionless Rayleigh number, which is deriveccbysidering the ratio of buoyant forces to
viscos forces. The potential for forced convectmperturb the geothermal gradient is quantified

by dimensionless Peclet number (the ratio of cotimedo conduction) (Anderson 2005).

Typically, hydrogeological studies assume thatvieation of density and viscosity due
to temperature is negligible. Under such circunmstan small thermal gradients in the aquifer
can allow for the decoupling of the flow and heansport equations. However, in some cases
that include strong thermal variations, temperapleg/s an important role in the groundwater
flow system (Ma and Zheng 2009), in instance, endases of the leachate plumes from landfills

or tracer tests, variable density effects shoulddresidered (Simmons 2005).

Thus a question arises that under which conditibaseffects of temperature on the fluid
density and viscosity can be neglected. Severaliefuhave been carried out to evaluate the
effects of temperature variations on the MT3DMS wdations comparing with the SEAWAT.
The SEAWAT computer program is a coupled versioM@DFLOW and MT3DMS which

designed to simulate the variable density groungemfiow and transport (Langevin 2009).

Ma and Zheng (2010) compared the MT3DMS and SEAW®sLIts under the complex
field conditions at the Hanford 300A site. Theyridiad that MT3DMS and SEAWAT results
are nearly identical which indicates that the afeaf fluid density and viscosity are negligible.
They simulate the Hanford 300A site under differsogénarios to find the conditions that the

density and viscosity variations due to temperauamgation are negligible. This study indicated
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that the MT3DMS code can be used for heat transpmteling under the assumption of
constant fluid density and viscosity when the maximtemperature difference across the flow

domain is within 18C (Ma and Zheng 2010).

The thermal energy that introduces to the STELAdfi@emonstration via the heating
elements produces temperature variations lessltfghacross the domain. Hence, variations in
fluid density and viscosity variations are not estpd to influence the groundwater flow, and the
velocity distribution calculated by MODFLOW can bsed with MT3DMS to simulate the heat

transport.

The advantages of using MT3DMS over SEAWAT are gmé=d in Ma and Zheng
(2010) study. They demonstrated that the computatiome for MT3DMS is more than 30%
less than for SEAWAT considering variable densityd aviscosity, when the maximum
temperature difference across the flow domain thinild’C. When the maximum temperature
difference increases to 45, the SEAWAT simulation time increases signifidarib 225.1%
over that required by MT3DMS. Thus, the use of MM8®is computationally efficient for heat

transport modeling.

Moreover, a major advantage of using MT3DMS fortheansport simulation is that it
integrates five different advection solver methaabich are suitable for solving problems in a
broad range of hydrogeological and transport camust It also allows the user to flexibly enter
crucial transport parameters such as diffusivitg dispersivity in form of arrays. Last but not
least, as an open source code, it can be modgended, and adjusted to specific modeling

requirements and individual application cases (itt&bindez et al. 2010).
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34  Methods

The following section outlines methods employectatibrating the model to field data
and application of the model to anticipate longrgyerformance of the STELA systems. The
first section provides the field description. InetBecond section, a brief description of the
hydrogeology is presented. The third section presenhe method for calculation of heat
generated through degradation of LNAPL. The fogehtion describes the model setup and the
boundaries that were used in the solute and haasgort model. The last section outlines the
statistical analyses that were used to quantifyeffects of degradation of LNAPLs on the heat

transport in the subsurface.

3.4.1 Field/Site Description

In November 2011, a field demonstration of the SAEWas initiated at a former
refinery, located adjacent to the North Platte RimeWyoming. Seventeen multilevel samplers,
such as what described by Cherry (1983) and ChammdrParker (2004), were employed in a
15m (50ft) by 15m (50ft) area to determine the aonhant distribution in the aquifer. The depth
that each multilevel sampler is monitoring is 4.2mft) which allows for depth discrete gas
(CO;,, CHy) and water sampling with a total of six ports;ethiigas sampling in the vadose zone,
at the depths of 1.4m (4ft), 1.8m (6ft), and 2.4ft)(below the ground surface (bgs), and three
groundwater sampling ports in the saturated zontheadepths of 3m (10ft), 3.6m (12ft), and
4.2m (14ft) bgs. To evaluate the temperature chegpatially and seasonally, six thermocouples
were attached to each multilevel sampler right rtexeach of the sample ports. the current
configuration of the former refinery and the looatiof STELA demonstration are shown in

Figure 3.1.
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Figure 3.1: Google Earth photo. Top: Current Configuration of therefinery. Bottom: Field Demonstration
(Beforeinstallation of the heating elements).
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In August 2012, ten heating elements were instadliethg the upgradient edge of the
MLS system. Each heating system had a maximum gmepgt of 200W. The heating elements
were distributed in a “Vee” due to the variationghe ground water flow direction. The heating
elements are 1m (~3ft) apart. Each heating elendists of a 6m (~20ft) of 16.4w/m (~5w/ft).
Arctic submersible heat trace wires (du Alaska fpocated) wrapped around a 7.62cm
(3inches) screen PVC pipe. The heating elementsrcb®2cm (~6ft) of the saturated zone (8-
14ft). Heating elements were energized in Septer2d#2. Figure 3.2lemonstrates the STELA
field demonstration layout consisting of both treating elements and the multilevel samplers.

The project time-line is shown in Figure 3.3.
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Figure 3.2: STELA field demonstration. In November 2011, seventeen multilevel samplers were installed to

monitor the pilot. In September 2012, 10 heating elements employed in two orthogonal lines to deliver heat to
the system. The pilot area is 50ft by 50ft.
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Figure 3.3: STELA Installation and monitoring timeline.
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3.4.2 Hydrogeology

During the project, fluctuations in the groundwaflew direction were observed. They are
attributed to the seasonal changes and remediaiti@st that were going on at the site. The
groundwater directions varied from the north-naateand to the northwest (see Figure 2.7).
Furthermore, water level was at 3m (9ft) below gineund surface with a seasonal variation of
50cm (1.6ft). Figure 3.4 presents the represemairoundwater contour map based on the water
level data collected in November 2012. For the psepof the modeling, the water table was
considered at 3m (9ft) below the ground surface #ral groundwater flow direction was

considered to the North. Soils generally grade fsiity to coarse-sand with depth. Figure 3.5

shows the observed soil types in a 3D frame.
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Figure 3.5: Field demonstration reference frame with observed soils.

3.4.3 Natural LNAPL loss rate and energy productiorrelation

Recent studies by McCoy (2012) suggested that #taral LNAPL losses are heat
generating. However, there are controversies oweramount of natural losses at different
environments. McCoy studies estimated that therabttNAPL loss rates range from 800 to
12,000 gal/acre/yr based on data collected fromfield sites. Estimates of natural losses of
LNAPL reported in current paper and the correspogdhermal energies are calculated using
the assumption of benzenegkg) as the characteristic stoichiometric compositdrNAPL,
and an assumed LNAPL density of 0.8 g/ml. Amod €@05) illustrated that the mineralization

of the LNAPL is a complex process; however, for simaplicity and practicality, the following
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equation has been considered as a conceptual tizadom of the benzene assuming that all the

benzene is converted to the £and HO, ultimately:

kcal
mole

Using the stoichiometry and considering the abos&umptions, corresponding energy
releases of the LNAPL mineralization can be esttiaOne of the objectives of this paper is to
verify the effects of the natural LNAPL losses be subsurface temperature, and to provide an
estimation of the natural LNAPL loss rates thatusscat the refinery. To do so, five different
scenarios were simulated using the MT3DMS codesh Baenario considers different LNAPL
loss rate occurs at the subsurface. These LNARLrates are as follows: No LNAPL loss rate,
5,000, 7,500, 10,000, and 12,000gal/acre/yr. Tmeesponding energy releases of each scenario
was calculated and shown in Table 3.1. The diffegsrof each scenario and the verification of
the best match to the model were quantified bygitie statistical methods presented in the next

section.

Table 3.1: LNAPL lossrates and corresponding energy releases for each scenario

Energy Release
Scenario LNAPL loss rate (KJ/yr in the
(gal/acre/yr) field
demonstration)
1 0 0
2 5,000 2.80E+07
3 7,500 4.20E+07
4 10,000 5.60E+07
5 12,000 6.70E+07
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3.4.4 Model Setup

A 3-dimensional domain consists of 56 columns, &&s; and 20 layers was used to
simulate the heat transport at the subsurfaceouplmng the MT3DMS and MODFLOW code.
The plan view of the gridding is shown in Figuré.3The columns width and rows length are
150cm (5ft), and layers thicknesses are 30cm (Hbwever, the width and length of the 50
central cells were tighten to 30cm (1ft) to evadutiite temperature variations more accurately at

the field demonstration area.

The simulation was done for 1460 Days (four yeaastiag from January°12011 to
December 30 2014) with time steps of 1 day. The model goth® équilibrium by using back
ground conditions in the first year, then getslralied using continuous and non-continuous
measured temperature in the second year, andfiaallicipates temperature trends for the

following two years.

The next two subsections describe the groundwabsy &ind heat transport models

including the modeled domains and boundary conuitio
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Figure 3.6: Model gridding plan view.

3.4.4.1 Groundwater Flow Model Y

Groundwater flow was simulated using MODFLOW coddéne groundwater flows
toward the north and is considered orthogonal & dblumns at the seepage velocity of 0.3
m/day (1ft/day). This number is based on best alkél estimate of hydraulic conductivity,
porosity, and hydraulic gradients. To establishuh#gorm velocity of 0.3 m/day, the South and

North boundaries prescribed as constant-head boesdand arbitrary head values were
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assigned to these cells. Also, the West and Easnhdasies considered as the No-Flow
boundaries. Furthermore, the top and bottom bougglavere assumed as the No-Flow
boundaries. Figure 3.3hows the plan view and a typical cross-sectiothefdesigned model

and the associated boundaries.

The input parameters for the flow model are presgm the Table 3.2. The porosity of
the aquifer was chosen 0.3, which is a typical nemmfior quartz deposits. To represent the
unsaturated zone in the simulation; the hydrawedeictivity at the 9 top rows was set at very
low number (1G%t/day). Hence, this zone is practically impermeaahd no flow occurs (the
advective term of heat transfer will be zero) Hoamr\wdue to the diffusivity coefficients, heat

flow can happen by diffusion.

Table 3.2: Input parametersfor the groundwater flow model (M ODFL OW)

ID Parameter Symbol Unit Unsaturated | - Saturated
zone zone
Hydraulic Conductivity
1 K 1.E- .
(Horizontal) X m/day 30 0.9
Hydraulic Conductivity
2 K 1.E- .
(Vertical) z m/day 30 0.9
3 Porosity 0 - 0.3
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Figure 3.7 MODFLOW boundary conditions. Top: Plan view of the domain with the flow boundary
conditions. Bottom: Cross-section of the domain with the flow boundary condition. Arbitrary constant heads
at the boundaries was chosen to establish the velocity of 1 ft/day.
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3.44.2 Heat Transport Model

The Heat transport was simulated using MT3DMS céde.the heat transfer model, the
South boundary was prescribed by the specified-¢eatpre at a daily interval and was defined
by the measured temperatures in the wells C1 andTA& North boundary also treated as the
specified-temperature at a daily interval and welndd by the measured temperature in Wells
A3 and C5. Also, the West and East boundaries asdwas the No-Flow boundary. In addition,
the top boundary was prescribed by specified-teatpex at a daily interval to represent the
surface soil temperature by using ambient air teatpee from Casper, Wyoming. Figure 3.9
shows the ambient air temperature changes. Morgtheebottom layer boundary was defined as
the constant temperature boundary, set ¥£1Figure 3.8 presents the plan view and a typical
cross-section of the heat transfer model domaih thi¢ regarded boundary conditions. Based on
McCoy (2012), at depths below 6m (20ft), the temapee is not affected by the seasonal

changes and it remains constant &C1ZMcCoy 2012)

It should be noted that the collected ambient amgerature data for the period of
January 1 2011 to December 82012 and the temperature data that were measutied @ells
for the period of November 2011 to December 2018wesed to approximate the top boundary
temperature for the period of the Januafy2013 to December 32014 and the sides boundary
conditions, respectively. Analysis of three yeammperature data records of Casper ambient air
temperature from January' 2010 to April 3§ 2013 revealed a very similar annual pattern in

the ambient air temperature.

The input parameters for the heat transport modellisted in Table 3.3Referred to

Langevin (2008), the water and soil density are01K§/m® and 2700 Kg/rfy respectively, and
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the heat capacity is 4186 J/(Kg K) and 710 J/(Kg n€spectively. Hillel (1982) and de Vries
(1975) specified the thermal conductivity of theadm is 8.8 W/(m K) and the thermal
conductivity of water is 0.58 W/(m K). By employirthese numbers ikquation 3.12and

Equation 3.13 thermal distribution coefficient and thermal d#fvity were calculated as

0.00017n¥Kg and 0.27rf/day, respectively.

Table 3.3: Input parametersfor the heat transport model (M T3DM S)

ID Parameter Symbol Unit Values
1 Water Density [of" Kg/m?> 1000
2 Soil Density (Quartz) Ds Kg/m?> 2700
3 Bulk Density Pb Kg/ft? 1900

Specific Heat capacity of

4 Soil (Quartz) G J/Ke/K 710
s | ectenamne | o | x| s
6 Con':jllljlc(':clilirjcsr(n\/qvaalter) Krfuia | W/m/K 0.58
7 Soil Therailaiﬁzr;ductivity Krwis | W/m/K 538
8 | Bulk Thermal Conductivity | Krpux | W/m/K 3.94
9 Thermal Diffusivity D' | m?/day 0.27
10 Thermal Distribution <, mg/Kg 0.00017

Factor

Ten heating elements have been employed in themyat 6 layers orthogonal to the
groundwater flow. The heating elements prescribedha specified temperature boundaries at
the constant temperature of°80 As mentioned above, the heating elements aaddcat the
depth of 2.7m (~9ft) to 4.2m (~14ft) below the gradad are thermostatically controlled at

30°C. Thus, at the upgradient of the domain, at eagérlfrom 2.7m to 4.2m below the grade, 10
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cells were assigned as the heating elements, aescriized as the specified temperature
boundary with the constant temperature ofG30 The heating elements energized since

September 27 2012.

The simulation was done for five different scensrithe basic scenario considering that
LNAPL losses do not generate heat at a signifibawvel that affect the system. The other four
scenarios represent the effects of exothermic abiuNAPL losses on the system. Model
simulates four different scenarios; LNAPL loss satef 5,000, 7,500, 10,000, and
12,000gal/acre-yr. Soil core collection at the sitewed that the LNAPL zone (the area with the
TPH of a 1,000mg/L and higher) is 1.2m (4ft) tom.Q13ft) below the ground surface. To
introduce the exothermic LNAPL losses to the systirm cells at the layers of 4ft to 13ft below
the grade were associated as the heat sourcesirgy the new source and sink term for heat
transport in MT3DMS in the sink & Source Mixing Rage. As explained in HecMéndez et

al., 2010, the type of source set to a mass-loastnigce (ITYPEO=15).
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Figure 3.8: MT3DM S boundary conditions. Top: Plan view of the domain with the temperature boundaries.
The South boundary was prescribed by the specified-temperature at a daily interval and was interpolated by
the measured temperatures in the wells C1 and Al. The North boundary also treated as the specified-
temperature at a daily interval and was interpolated by the measured temperature in Wells A3 and C5.
Bottom: Cross-section of the domain with temperature boundaries. The top boundary is prescribed by
specified temperature using the ambient air temperature at the site. Following McCoy (2012), the bottom
temperature boundary isfixed at 12°C.
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Figure 3.9: Casper ambient air temperature. The top boundary was prescribed by specified-temperature at a
daily interval to represent the surface soil temperature by using Casper ambient air temperature.

3.4.5 Quantifying the effects of exothermic biodetsation

Two statistical analyses were used to quantifydifferences between the simulations
with different LNAPL loss rates. These are the N8sitcliffe efficiency (NSE), and root mean
square error (RMSE)-observations standard deviatito (RSR). These methods are described

in the following sections.

3.45.1 Nash-Sutcliffe efficiency (NSE)

The Nash-Sutcliffe efficiency (NSE) analysis or theethod of efficiency, which

described by Loague and Green (1991) is a nornuhktatistics that determines the relative
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magnitude of the residual variance compared tortbasured data variance (Moriasi et al. 2007).

NSE is computed as shownHuguation 3.16

n (Y,obs_ylsim)z
Equation 3.16 NSE = 1 — =2&=1\ ¢ i

I, (17— mean)’

where Y% is theith observation for the constituent being evaluatéd” is theith
simulated value for the constituent being evaluat@&*" is the mean of the observed data for
the constituent being evaluated, and n is the tatalber of observations. NSE ranges between -
o and 1.0, with NSE=1 being the optimal value. Teefgrmance rating for NSE is provided in

Table 3.2

3.45.2 RMSE-observations standard deviation (&BR)

Root mean square error (RMSE) is one of the comynoseéd error index statistics. It is
commonly accepted that the lower the RMSE the bette model performance. RSR
standardizes RMSE using the observations standan@ttbn. RSR is calculated as the ratio of

the RMSE and the standard deviation of the measiata] as shown in tliequation 3.17

o \2
RMSE \/ X (Y00 —yvm)

STDEVobs \/Z?zl(Y'iObs _ Ymean)z

Equation 3.17 RSR =

RSR varies from the optimal value of 0, which irades zero RMSE or residual variation
and therefore perfect model simulation, to largsitpe values. The lower the RSR value, the
lower the RMSE value, and the better the model kitimn performance (Moriasi et al. 2007).

The performance rating of RSR is provided in T&bke
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Table 3.4: General performanceratingsfor statistics(Morias et al. 2007)

Performance Statistical Methods
Rating NSE RSR
Very Good 0.75-1 0-0.5
Good 0.65-0.75 0.5-0.6
Satisfactory 0.5-0.65 0.6-0.7
Unsatisfactory 0-0.5 0.7-1

35 Results

This section consists of three subsections. Thst §ub section evaluates the LNAPL
losses effects on the subsurface heat flow. Thensesub section addresses the temporal
temperature variations at the grade. Finally, thst Isub section anticipates the long-term

performance of the STELA field demonstration.

3.5.1 Evaluation of the LNAPL Losses and Relatefg@dE$ on the Subsurface Temperature

To show the degree of significance of exothermicdAB\ loss rates on the heat flow at
the subsurface, the model was calibrated to tHd @lata and simulations were conducted for
five different scenarios. The first scenario asssintfeat the LNAPL losses do not affect
subsurface temperature significantly. In the ofleer scenarios, LNAPL losses were assumed
to be 5,000, 7,500, 10,000, and 12,000gal/acréhe.model was calibrated with respect to each

of these loss rates.

Estimation of the amount of LNAPL loss rates at gie were done by using the
statistical analysis methods that were describeeyigusly. The NSE and RSR values were

calculated based on the model simulation results @served temperatures for all the five
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scenarios. The NSE and RSR values for each soeware compared together to find the best
fitting of the simulation results and the obserteaperatures. The LNAPL loss rate contributed
to the scenario with the best NSE and RSR valuechasen as the estimation of the amount of

LNAPL loss rates at the site.

Statistical results are shown in Figure 3.Goaph a.shows the results of NSE analysis.
As mentioned in the previous sections, the higherNSE number the better model fits to the
observations, and the NSE numbers above 0.75 (ddst® shows the favorable match of the
simulation results and the observations. It co@d®en in the graph that the NSE number for the
scenario that consider no losses at the subsuaf@cbelow the satisfactory level (NSE number
for this scenario is 0.64); however, for the scmzarconsidering 5,000gal/acre/yr. and
7,500gal/acrelyr., the NSE numbers are above N&E (humbers of 0.80 and 0.81, respectively.
Graph b.shows the results of the RSR analysis for fivéedgéint scenarios. The lower the RSR
numbers the better the model fits to the obsermatidhe RSR values below 0.5 (dashed line)
shows the favorable fitting of the simulation resub the field data. The same interpretation that
achieved from NSE analysis can be seen from the R@Rbers. The RSR number in the
scenario with no LNAPL losses is above the threglvahich means that the results are in the
unsatisfactory range (The RSR value is 0.65). Gndther hand, the RSR numbers for the
scenarios considering 5,000gal/acre/yr. and 7,900ge/yr. are below 0.5 and satisfy the RSR
analysis criteria (RSR values of 0.45 and 0.44peedvely). Again, considering 5,000
gal/acre/yr. and 7,500gal/acre/yr. LNAPL losseshat site shows a better match of the model

results to the field data.

Thus, the calibration to the field data and modetusations demonstrated that the

LNAPL losses at the subsurface can change thedigabution at the system and can affect the
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system design. In addition, comparison of foureteéght scenarios with different LNAPL loss
rates estimates that the losses at the subsurf@ceénagppen at the rates in the range of
5,000qgal/acre/yr. to 10,000gal/acre/yr. These guatied loss rates are in consistent with the

previous numbers that were measured by McCoy (2013)12 (~800-12,000gal/acrel/yr.)
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Figure 3.10: Summary of the statistical quantifications (a) NSE. The higher the NSE number, the better the
model fits. The NSE numbers above the dashed line shows the favorable match of the simulation results and
the observations. (b) RSR. The lower the RSR number, the better the model fits. The RSR number s below the
dashed line shows the favorable match of the simulation results and the observations.

70



3.5.2 Addressing of temporal temperature variations

Figure 3.11graphically, compares the simulation temperatureaas and the observed
temperature contours at the main cross-sectionctivaists of the following wells: C1, C2, C3,
C4, and C5. The figures on the left hand side dextnate the observation isotherms and the ones
on the right hand side show the simulation isotlserithe simulation results belong to the
scenario considering 7,500gal/acre/yr. LNAPL lcsgs. To address how the seasonal changes
affect the heat flow, temperature contours wereutated and demonstrated at five different
months of the year. In additio@raphs d.1, d.2, e.1, and2eshow the temperature contours at
the period of the year that the heating element® wetivated. These graphs address the ability
of the model to demonstrate the effects of theihgatlements on the heating distribution

through the subsurface porous medium.
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Figure 3.11: Comparison of observed temperature contours and simulation temperature contours. MT3DM S
simulation results were chosen at five different times to characterize the seasonal change effects on the heat
flow.
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Graph a.landa.2 show the temperature isotherms in the Februargtémi. It can be
seen that due to the cold ambient air temperatiieecoldest temperature occurs at the shallower
depths, while deeper points show higher tempersaituinereasing in subsurface temperature can
be seen through the spring and summer, May and giugspectively. In addition, it can be seen
that the higher temperatures occur at the shallosegths due to the higher ambient air
temperatures in compare with the winter. The teaipee isotherms iGraphs a.1, a.2, b.1, b.2,
c.1, and c.2demonstrate the successful calibration of the msitielilations to the field data. As
it can be seen in these graphs, although temper&uwarying through the depth, it is almost

constant at the same depths and alongside the seoten.

Graphs d.1, d.2, e.1, and ea2ldress the ability of the model to show the ¢ftdécthe
heating elements on the subsurface system. In tirapds, the temperature changes can be seen
on both of the vertical and horizontal directiofibe reason of temperature changes alongside
the cross-section includes both the groundwatezdiotal movement (advection component of
the heat transport) and the diffusion of the hkeedugh the porous medium and the soil grains.
However, the vertical changes in the temperatungpéia mostly because of the diffusion.
Graphs d.1 and d.2how the temperature isotherms in November 2012hmMs two months
after the heat was introduced to the system. A&sintbe seen in the figures, the heat started to
propagate through the system. The field data shbetsthe temperature can be sustain above
18°C up to 4.5m downgradient of the heating elemeFite. simulation anticipated that the heat
can be sustained above’C8up to 6m downgradient of the heating eleme@taphs e.1 and e.2
show the temperature isotherms in March 2013, &ft@onths that the heating elements started
to introduce heat to the system. Compargrgphs e.l and e.2vith graphs d.1 and d.2

demonstrate that the margins of heat propagatiom tduthe heating elements have been
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shortened. The shortening in the heat propaganoni@ver temperatures in March in compare
with the November temperature is due to the coldiam air temperature. The model was
successful to show the shortening in the heat gagpan margins; however, the simulation

results anticipate higher temperatures than the fiata.

3.5.3 Anticipation the long-term performance of 81EELA field demonstration

The overarching objective of the STELA is to desigpilot that extends the period of the
year that temperature at the saturated zone iseab®@. The period of the year that temperature
is above 18C was called “effective season”. Toglesi successful heating system to sustain the
temperature in a target range, anticipating thg-k@mm performance of the heating system is an
important challenge. To predict the long-term tha&r conditions, the model was simulated for
four years, from January 2011 to December 2014. Mloelel gets calibrated by using the
observation temperature data from November 20Mayp 2013. Then, the calibrated model was

used to predict the temperature variations fompereod of April 2013 to December 2014.

The simulated temperature variations and the obdetemperature changes for the period of
January 2011 to December 2014 are shown in Figur2 Jhis data belongs to Well C3, 5m
downgradient of the heating elements, at the dept¥ft bgs. The effective season are shown
by gray shaded boxes in this figure. The black liren the MT3DMS simulation can be
compared directly with the dashed line from the enbations. Overall, there is a striking
similarity between the MT3DMS results and the obagon data. The observed temperatures
show 60 days of effective season in 2012, stame@®gctober to the end of November. The
calibrated model successfully demonstrated the gaemed of the year, as the effective season.

The simulation results, also, predicted 120 daysfiactive season, July to November, in 2013,
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and 150 daysf effective season, July to December, in 2(Thus, a growing in the length of t
effective season is shown by I3DMS results. The increasing in the length of tffeative
season stems from the accumule of the heat by keeping the heating elements aetiv&dr
several years. The ability ¢tiis mode to predict the long-termerformance of STEL makes

this model a useful method f&TELA full-scale design and evaluation.
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Figure 3.12: MT3DMS simulation results at Well C3-14ft bgs (Prediction of the effective season). The
simulation results were calibrated to observed temperature in 2012. At 5m downgradient of the heating

elements, the simulation results predict an effective season of 120 days and 150 days in 2013 and 2014,
respectively.

75



3.6 Conclusions

In this paper a heat transport model was develmpectoupling the MODFLOW and
MT3DMS to support the STELA field demonstration ides The model provides a tool to
evaluate and/or design full-scale STELA systemsredwer, it addresses temporal temperature
variations at grade. Furthermore, the model evatudhe effects of the heat that generated
through degradation of LNAPL on the heat transportthe subsurface. Lastly, the model

anticipates long-term performance of the STELAdfidemonstration.

The observed data from the field demonstration vesrsistent with the output of the
heat transfer model. Both the model results and filata shows the similar heat propagation
pathway due to the heat that introduced to theesystia the heating elements. However, the
model simulation overestimates the distance that ¢&@n propagate through the subsurface. This
could be because of the divergences in the groutedvitaw due to the background pumping and

drainages on the site.

Moreover, five different scenarios were simulatedctarify the effect of the LNAPL
degradation on the heat flow through the systene $tatistical analysis on the MT3DMS
simulations shows that the LNAPL losses at the wd@se can change the heat distribution at
the system. In addition, comparison of these sot@mnahows that the losses at the subsurface are
in the range of 5,000 to 10,000gal/acre/yr. Thed&ipated loss rates are in consistent with the

previous numbers that were calculated by McCoy 82212012 (~900-11,000gal/acrel/yr.)

Lastly, the developed model, accurately, predidd®ddays of the effective season in
2012. Also, the simulation results anticipate thgtkeeping the heating system activated for
three years, the effective season will increasé gaar. Model results suggested 120 days and
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150 days of effective season for 2013 and 201$¢ectsrely as compared to 60 days in the first
year. The ability of the model to anticipate théeetive season for the next years makes the
model a useful tool to design and evaluate therduBTELA systems. Taking advantage of the
developed model to design a full-scale STELA fidemonstration as a remedy strategy is the

purpose of the future works.
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4. CONCEPTUAL DESIGN AND COSTS FOR A 1-HECTARE STELASTEM

41  Introduction

This section presents a conceptual STELA desige.pitipose is to explore the cost of a
STELA system at a 1-hectare site in a former refine Wyoming. The conceptual site is a
100m by 100m square with depth of 5m. The objeativihe STELA design is to accelerate the

LNAPL depletion. Table 4.1summarizes the conceptitalcharacteristics and designs.

The cost of a remedial technology is one of the Kkagtors in determining its
applicability. The remedial technology’s cost vexshe benefits that it provides will often be a
deciding factor in its implementation. The objeeswvof this section are to provide information
on the factors that derive the economics of STElétesns, to provide information that can be
used to develop site-specific cost estimates, artdvide a range of cost that can be expected

for this technology.

Cost analysis methods follow Simpkin et al. (1998jst of all, a general discussion of
the components contributing to STELA remediatiostesn costs is presented. Next, a summary
of the costs and options to reduce the costs atessked. Next, a range of the costs normalized
to volume of soil treated, volume of LNAPL removeahd area treated is presented. Lastly,

estimated costs for STELA are compared to cosptioer LNAPL remediation technologies.
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Table 4.1: Site characteristics and system designsfor base case.

Site Characteristics

Type of Site A former refinery located along the North Platte
River, Wyoming. The refinery processed crude oil
from local sources into gasoline and diesel. The
refinery was decommissioning in the mid 1990’s.

Contaminants Weathered gasoline and diesel

Size of Target Area 1 hectare (approximately 2.5 acres), Square-shaped
plot, 100m by 100m.

Hydrogeological Setting  Silt to sand deposit, depth to the groundwater is
approximately 3m (9ft).

Target Depth LNAPL presents from 1m (~3 ft) to 4m (~12 ft) below
the ground surface (bgs). Amount of LNAPL in place
is 50,000gal/acre (470000 L/hectare)

System Design
Objective Near complete depletion of LNAPL

Heating Elements 10 trenches including the heating elements with the
length of 100m. The trenches are 10m apart from
each other. The heating elements will be employed
at the water table.

Energy Source Line Power will deliver up to 20,000 watts of energy.

4.2  Cost components

The following sections present the basis for kest components.

4.2.1 Site characterization
Site characterization often will be needed priortlte full-scale implementation of a
remedial system. The cost for the site charact@énizavill depend on the amount of information

previously obtained and the design requirement® ifformation that is needed for the site
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characterization includes type of site, contamisasize of target area, hydrogeological setting,

and target depth.

This site has been relatively well characterized tiuthe STELA field demonstration
and other remedial methods that are going on. Aait soil borings and monitoring wells will
be installed to resolve trenching depth. Soil s@&spind LNAPL will be collected for laboratory

testing from these samples.

4.2.2 Laboratory testing

Site specific laboratory testing must be condudiedselect, design, and evaluate a
STELA system. The temperature target range foSthELA purposes will be achieved through
the microcosm studies. The optimal temperatutésspecific and depends on the indigenous
microbial community present. For this hypothetiedample, the optimal temperature for

biodegradation of LNAPL has already been determbraskd on Zeman’s (2012).

4.2.3 Numerical Simulations

Numerical simulations can be helpful in evaluatthg potential removal capacity of a
full-scale design, in designing a field demonstmnatiand in designing the full-scale system. The
model will be used to aid in the design of the eysby providing the timing that need for the
system to get to highest performance, the typehefheating elements, the heating elements

distribution, and the required energy for the hrepiystem.

For the purpose of this example, a 3-D model vellused to simulate the performance of
the STELA system. MODFLOW will be used to model greundwater flow. MODFLOW via

coupling with MT3DMS will be used to model the hdeansport at the subsurface porous

80



medium. The cost for the running the simulation eladcludes cost of the software, operator

time, and computer time.

4.2.4 Field demonstration

Field demonstrations are a necessary componeriteoSTELA systems. The costs for
field demonstration can be substantial, partly beeaof the need to collect sufficient
performance data to verify the effectiveness ofdhgtem. For this hypothetical site, the field
demonstration was described in Chapter 2. Brigfg, field demonstration includes seventeen
multilevel samplers. Each multilevel sampler cotssif six ports. Three of the ports are in the
vadose zone, while three ports are at the satumied. Water samples and gas samples were
collected through these ports. Also, a thermocoujlg attached to each port for the temperature
measurements. Furthermore, water levels were meghshrough the multi-level samplers. In
addition, before installing the multilevel samplessil cores were collected from all of the wells
to determine the baseline contaminant concentrstida deliver heat to the system, 10 heating
elements were deployed in two perpendicular lilseeh heating element is able to deliver up to

200W of energy to the system.

4.2.5 Facility design
It is assumed for this example that the objectizéhe STELA system is near complete

LNAPL depletion.

When the field demonstration is complete and dateeibeen evaluated, the full-scale system
can be designed. The type of design required \eftlethd on the complexity of the system, the

requirements of the site owner, and the contraatelationship between the owner, designer,
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constructor, and operator. Under the traditiongirapch, the design will typically be performed

in several phases. The following are three comnesigeh phases:

1. Conceptual or preliminary design (15% design oestdtic design)
2. Design Development (30% and 60% design)

3. Construction document preparation (100% design)

The design costs will depend on the complexity type of design required, for typical civil
construction projects, the design may run 6 to 20%he total construction cost. (Simpkin et al.,

1998)

4.2.6 Construction

Numerous components make up a project’s constructiccapital costs. These components
will be project-specific. For STELA projects, theyill be the multilevel sampling systems,
trenching for heating elements, heating elemenstalilation, Gas Permeable Insulation/Heat
Sink (GPIHS) deploying, and general site prepanatia addition to these major costs, other
indirect capital costs are typically applied aseacpntage of the total of the direct costs. Indirec

capital costs are as follow:

1. Mechanical/Electrical installation (20-50%)

2. General requirements (5-10%)

3. Permitting and legal fees (3-5%)

4. Services during construction (5-10%)

5. Operations and maintenance manual preparation (1-4%
6. Start-up (2-5%)

7. Contingency (10-30%)

82



4.2.6.1 Trenching and Heating Elements Instalhatio

Figure 4.1 presents the layout of the suggesteidmieSor this example, ten trenches will
be employed at the depth of 3m below the grounthaser The trenches are 10m apart from each
other. Heating elements will be installed in theéssches. The trenches will be laid out in 10

lines perpendicular to the groundwater flow.

Each heating element consists of Arctic submerdibl trace (du Alaska Incorporated)
wrapped around a 3 inches screen PVC pipe. Tohesmbst conduction component of the flow,
the soil would be allowed to be in direct touchhniithe heating elements by allowing the soil to
fall on the pipes. Each heating element will berriestatically controlled by electronic
temperature controller in NEMA 4X watertight enalos. The temperature sensor will be
mounted in PVC pipe’s interior. To control the réahperature outside of the pipe, screen PVC
pipe will be used, so the sensor will be in direeich with the groundwater flow. The power

supply for the heating elements will be providethvthe Line Power.

4.2.6.2 Deploying the Gas Permeable Insulation/8e& (GPIHS) system

A layer of geo-net with the thickness of 2.54cmlWwg covering the site as the GPIHS
system. The geo-net will be for several reasons: dffordable, readily available, gas permeable

and the black color of the material is helpful @sarbing solar radiation

4.2.6.3 Multilevel sampling system installation

A series of monitoring wells also will be constreatton the site. For the purpose of this

example 5 additional multilevel samplers are rezpiito monitor the system performance.
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Hollow stem auger drilling will be used for the exation of the holes. Once drilling had
reached 5m below the ground surface, three inckléfted PVC pipe will be lowered to the
bottom of the bore hole. The MLSs will then be pldgnside the slotted PVC pipes down the
bottom of the bore hole. The area between the Midséotted PVC pipe will then be backfilled

with the sand to act as a filter pack.

4.2.6.4 Site preparation

Site preparation for this example includes consimacof gravel access roads and
leveling the ground, installation of utilities tbet site (i.e., electrical). Also, for differentest
construction of a temporary building (tent), anstaflation of temporary site facilities, including

office trailers and decontamination facilities nigle needed.

4.2.7 Operations, maintenance, and monitoring

Annual O&M and monitoring costs are post-constiutticosts necessary to ensure the
ongoing effectiveness of the project. The O&M anghitoring costs components for STELA are

as follows:

1. Labor
2. Temporary site facilities
3. Verification monitoring

4. Power

A contingency also is typically applied to the agde&ns costs to cover unforeseeable

additional costs. For this specific example, féeis are already existed at the site.
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Figure 4.1: Base case design layout. Top: 3D frame. Bottom: Plan view at the water table. (3 metersbelow the
ground surface.
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4.3 Resultsof Cost Analysis

This section presents the results of the cost aizalyhis section will help the interested
parties to evaluate the applicability of the STEA& a remedial technology, also to gain an
understanding of the costs that may be encountarddhe components that affect these costs.
The costs presented here take into account the sigsificant cost components and cost
reduction options. The costs were analyzed forffem@int degradation rates. Summary of the

degradation rates is presented in Table 4.2.

4.3.1 Most Significant Cost Components

Determination of the most significant components @fSTELA system will allow
research and development efforts to be focusededuncmng these costs. To assist in the
evaluation of the most significant components intipgcthe costs of a STELA system, the costs
have been summarized in Table 4.3. The table iesl@column with the percentage of the total
costs that each key component contributes. Fob#se case, the primary cost is the heating
elements installation. The second significant ¢®$he operation costs, and the third significant
cost that can be reduced is the power cost duketdirie power. Figure 4.2 presents the most

significant costs for this example.
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Figure 4.2: Base case most significant costs.
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Table 4.2: Summary of the degradation rates at the hypothetical example site.

Description

Comments

Existing Volume of LNAPL in
the Pilot (gal/acre)

Apparent Degradation Rate
(gal/acre/yr)

Degradation Rate
Considering the
Enhancement Factor
(gal/acre/yr)

Degradation Rate
Description

Minimum Degradation Rate

Average Degradation Rate

Maximum Degradation Rate

50,000

5,000

20,000

Anticipated

Degradation

Rates

(gal/acre/yr)

7,727

10,455

14,545

Time for

Complete

Removal
(years)

7.0

5.0

4.0

Based on soil core samplings
during the field
demonstration.

Triplicate Data (McCoy 2012)-
the appropriate thermal
conditions exists just 1 month
a year.

Based on Zeman's Microcosm
Study (2012), the
enhancement factor in
degradation rate is 4.0 if the
appropriate thermal conditions
exist through the year.

If heating system leads to 3
months of the effective season

If heating system leads to 5
months of the effective season

If heating system leads to 8
months of the effective season
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Table 4.3: Cost analysis summery-Base Case (Case 1)

i Percent of
Description Cost ($) Total
Additional Site Characterization and Laboratory Testing 12,625 24
Numerical Simulation 4,000 0.8
Field Demonstration 0 0.0
Facility Design 22,058 4.2

Subtotal 38,683 7.4
Construction

Site Preparation 7,000 1.3

Heating Elements Installation 260,000 50.0

Installation of the Monitoring Samplers 11,750 2.3

Mechanical and Electrical Installation 0 0.0

Site Survey 1,500 0.3

General Requirements 15,213 2.9

Permitting & Legal 9,128 1.8

Services during construction 15,213 2.9

O&M Manual Preparation 3,043 0.6

Start-up 6,085 1.2

Contingency 88,233 17.0

Subtotal 441,163 80.2
Demolition 4,412 0.8 0.8
Operations

Labor 19,000 3.7

Site Facilities 0 0.0

Verification Monitoring 10,000 1.9

Power (Energy) 24,000 4.6

Contingency 7,250 1.4

Subtotal 36,250 11.6

Total Project Cost 520,507 100.0

4.3.2 Cost Reduction Options

From Table 4.3, it appears that the total cost TEISA could be reduced by sustaining
the target temperature using more efficient heatiygiem, and by using a more efficient energy

source. Options for reducing the costs of remeulia#it this site were evaluated and compared
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using the cost spreadsheets. The results are sunechan Table 4.4. Details on these cost-

reducing options can be found in the spreadshe&tppendix A.

The base case (Case 1) system that used for thmmpde included ten rows of heating
elements, with 10m spacing. Line power was usdtie@gnergy source. The costs for the system
could be reduced by using the Photo Voltaic (PV}jhesenergy source instead of line power.

Case 2 in Table 4.4 presents remediation costsusitig the PV.

Also, to reduce the heating elements installatiosts; the spacing of the trenches could
be increased. To deliver the same amount of enterglye system, a GPIHS membrane must be
added to the system as an insulation layer. CastTable 4.4 shows the system that has seven

rows of the heating elements, and is covered b BS& membrane.

From this analysis, it is clear that reducing tbsetof the energy sources by using Photo
Voltaic (PV) instead of the line powers is noticat to reducing the costs of the STELA system.
Thus, not only is using the PV environmentally ridéy, but also it is affordable. In addition,
using a GPIHS membrane as an insulation layer appede inefficient, although it reduces the
trenching costs. As it is shown in Table 4.4, thpital cost was increased by $45,000 to cover

the cost of the additional GPIHS membrane.
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Table 4.4: Summery of sensitivity analysis.

Total Project

Degradation  Case Description Capital O&M Cost (Present
Cost Annual Cost

Rates Worth)

1 1-hectare site-base case 464,276 209,756 674,032

o 2 1-hectare using Photo 484,257 209,756 694,013
Minimum Voltaic (PV)

Deg;aot'at"’” 3 1-hectare using GPIHS 510,386 209,756 720,142

ate

1 1-hectare site-base case 464,276 156,944 621,220

Average 2 1-hectare using Photo 484,257 156,944 641,201
Degradation Voltaic (PV)

Rate 3 1-hectare using GPIHS 510,386 156,944 667,330

1 1-hectare site-base case 464,276 128,541 592,817

Maximum 2 1-hectare using Photo 484,257 128,541 612,798
Degradation Voltaic (PV)

Rate 3 1-hectare using GPIHS 510,386 128,541 638,927

4.4. Rangeof Cost Estimates

Because there is little available information oh-$gale applications of STELA, so that

estimates, rather than exact costs, must be detu€3osts are reported per unit volume of

porous medium treated, per unit of LNAPL recovemed] per unit area of site. When comparing

costs between sites or between technologies, taddsbe taken to express costs on a similar

basis.

Table 4.5 summarizes the cost estimates, normatz@dmmon units so that the costs

can be compared. The total cost ranges between,(88®@ $720,000 per hectare, $11.9 to

$14.4 per cubic meter of treated soil, and $1.831& per liter of LNAPL removed depends on
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the energy source, heating system and the degoadaite. The costs range, normalized to

common units, can also be compared in Figure 4.3.

Table 4.5: Cost estimate summary (Unit Costs)

Degradatio  Cas I Per Volume Per LNAPL
Description Per Area Cost .
n Rates Impacted soil Removed

$/Hect  $/Acre $/m*  $/yd’ $/L $/gal

1 1-hectare site- 674,032 272,888 13.5 10.3 1.4 5.5
base case

Minimum ) 1-hectare 694,013 280,977 13.9 10.6 1.5 5.6
Degradation using Photo
Rate Voltaic (PV)
3 1-hectare with 720,142 291,556 14.4 11.0 1.5 5.8
GPIHS

1 1-hectare site- 621,220 251,506 12.4 9.5 1.3 5.0
base case

Average 2 1-hectare 641,201 259,595 12.8 9.8 14 5.2
Degradation using Photo
Rate Voltaic (PV)
3 1-hectare with 667,330 270,174 13.3 10.2 1.4 5.4
GPIHS

1 1-hectare site- 592,817 240,007 11.9 9.1 1.3 4.8
base case

Maximum 2 1-hectare 612,798 248,096 12.3 9.4 1.3 5.0
Degradation using Photo
Rate Voltaic (PV)
3 1-hectare with 638,927 258,675 12.8 9.8 1.4 5.2
GPIHS
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Cost per LNAPL Removed

Cost ($/m3)
o

(o)
o
o

o]
o
o

Cost (SK/hectare)
S
o
o

N
o
o

o
1

Cost per Area

Average | Maximum

Minimum
Cost

Figure 4.3: Summary of the cost nor malized to volume of soil treated, volume of LNAPL removed, and area
treated.

Cost ] Cost

93



45  Comparison of STELA costsand other LNAPL Remedial Technologies

In summary, cost of this magnitude support the kypsis that STELA has the potential
to have cost that is lower than other common LNAdfitions. For example, Simpkin et al.
(1999) reported the costs of surfactants/cosolviashing system in the range of $64 to $588
per cubic yard. They, also, reported $78 to $200cpbic yard and $60 to $150 per cubic yard
for the groundwater extraction coupled with soipeaextraction and low temperature thermal
desorption, respectively. Figure 4.4 presents rasfgeost estimates for STELA and range of

costs for the mentioned technologies.

Surfactants
700 &
Cosolvents 1
600 588
500
400
S‘}OS:S Groundwater Extraction coupled
($/yd?) 300 with soil vapor extraction 1
S Low temperature
200 thermal desorption !
150
100 STELA
9 11
1}

¥ Minimum cost B Maximum Cost

1Simpkin et al. 1999

Figure 4.4: Comparison of STELA and other LNAPL remedial technologies.
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5. THESIS CONCLUSIONS

The primary objective of this thesis was to colldeta needed to document thermal
aspects of STELA including cost and performance.rddweer, by coupling MT3DMS with
MODFLOW, a heat transfer model has been developekky value of the modeling effort is
advancing methods that can be used to designdalésystems. Lastly, a hypothetical STELA

design was presented to explore the cost of a STdisfem at a typical site in a former refinery.

Firstly, Data collected from December 2011 to Delsem2012 indicates that in the
absence of heating, temperature is changing bet@&to 2C in the saturated zone and is in
the range of 18-30°C for 40 days per year. Datéeci®dd from September 2012 to July 2013
indicates that with heating, conditions can be ma@med in the target range for 60 to 200 days

per year depending upon proximity to the heat saurc

Minimum and maximum power inputs have been 15 kiddy and 30 kw-hr/day
occurring, respectively in October and May. Assugran energy cost of 0.10 kw-hr, this equates
to costs of 1.5 $/day to 3 $/day. An independemtearment using Geo-net layer showed that
using Gas Permeable Insulation/Heat Sink (GPIHS})esy has the potential to enhance the
ability of the heating system to sustain tempemheneath the ground surface, and, potentially
decrease the power costs. The GPIHS system prohiist excess heat to loss through the soil

surface and also adsorbs solar radiation.

Moreover, a heat transport model was developedcuigpling the MODFLOW and
MT3DMS to support the STELA field demonstration ides The model provides a tool to
evaluate and/or design full-scale STELA systemsaddition, it addresses temporal temperature
variations at grade. Also, the model pointed ot ¢ffects of the heat that generated through
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degradation of LNAPL on the heat transport in thbssirface. The model suggested that the

LNAPL losses at the subsurface are in the randgeQffO to 10,000gal/acre/yr.

At 5m downgradient of the heating elements, thestigmed model, accurately, predicted
60 days of the effective season in 2012. Also,siheulation results anticipate that by keeping
the heating system activated for three years, fieeteve season will increase each year. At 5m
downgradient of the heating elements, model ressdiggested 120 days and 150 days of
effective season for 2013 and 2014, respectivelgoaspared to 60 days in the first year. The
ability of the model to anticipate the effectivasen for the next years makes the model a useful
tool to design and evaluate the future STELA systefaking advantage of the developed model
to design a full-scale STELA field demonstrationasemedy strategy is the purpose of the

future works.

Lastly, a conceptual STELA design was presentdthenlast chapter to explore the cost
of a STELA system at a 1-hectare site in a forre@nery in Wyoming. The cost analysis study
indicated that the primary cost is the heating elets installation. The second significant cost is
the operation costs, and the third significant ¢bat can be reduced is the energy source. The
cost estimates normalized to common units indictiiatithe total cost ranges between $590,000
to $720,000 per hectare, $11.9 to $14.4 per culgtenof treated soil, and $1.3 to $1.5 liter of
LNAPL removed depends on the energy source, heatisigm and the degradation rate Cost of
this magnitude support the hypothesis that STELA the potential to have cost that is lower

than other options employed for LNAPL remediation.
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6. FUTURE WORKS
Work conducted to date supports the hypothesis $i&LA has the potential to be more
effective, lower cost, and more sustainable thameoti remedies for LNAPL sites. Research
directed at the evaluation and improvement of tlagnenhanced for subsurface remediation is
ongoing at Center for Contaminant Hydrology at Cadim State University. The next few years
will likely bring with them many advancements amatovations. Listed below are several areas

of investigation that will require attention:

Heating system design: the heating system that was used in STELA field alestration
is not necessarily the most efficient, environmiytriendly and cost effective method to
sustain the temperature at the subsurface. Attemtith require for improving methods to deliver

heat to the subsurface.

In this thesis, an introductory evaluation of thgpact of adding a GPIHS system as an
improving component to the heating system was déagher research needs to be conducted to
analyze the long-term impacts of using the GPIHSey. Other ways to improve the heating
system design is to use different shapes of théngealements (trenches instead of the vertical
elements), to change the spacing and distributibrihe heating elements, and to deploy

geothermal heating loops instead of the heat traces

In addition, this thesis recommends using of time Ipowers as the energy source. Line
powers are well known for being a clean source opérgy. In current STELA field
demonstration, line power was used to input eleaitrenergy to the system. Line powers are

generally less expensive than the line powers. Wewethe cost analysis that was done in
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chapter 5 shows that using the line powers is igotifscantly more cost effective than the line

powers.

Numerical heat transfer model: The heat transfer model that developed and praséamthis
thesis can be useful in anticipating the long-t@@nformance of STELA field demonstrations
and full-scale designs. This numerical model wasutated via coupling MT3DMS and
MODFLOW and is applicable for the sites with thenperature variations of less than’@5
through the system. Using SEAWAT as the heat tramispodel is recommended for higher
ranges of temperature variations. Also, betterriegles must be used to address heat generated

through reaction as a function of temperature.

Other Contaminants. In this thesis, thermally enhanced attenuation BIAPLS was
evaluated and described. Evaluation of the apglicabf thermally enhanced attenuation for a

variety of environmental contaminants (e.g. chlar&d solvents) is recommended.
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APPENDIX A: HYPOTHTICAL SITE COST STUDIES/ COST WGESSHEET

_— . . Total Percent
Description Qty Unit Unit Cost cost Comments of Total
Capital Costs
Additional Site
Characterization
and Laboratory
Testing

Relying on
Soil borings 0 0 the existing 0.0
data
Use existing
Insta.llatl.on of 0 0 monitoring 0.0
Monitoring Wells wells at the
site
Initial GW Testing 0 0 Use existing 4
data
Initial LNAPL
Testing
Borings 25 each 250 6,250 20m centers 1.2
Piezometers 25 each 75 1,875 0.4
TPH Analysis 5  each 100 sop 20 percent 0.1
of total
Lab Tests, Work 40 hr 100 4,000 0.8
Plan, and Report
Based on
Microcosm Study 0 0 Zeman 0.0
(2012)
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Subtotal
Numerical
Simulation
Model Simulations
Subtotal

Field
Demonstration
Installation of
Monitoring Wells
Installation of
Heating Elements

Analysis of
produced fluids and
gases

Soil Boings

Analysis of soils

Field
Demonstration
Labor

Field
Demonstration
Work Plan and
Report
Subtotal

Facility Design

40

110

hr

100

12,625

4,000
4,000

Already
conducted

Already
conducted

Already
conducted

Already
conducted

Already
conducted

Already
conducted

Already
conducted

0.8

0.0

0.0

0.0

0.0

0.0

0.0

0.0



Design

Subtotal

Construction
Site Preparation

Heating Elements

Installation

Gravel Access Road and
site grading

Temporary Building
(Tent)

Utilities Installation

Trenching
Heat traces

Wrapping the Heat
Traces

Backfilling the trenches

5%

1 hectare

0
Elec
trici 1 hectare
ty
1000 m
1000 m
1000 m
0

111

441,163

2,000

5,000

100
150

10

22,058

22,058

2,000

5,000

100,000
150,000

10,000

Percentage
is based on
total
construction
costs
(including
Gen.
Requiremen
ts &
Contingency

)

A building
already
exists

hose,
wrapping

covered by
installation

4.2

0.4

0.0

0.0

1.0

19.2
28.8

1.9

0.0



Energy Source

Installation of the
Monitoring
Samplers

Mechanical and
Electrical
Installation

Site Survey
Subtotal
General
Requirements

Permitting & Legal

Thermostats

Line powers

Wirings

Batteries

Energy Control System

MLS
Data Loggers
Drilling the wells

2000

5%
3%

112

lump

sum

each
each
each

day

1

4,000

2,000
100
250

1,500

304,2
50
304,2

20,000

4,000

10,000
500
1,250

0

1,500
304,250
15,213

9,128

Covered by
heat trace

Power
based on
pilot, in the
pilot it is
200w/ m.
Line power
costs is

1$/w

direct use of
power as it
produces

direct use of
power as it
produces

covered
above

0.0

3.8

0.8

0.0

0.0

1.9
0.1
0.2

0.0

0.3

2.9
1.8



50

Services o!urmg 5% 304,2 15,213 29
construction 50
O&M Manual 0 304,2
Preparation 1% 50 3,043 0.6
Start-up 2% 3?;)'2 6,085 1.2
Subtotal 352,930
Contingency 25% 32%'9 88,233 17.0
Tota.ﬂ -Construction 441,163
Capital Costs
Demolition 1.0% 4213'1 4,412 0.8
Salvage Value 0 0 0.0
Annual Operations/Maintenance and
Monitoring Costs
Labor
2 1 operator
Operators 0 hr 45 9,000 P ! 1.7
0 4hr a week
covered by
Maintenance Technician 0 0 the 0.0
operator
! 1 engineer
Engineer 0 hr 100 10,000 g ! 1.9
0 2hr a week
Temporary Site Facilities
Using
Office Trailer 0 0 existing 0.0
facilities
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Portable Toilet

Decontamination
Facilities

Maintenance Materials

Verification Monitoring

Subtotal

Contingency

Total-Annual
Operations/Mainte
nance and
Monitoring Costs

Total-
Operations/Mainte
nance and
Monitoring Costs

Total Cost

114

Using

0 existing
facilities
Using
0 existing
facilities
0
lump 10,000
sum
29,000
29,00 7,250
0
36,250
yr 36,25 36,250
0
520,507

0.0

0.0

0.0

1.9

1.4

100.0



