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ABSTRACT 

THE INFLUENCE OF SOIL HYDRAULIC PROPERTY ESTIMATION 
ON THE PREDICTIVE ACCURACY OF SOLUTE TRANSPORT MODELING 

Because of the complexity of processes governing water and chemical 

movement in the unsaturated zone, numerical models will necessarily play a key 

role in predicting the fate and transport of chemicals. If models are to fulfill their 

role as a tool in managing agrichemicals, then clearly models need to be tested for 

sensitivity to the method used to measure the soil hydraulic properties used in the 

model. The objectives of this study were to compare hydraulic parameter 

estimates obtained using alternative methods and to evaluate the affect of the 

parameter estimation method on the predictive accuracy of the HYDRUS-20 

model. Soil hydraulic parameters were determined at multiple depths within a 2 

meter deep soil profile using a variety of methods; field methods included the 

instantaneous profile method (IPM) and tension infiltrometry at two scales (5.08 

cm-diameter (4TI) and 20.32 cm-diameter (8TI)); lab methods included 

determination of saturated hydraulic conductivity using the falling head method and 

analysis of moisture retention using pressure plate analysis attwo scales (5.08 cm-

diameter x 5.08 cm-long soil cores (2C) and 10.16 cm-diameter x 5.08 cm-long soil 

cores (4C)); indirect methods (IND) included determining hydraulic parameters 
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from three literature sources based on soil textural data. In addition, identical 

parameter estimates were made under two tillage treatments (non-tilled (NT) and 

tilled (T)). It was found that estimation of soil hydraulic properties was sensitive to 

the measurement method selected. Estimation of the a and Ks parameters was 

more sensitive to method and scale than was estimation of the n and es 
parameters. The I PM method showed the least variability in parameter estimates. 

Tillage introduced significant changes in the hydraulic properties and increased 

spatial variability in the parameter estimates. 

Data obtained using the alternative estimation methods was used as input 

to the HYDRUS-2D model to predict water and solute movement. Water content 

and solute concentration profiles estimated using the model were compared with 

observed water content and solute concentration profiles obtained during a field-

scale solute transport study using bromide tracer. Most of the parameter 

estimation methods resulted in simulated water content that were within about 2 to 

5 percent of the measured data. The IND method had the largest deviations (about 

10 percent) from the measured data. Under T soil conditions, all the methods 

(except the IND) predicted bromide movement well and simulated bromide 

concentration data were well correlated to measured data at all times throughout 

the simulation. Under NT conditions, all methods, except the 8TI, under-predicted 

the center of mass movement of bromide. Analysis of the simulation data revealed 

that the hydraulic properties of the surface soil are extremely important in 

controlling water and solute movement. Results indicate that the IPM is probably 
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the most reliable method, but other estimation methods may result in similar 

predictions of water and solute movement when made in repetition. 

Mark Alan Prieksat 
Department of Soil and Crop Sciences 
Colorado State University 
Fort Collins, CO 80523 
Spring 1999 
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CHAPTER 1 

INTRODUCTION 

Water quality research has rapidly gained stature as a critical need area 

in agricultural research. Agricultural activity is generally recognized as the 

largest contributor to non-point source water pollution in the United States (EPA, 

1990a). Sediment and nutrient loading of surface water by runoff and 

agrichemical contamination of groundwater by leaching are the two most 

important pathways impacting groundwater quality in agricultural areas. Of the 

surface waters in the United States, not supporting designated use, agricultural 

runoff is identified as the source of impairment for about 60% of the area 

affected (EPA, 1990a). In a recent nationwide survey of groundwater quality 

(EPA, 1990b), EPA observed nitrate in over half of the 1300 wells sampled. 

EPA estimates that 1.2% of community wells and 2.4% of rural domestic wells 

contain nitrate in excess of 10 mg/I. 

In as much as the application rates of agrichemicals continues to increase 

(for example, according to TV A statistics, fertilizer application rates in the Great 

Plains States have tripled since 1965), changes in agricultural management 

which reduce water quality degradation are required. Because of the complexity 

of processes governing the environmental fate and transport of agrichemicals 
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and the vast areas to which these chemicals are applied, transport models will 

necessarily play a key role in predicting the fate of agrichemicals and perhaps 

ultimately result in stricter regulation of their use. In general, a transport model 

selected for the task of predicting chemical fate and transport might yield 

unreasonable results because; (1) the model is an oversimplification of the 

dominant processes (mechanistically inaccurate) and/or, (2) the inputs required 

to run the model are not measured directly, and must be guessed (or estimated 

indirectly) and/or, (3) the inputs are measured, but the values are not 

representative of the media or of the scale the model is designed to simulate. 

If models are to fulfill their role as a tool toward better managing 

agrichemicals, then clearly models need to be tested and validated using a 

multitude of approaches, including sensitivity to failures of the second and third 

types as listed above. 

A key element in all unsaturated zone solute transport models is 

estimation of soil water flux. Except for the simplest case of steady-state flow, 

the depth and time dependence of the drainage flux is estimated using Richards' 

equation of a simplified drainage model (van Genuchten and Jury, 1987; Feddes 

et al., 1988). In the matric potential (h) form, Richards' equation in one-

dimension is 

C(h) ah = j_ [K(h) (ah + 1 )] 
at az az 

( 1. 1) 
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where C(h) is the slope of the soil moisture retention curve (h(S)) and K(h) is the 

hydraulic conductivity function of the soil. Of interest are the functions h(S) and 

K(h). A large body of research suggests that K(h) and h(S) are hysteretic and 

depend upon the method of estimation, the sample volume, and the number of 

representative samples used to measure these relationships. Curve fitting 

parameters determined from laboratory measured soil moisture retention for a 

draining soil sample may not be indicative of in-situ profiles, where potentials 

and moisture contents may differ due to the hysteretic nature of the soil and the 

wetting and draining history prior to measurement. 

The goal of this research is to evaluate the influence of calibration (soil 

parameter estimation) method on the predictive accuracy of a main-stream 

numerical code for modeling water flow and transport of a conservative solute. 

Soil hydraulic parameters are estimated using field, laboratory, and indirect 

methods. Using these alternative parameter estimates as input to the model, 

simulated water content and solute concentration profiles are generated and 

then compared with observed water content and solute concentration profiles. 

Presumably, the alternative methods of hydraulic property characterization will 

influence the predictive accuracy of the numerical model. By comparing the 

models predictions, we hope to address several questions; 1) does the most 

rigorous, labor intense characterization of the hydraulic properties lead to the 

most accurate model simulations, 2) what loss of predictive accuracy is incurred 

using indirect estimation of the hydraulic properties, 3) to what extent does the 
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support scale of a hydraulic property measurement influence predictive accuracy 

and, 4) what combination of measurements maximizes predictive accuracy while 

minimizing experimental effort. 

This dissertation is divided into five sections: 1) literature review, 2) 

experimental methods, 3) comparison of hydraulic property data obtained using 

field, lab, and indirect methods, 4) comparison of the predictive accuracy of the 

HYDRUS-20 code as affected by parameter estimation method, and 5) the 

conclusions drawn from the study. 
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CHAPTER 2 

LITERATURE REVIEW 

2.0 Introduction 

This chapter focuses on past and present research performed in the areas of, 1) 

water flow and solute transport in soils, 2) hydraulic parameter estimation, and 

3) effects of management on water and solute movement. 

2.1 Water Flow and Solute Transport: Governing Equations 

Water Movement in Soils 

Darcy's law, first derived empirically in 1856, forms the basis for most 

efforts to describe flow through porous media (Swartzendruber, 1969; Nielsen et 

al., 1972) 

q -K dH 
dl 

where q is water flux/unit area (L3L- 2r 1
), also referred to as the specific 

( 2 . 1) 

discharge or Darcy velocity, K is hydraulic conductivity (L t-1
), H is hydraulic 

head (L), and L is length (L). 

Combining the principal of mass conservation with Darcy's law results in 

the Laplace equation, which governs fluid flow under homogenous, isotropic, 
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saturated steady state conditions (Nielsen et al., 1972) 

( 2 . 2) 

where cp is the total soil water potential (pressure + elevation head/water density) 

(L), and (x, y, z) are the direction coordinates. 

Darcy's law can also be applied to unsaturated flow through porous 

media. The main difference for unsaturated flow is that the potential gradient 

term is usually dominated by capillary forces and secondly, hydraulic 

conductivity is a function of a soils' moisture content (Richards, 1931 ). 

Buckingham (1907) was the first to apply the concept of capillary potential as the 

driving force of water movement in unsaturated soils 

ah q = -K(h) (- + 1) az ( 2 . 3) 

where K(h) is hydraulic conductivity as a function of pressure head (L f 1), h is 

the capillary or matric potential head (L), and z is the gravitational component 

(L). The utility of Darcy's law to describe saturated and unsaturated flow is well 

established, especially when applied to homogenous soil columns in the 

laboratory, or in uniform soils (Philip, 1969b; Swartzendruber, 1969; Haverkamp 

et al., 1977; Bear and Verruijt, 1987). However, with increasing variations in flow 

velocity, under heterogenous soil conditions frequently found under field 

conditions, predictions of water movement based on Darcy's law become less 
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accurate (Elrick and French, 1966; Bouma and Anderson, 1973; McMahon and 

Thomas, 197 4; Lewis, 1977; Philip, 1983). 

Combining the continuity equation with Equation 2.3 results in 

Richards' equation 

C(h) ah = j_ [K(h) (ah + 1 )] 
at az az 

( 2 . 4) 

where C(h) is the soil water capacity d8/dh. With defined initial and boundary 

conditions and known K(h) and C(h), Richards' equation describes spatial and 

temporal changes in soil water flux (q(z,t)) and soil water content (8(z,t)). 

A useful transform of Eq. 2. is found by introducing the soil water 

diffusivity (Kirkham and Powers, 1972) 

0 (8) = K(8) ah 
a0 

For horizontal flow in homogeneous soil, Eq. 2.4 reduces to 

which, if 0(8) is constant, is mathematically identical to the heat transfer 

( 2 . 5) 

( 2 . 6) 

equation and may be solved analytically for a wide variety of boundary and initial 

conditions (Carslaw and Jeager, 1959; Nielsen et al., 1972). 

Many commonly used infiltration equations are derived from a special 

case of Darcy's equation, the Hagen-Poiseuilles equation (Green and Ampt, 
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1911; Richards, 1931; Klute, 1952; Philip, 1957; Holtan, 1961; Bouwer, 1969; 

Mein and Larson, 1973). In the absence of simplifying assumptions regarding 

homogeneity or sharpness of the wetting front, Eq. 2.4 must be solved 

numerically to describe infiltration and redistribution. 

Solute Transport Processes 

Movement of solutes through a porous media is controlled by several 

different processes; advection, mechanical dispersion, and molecular diffusion. 

Advection is the component of solute transport attributed to the bulk motion of 

flowing fluid. Mechanical dispersion is the mixing that occurs during fluid 

advection. It is important on both microscopic and macroscopic levels. 

Collectively molecular diffusion and mechanical dispersion are generally referred 

to as hydrodynamic dispersion. Hydrodynamic dispersion is quantified by the 

coefficient of hydrodynamic dispersion, D, (Bear, 1972) 

0 = 0 1 + O* ( 2 . 7) 

where D' is the mechanical dispersion coefficient and D* is the molecular 

diffusion coefficient. Under advective-dispersive solute transport, molecular 

diffusion is generally neglected since it is typically one or two orders of 

magnitude smaller than mechanical dispersion at velocities commonly seen in 

field and laboratory studies. Under this condition, the hydrodynamic dispersion 

flux is mathematically equivalent to the dispersion flux 
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- D(8) ac 
ax ( 2 . 8) 

where JH is hydrodynamic dispersion flux, 8 is volumetric water content, C is 

solute concentration, and x is distance in the x direction. This coefficient is a 

function of fluid velocity, degree of saturation, and dispersivity (A) and can be 

related to the pore water velocity by (Bear, 1972) 

D(8) = AV 

where V is the pore water velocity described as (Bear, 1972) 

v = q 
8 

where q is specific flux and 8 is volumetric water content. 

Solute Transport in Soils 

( 2. 9) 

(2.10) 

This section provides an overview of mathematical approaches to 

describe solute transport in soils. All of the models discussed address, in some 

manner, the variability of solute movement in a soil, either locally or on a field 

scale. 

The most commonly used representation of solute movement is the 

advection-dispersion representation. Analytical and numerical solutions for the 

advection-dispersion equation have been developed for a variety of boundary 

conditions. The equation has been widely used to model solute movement 

through saturated media under uniform flow conditions (Danckwerts, 1953; 
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Ogata and Banks, 1961; Brenner, 1962; Nielsen and Biggar, 1962; Bear, 1972; 

Freeze and Cherry, 1979; Anderson, 1984; Parker, 1984; van Genuchten and 

Wierenga, 1986; and Wierenga, 1977). For one-dimensional steady state flow 

this differential equation becomes · 

ac _ 0 a2c _ v ac -- - -at ax 2 ax (2.11) 

where C is the flux averaged solute concentration C(x,t) (M L- 3
), D is the 

apparent diffusion coefficient (L2 r 1
), Vis the average pore water velocity (L r 1

), 

x is the distance from where solute is introduced (L), and t is the time after 

solution is applied to a column (t). Pore water velocity (V) used in Equation 2.11 

is also described as the linear velocity and can be calculated as in Equation 

2.10. 

Equation 2.11 was derived from steady state flow conditions and the 

continuity equation. It assumes no interaction between solute and soil particles 

(Chu and Sposito, 1980; van Genuchten and Wierenga, 1986). The equation is 

a combination of three solute transport mechanisms: advection (V ac/ax), 

molecular diffusion, and mechanical dispersion (D a2C/ax2
). The apparent 

diffusion coefficient (D) is frequently assumed to be a linear combination of 

molecular diffusion and mechanical dispersion (Eq. 2.7) (Bear, 1972; Kirda et al. 

1973; Hillel, 1980; Gillham and Cherry, 1982; van Genuchten and Wierenga, 

1986). The apparent diffusion coefficient (D) is generally determined from 

empirical equations, by curve fitting, or estimated (Wierenga, 1977; De Smedt 
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and Wierenga, 1978; Bresler and Dagan, 1982; Gillham and Cherry, 1982;). 

van Genuchten and Wierenga (1986) review a number of methods for fitting a 

value for D to breakthrough curve data. Fried (1975) presents several 

approaches used for determining diffusion coefficients on a field scale. 

For unsaturated conditions with non-steady state water flow, transport 

of non-interacting solutes can be described in one dimension by (Warrick et al., 

1971) 

a(SC) = _E_ (SD ac) _ a(qC) 
at ax ax ax ( 2 . 12) 

where the coefficients are as defined previously. 

Solutions to Eq. 2.12 have relied on numerical methods or simplifying 

assumptions. De Smedt and Wierenga (1978) used an approximate analytical 

solution to solve Equation 2.12 for a steady-state water flux but nonuniform 

water content. They found their results agreed with an analytical solution for 

solute movement in soils having uniform water content. Bresler and Hanks 

(1969), Warrick et al. (1971 ), Kirda et al. (1973), and Jury et al. (1976) 

developed numerical solutions to the advection-dispersion equation for 

unsaturated non-steady flow conditions. The model of Bresler and Hanks 

makes the simplifying assumption of ignoring the diffusion term. Jury et al. 

(1976) solves the equation using constant moisture contents for individual 

layers. Warrick et al. (1971) assumed a constant value for velocity and diffusion 

coefficient. They found that fitting their model to field data required a diffusion 
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coefficient 10 to 100 times larger than the value of molecular diffusion alone. 

Limitations on Using the ADE 

Although the advection-dispersion approach is well suited for 

laboratory columns, the use of a single average soil pore velocity or dispersion 

value to represent what is actually a range of velocities, causes difficulties in a 

field situation (Green et al., 1986; Horton and Wierenga, 1986; and Wagenet, 

1986). Gish and Jury (1982) found that plant roots lowered the fraction of wetted 

pore space compared to when no plants were present. With plant roots present, 

pore velocities calculated from the local water flux divided by the local water 

content, under-predicted velocity and over-estimated solute travel time. As a 

soil becomes increasingly unsaturated, larger flow paths are progressively 

eliminated, and the proportion of soil water not readily mobile increases (Biggar 

and Nielsen, 1967). Nielsen and Biggar (1962) suggest that the greater the 

range in velocity distribution, the less accurately Equation 2.12 represents the 

actual physical process. They also note that the apparent diffusion coefficient is 

dependent on the value used for the average velocity. 

Pickens and Grisak (1981) and Molz et al. (1986) determined from 

studies of saturated flow that effective dispersion is scale dependent. Molz et al. 

(1986) conclude that" ... combining local mixing and differential advection with 

a single dispersion term is not reasonable physically or possible 

mathematically." They point out that field scale models frequently use Das a 

fitted parameter. This results in a value generally several orders of magnitude 
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larger than those determined in a laboratory column. 

An additional concern for describing solute transport by the advection 

equation is raised by Horton and Wierenga (1986). They point out that solutions 

based on differential equations must be differential functions. For many soils, 

water and solutes move irregularly in discontinuous steps. The greatest 

obstacle however, to extrapolating a advection-dispersion model to a field site is 

that a single-valued parameter cannot be used to describe field heterogeneities 

(Parker and van Genuchten, 1984; Wagenet, 1986). 

Other Modeling Approaches 

While the advection-dispersion equation (ADE) is the basic transport 

model, others have developed methods aimed at improving the predictive 

accuracy of the concept. Numerous models have been developed using the 

concept of a two-region or multiple-region model. This approach is a variation of 

the advection-dispersion equation that seeks to account for the variability in pore 

water velocity on an scale intermediate between a column and a field (Skopp 

and Warrick, 197 4; Addiscott, 1977; De Smedt and Wierenga, 1979; Parker and 

van Genuchten, 1984; Crittenden et al., 1986; Rasmuson, 1986; van Genuchten 

and Dalton, 1986; Roberts et al., 1987; Seyfried and Rao, 1987). For example, 

the mobile-immobile water model (van Genuchten and Wierenga, 1976) divides 

water and solute flow in the soil into two or more flow regions. For this type of 

two-region model, water moving in the larger pores and between aggregates is 

considered mobile water. Water held close to soil particles or inside soil 

13 



aggregates is considered immobile water. Water infiltrating through the soil 

displaces only the mobile fraction of the soil solution. Solutes transfer between 

the mobile and immobile regions by diffusion. Parameters for the mobile-

immobile model, especially the proportion of mobile and immobile pores, are 

determined primarily by curve fitting (Rao et al., 1979; Pandey and Gupta, 1984; 

Parker and van Genuchten, 1984). This requirement for calibration data is a 

limitation on the predictive utility of the model. It is of interest to note that the 

two-region model is identical mathematically to that of a two-site kinetic 

adsorption model (Nkedi-Kizza et al., 1982). In addition, the use of two regions 

is rather arbitrary and any number of regions can be employed. Hutson and 

Wagenet (1994) discuss the use of a multiregion model to describe water flow 

and solute transport. Their TRANSMIT model was easily adaptable to a range 

of multiregion and two-dimensional geometries. 

Another approach to modeling field heterogeneities is to treat inputs to 

a deterministic model as stochastic variables. If it assumed that the soil and 

water parameters in a field vary at random, then solute concentration in the soil 

profile can be defined in statistical terms (Nielsen et al., 1973). However, it is 

generally impossible to completely characterize the random field for a soil 

property. As a result, the first and second statistical moments are often used to 

quantify field spatial variability. 

Stochastic models can be used to predict the uncertainty of water 

transport and solute distribution in a field system, but require an accurate 
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understanding of the spatial variability of the soil and water parameters in the 

field (Wagenet, 1986). Van de Pol et al. (1977) showed that values of pore 

velocity and apparent diffusivity were normally log distributed. As a 

consequence, they note that determining solute flux by the product of an 

average soil water concentration and an average pore velocity resulted in 

substantial errors. 

McBride (1985) used the mean and confidence limits of pore velocity to 

estimate the distribution variability of chloride concentrations in a soil profile. 

Ammozegar-Fard et al. (1982) used Monte Carlo simulation to generate 

individual values of pore velocity and apparent diffusion after previously 

determining their log normal distribution parameters. The resulting 2000 paired 

values were used as inputs to an analytical solution to Equation 2.11. The 

results were compiled into probability curves for solute concentration profiles in 

the soil. They found that variability of pore water velocity was more important to 

solute distribution than any variability caused by the apparent diffusivity. This 

result emphasizes, that for field scales, the dispersion term in the ADE is 

predominantly due to advective variability. 

Dagan and Bresler ( 1979) and Bresler and Dagan ( 1979) developed 

transfer functions relating soil water content and soil solute concentration. Their 

results indicate that the average concentration profile differs completely from 

that predicted using average values for V and D with Equation 2.11. Transfer 

function models have been used with reasonable success to describe leaching 
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of chloride, bromide, tritiated water, and nitrate (Bresler and Dagan, 1979; Jury 

et al., 1982; Gish, 1987; Jennings and Martin, 1988; and Butters et al., 1989). 

Unsaturated Flow and Transport: Numerical Solution using the HYDRUS-20 
Model 

The HYDRUS-20 model is one of many numerical codes developed 

and used to predict water and solute movement. Essentially all models of this 

type use Richard's equation to simulate water flow and some form of the ADE to 

predict solute movement. The HYDRUS-20 code (Simunek et al., 1996) is a 

Microsoft Windows based two-dimensional finite element model for simulating 

water flow and solute transport in variably saturated porous media. The 

program numerically solves Richards' equation for saturated-unsaturated water 

flow. The code can account for root water uptake, evapotranspiration (ET), and 

includes provisions for linear equilibrium adsorption, zero-order production, and 

first-order degradation. The flow region can be composed of a single 

homogeneous layer or multiple layers, each with different properties. The 

governing flow and transport equations are solved using either Gaussian 

elimination or the conjugate gradient method, depending upon the size of the 

grid. 

The governing flow equation for two-dimensional Darcian flow of water 

in a variably saturated rigid porous media is given by a modified form of 

Richards' equation 

ae = _g_ [K (K.~ ah + K.A)] _ s at ax. I} ax. IZ 
I J 

( 2. 13) 
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where S is the sink term, xi (i=1,2) are the spatial coordinates, Kt are 

components of a dimensionless anisotropy tensor KA, and K is the unsaturated 

hydraulic conductivity function given by 

K(h,x,z) = Ks(x,z) K/h,x,z) ( 2 . 14) 

where Kr is the relative hydraulic conductivity and Ks is the saturated hydraulic 

conductivity. 

In the absence of the extrapolated (Sm and Sa) terms used to specify 

anisotropy, the unsaturated soil properties are described by a set of equations 

resembling van Genuchten (1980) and Mualem (1976) 

(8 -8) 
S(h) = 8 + s r 

r (1 + lahlnr 
h<h s ( 2 . 15) 

S(h) = es (2.16) 

and 

(2.17) 

where 

K(h) =Ks (2.18) 
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Estimation of the parameters of Eqs. 2.15 through 2.19 and how that affects 

1 

Kr= Se2 [1 -(1 -ser]2 (2.19) 

predictive accuracy of the model is the central focus of this dissertation. 

Solution of equation 2.13 requires knowledge of the initial distribution of 

pressure head or water content 

h(x,z,t) = h0(x,z) fort= 0 (2.20) 

where h0 is a prescribed function of x and z. Boundary conditions can be 

specified pressure heads (Dirichlet type), specified flux (Neumann type), or 

specified gradient. 

In addition to the above mentioned boundary conditions, HYDRUS-20 

considers three different types of system-dependent boundary conditions which 

cannot be defined directly by the user. One of these involves the soil-

atmosphere interface. The potential fluid flux across the atmospheric boundary 

is controlled by external conditions, but the actual flux depends upon the 

transient soil moisture conditions. Thus, soil surface boundary conditions may 

change from prescribed flux to prescribed head and vice-versa. In the absence 

of surface ponding of water, the numerical solution of Eq. 2.13 is obtained by 

limiting the absolute value of the flux such that the following conditions are 

satisfied 
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A ah A 
I K (K.. - + K. ) n.I ~ E 

I} a IZ I xj 
(2.21) 

and 

(2.22) 

where Eis the maximum potential rate of infiltration or evaporation under the 

atmospheric conditions, h is the pressure potential at the soil surface, and hA 

and h8 are the minimum and maximum pressure heads allowed under the 

prevailing soil conditions. The value for hA is determined from the equilibrium 

conditions between soil water and atmospheric water vapor, and h8 is usually set 

to zero. 

For solute transport, HYDRUS-20 uses a Fickian-based advection-

dispersion equation 

ac ac a ac -SR - - qi-+ - (80ij-) +Fe+ G = 0 
at axi axi axj 

(2.23) 

where 

(2.24) 
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(2.25) 

For equations 2.23 through 2.25, c is the solution concentration, q is the i-th 

component of the volumetric flux (L T 1
), µwand µ5 are the first-order rate 

constants for the liquid and solid phases (1T1
), respectively, Yw and Ys are the 

zero-order rate constants for the liquid (ML T 1
) and solid phases (T1

), 

respectively, p is the soil bulk density (ML-3
), S is the sink term in the water flow 

equation(Eq. 2.13), C5 is the concentration of the sink term (ML-3
), and Dii is the 

dispersion coefficient tensor (L2T 1
). To solve Eq. 2.23 it is necessary to know 

the water content and volumetric flux. Both of which are obtained from solutions 

of the Richards equation. 

HYDRUS-20 assumes equilibrium interactions between the solution (c) 

and the adsorbed (s) concentrations of the solute in the soil. The adsorption 

isotherm relating sand c is described by a linear equation, s=kc. The 

retardation factor R is, thus defined as 

R = 1 +pk 
8 

where k is an empirical constant (L 3/M). 

(2.26) 

Solution of equation 2.23 requires the initial solute concentration within 

the flow region and specification of boundary conditions. Two types of boundary 

conditions, prescribed concentration or prescribed solute flux, can be used. 
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When an atmospheric boundary is applied on the flow region and there is water 

moving out of the flow region due to evaporation, the prescribed solute flux 

upper boundary condition reduces to a second-type or Neumann condition to 

prevent the model from moving solute across the atmospheric boundary. 

2.2 Applying the Flow and Transport Model: The Calibration Challenge 

Possibly the greatest challenge that faces anyone using a 

mathematical model to predict water and/or solute movement is collection of the 

necessary data needed to operate the model. The model can be simplistic and 

require only limited input data or it can be quite complex and require data that 

the researcher may have no knowledge of a priori. A variety of methods exist 

for determination of saturated and unsaturated flow parameters. Many of these 

methods have been used as tools for the prediction of fate and transport of 

solutes. This section discusses methods of measuring or obtaining soil 

hydraulic properties (Eqs. 2.15 - 2.19) and factors that may effect the collection 

or determination of those properties. 

(a) In-Situ Methods for Determining Soil Hydraulic Parameters 

In-situ estimates of K(h) and h(8) can be obtained through the rigorous 

unsteady drainage flux or instantaneous profile method (Hillel et al., 1972; Green 

et al., 1986). The method was first developed by Richards et al. (1956) and 

improved upon by Watson (1966) who used instantaneous measurements of 

moisture content and water potential. The test allows determination of saturated 
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and unsaturated hydraulic conductivity for the vertical soil profile outlined by the 

test. The data can also be used to determine the unsaturated hydraulic 

parameters (a and n, Eq. 2.15) to be used as input for analytical and numerical 

models for prediction of water and solute movement. 

Analysis is based on an equation describing one-dimensional, 

isothermal, non-hysteretic, unsaturated flow of water during drainage (Green et 

al., 1986) 

ae(z,t) = j_ [K(S) aH(z,t) 1 
at az az 

(2. 27) 

where 8(z,t) is the transient volumetric water content of the soil at any depth "z" 

and time "t", H(z,t) is the soil-water potential, and K(8) is the unsaturated 

hydraulic conductivity. 

If the test plot is covered to prevent evaporation, the initial condition for 

Eq. 2.27 is the moisture-content profile at the start of the test and the upper 

boundary condition is zero flux at the surface (z=O). With these conditions we 

can integrate Eq. 2.27 with respect to z, between z=O and some arbitrary depth 

z=z1 for any given time 

Z1 

j_ f 8(z,t) dz = K(8) aH(z,t) lz 
at 0 az 1 

(2.28) 

The right and left sides of Equation 2.28 are evaluated at simultaneous times 
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using the 8 and H profile data to determine K(8) at any depth z=z1 . 

The need for rapid methods for determining hydraulic conductivity of 

field soils has led investigators to develop a means of measuring infiltration 

under tension. Bouwer (1966) designed an air-entry permeameter for 

measuring in-situ saturated hydraulic conductivity. The method combines 

knowledge of the soil air-entry value, saturated infiltration rate, and wetting front 

advancement to calculate K5 . Topp and Binns (1976) modified the Bouwer 

design for an air-entry permeameter by adding a tensiometer to track the 

position of the wetting front. Their device also determined the air-entry value 

and saturated hydraulic conductivity. Topp and Zebchuk (1985) modified the air-

entry permeameter to allow it to measure infiltration rate at a negative head of 5 

cm. They reported their infiltrometer was easier to use than the air-entry 

permeameter that it replaced. Hillel and Gardner (1970) developed theory for 

determining unsaturated hydraulic conductivity by measuring infiltration through 

a layer of low conductivity material at the soil surface. Extending this theory, 

Clothier and White (1981) developed a disc permeameter for measuring 

infiltration under tension, which lead to the development of similar devices, such 

as the tension infiltrometer (Ankeny, 1988b). Tension infiltrometers (Ankeny et 

al., 1988a; Perroux and White, 1988) can be used for in-situ measurement of 

wet range K(h) (Perroux and White, 1988; Clothier and Smettem, 1990). Double 

or concentric ring tension infiltrometers have also been introduced which 

improve extrapolation of K(h) to lower than measured soil water potentials 
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(Smettem et al., 1994; Zhang et al., 1999). Casey et al. ( 1997) investigated the 

use of tension infiltrometers for determining the mobile-immobile water 

parameters and mass exchange coefficients. 

Other recent methods include the borehole field method (Shan and 

Stephens, 1993) for determining unsaturated hydraulic conductivity. The 

method involves injecting water at a point and monitoring the steady state 

pressure distribution surrounding the source. The method is a adaption of the 

Guelph permeameter (Reynolds et al., 1984), used to measure hydraulic 

conductivity of near surface soils. 

(b) Laboratory Methods for Determining Soil Hydraulic Parameters 

A multitude of laboratory methods exist for determining hydraulic 

parameters of soils. Laboratory procedures for measuring saturated hydraulic 

conductivity are reviewed by Klute and Dirksen (1986). These methods include 

the constant head measurement, that is best suited for materials with relatively 

high permeability (1 x 10-4 emfs or greater), and the falling head measurement 

that is best suited for low permeability materials. Conca and Wright (1992) 

recently tested the centrifuge method of Nimmo et al. (1987) for rapidly 

determining saturated hydraulic conductivity of soils. 

Unsaturated hydraulic conductivity can be determined under steady-

state conditions (Richards, 1931; Nielsen and Biggar, 1961) or under transient 

flow conditions (Gardner, 1956). Alternatively, diffusivity (Eq. 2.5) can be 

measured with horizontal infiltration experiments (Bruce and Klute, 1956; 
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Gardner, 1958; and Whisler and Watson, 1968) and converted to conductivity if 

h(8) is known. Mualem (1976) presented an analytical method for determining 

unsaturated hydraulic conductivity using moisture retention data. The model has 

been adapted for use with the RETC code for determination of unsaturated flow 

parameters. Campbell (1974) also developed a method for determining 

unsaturated hydraulic conductivity from h(8) data. Both the Mualem and 

Campbell models have been used extensively to predict K(8) relationships. 

Unsaturated flow parameters that describe the soils ability to retain 

water under tension can be obtained through moisture retention analysis. Klute 

(1986) gives a review of the methods for measuring moisture retention or 

capillary-pressure/saturation. Brooks and Corey (1964) suggested 

mathematical formulations to describe the moisture characteristics of soils. 

They described several parameters, bubbling pressure and pore size distribution 

index, as a means for describing the functional relationship. van Genuchten 

(1980) presented a new function to describe the moisture retention of soils (Eq. 

2.15) which has been widely adopted in numerical modeling of unsaturated flow. 

A parameter estimation code RETC (van Genuchten et al., 1991) is a widely 

used tool to fit the van Genuchten retention and Mualem conductivity forms to 

experimental data. 

The desire to obtain unsaturated hydraulic parameters in a more timely 

fashion has led to inverse approaches. Gardner (1962) first suggested 

calculating diffusivity from a one-step pressure increment. The analysis has also 

25 



been applied to pressure-membrane cell outflow experiments (Doering, 1965) 

and to evaporating columns (Rowse, 1975). Gupta and co-workers in Minnesota 

(1974) found that Gardner's method could be in error and proposed a more 

accurate method that has not been widely used because of the complexity. 

Passioura (1976) assumed that the rate of change of water content at a given 

time is constant over the length of the sample (L) and derived diffusivity as 

D (8 ) = aq J;!_ 
L ae 2 

(2.29) 

where 8L is the volumetric water content at the core top and q is the outflow rate. 

Passioura's method was used by Jaynes and Tyler (1980) to calculate 

conductivities. Hydraulic conductivity results were favorable, except at 

saturation. 

Several groups have tried to improve parameter estimates by using 

numerical inversion techniques on transient outflow experiments. Most have 

started with an initially saturated soil column and applied a one-step pressure 

while measuring water outflow. However, Hopmans et al. (1994) suggested that 

a unique solution is not likely to be obtained unless the one-step analysis begins 

with an initially unsaturated soil sample. They state that unless the sample is 

unsaturated, Richard's equation is violated and the analysis is flawed. 

Zachmann and coworkers (1981 and 1982) attempted to simultaneously 

estimate hydraulic conductivity and water capacity of a soil using a power 

function for K(S) and exponential function for h(S). Others (Kool et al., 1985; 
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Kool and Parker, 1988; van Dam et al., 1992) have also used so-called "inverse" 

methods to estimate van Genuchten moisture retention parameters. Numerical 

analysis by Toorman et al. (1992) suggest that unique parameter estimates are 

likely to be obtained using transient outflow experiments, but more information 

(boundary values) is needed to obtain a unique solution. Multistep experiments 

with simultaneous measurements of outflow and soil water potential (at a point 

within the soil sample) improve estimation of K(h) and reduce uniqueness 

problems. Prieksat et al. (1997) developed a one-step outflow cell to measure 

the required boundary conditions, and found a unique solution to the flow 

problem. 

(c) Limited Data and Indirect Measurement of Hydraulic Parameters 

Attempts have been made to relate saturated hydraulic conductivity to 

soil morphology by summing the capillary flo~ calculated from pores and cracks 

(Anderson and Bouma, 1973; Bouma and Anderson, 1973; Bouma and 

Denning, 1974; Bouma et al., 1979; Smettem and Collis-George, 1985b). The 

results have been variable and sensitive to errors in measuring pore sizes. 

Bouma and Anderson (1973) and Leeds-Harrison and Shipway (1984) found 

that hydraulic conductivity values calculated from pore size measurements were 

much higher than those obtained from actual measured conductivities. 

Pore-size distribution models have also been used to predict the 

hydraulic conductivity from retention data (Millington and Quirk, 1961; Mualem, 

1976). Other rapid field estimates of K(h) and S(h), involving limited data, have 
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gained popularity in assessing soil hydraulic properties and spatial variability 

(Gupta and Larson, 1979; Ahuja et al., 1985; and Ahuja et al., 1988). Several 

other methods have been developed which approximate the hydraulic functions 

from soil textural data, bulk density, or other soil data (Rawls et al., 1982; 

Haverkamp and Parlange, 1986; Wosten and van Genuchten, 1988). Nimmo 

(1997) used a new model based on soil porosity and particle-size distribution to 

predict soil water retention curves. The model, though slated as a new method, 

was simply a rehash of previous attempts to predict hydraulic properties from 

limited physical data. Williams et al. (1992) compared indirect methods for 

estimating hydraulic functions. They concluded that methods that incorporated 

at least one measured value of h(S) were much better than those using only 

textural data. 

In addition to methods that use simplified analytical techniques, there 

are a growing number of publications that have compiled measured data for a 

number of soil textural classes (Rawls et al., 1982; Carsel and Parrish, 1988). 

The UNSODA database (Leij et al., 1996) has listings of soil hydraulic 

parameters and data for a multitude of soils from different regions. There are 

also many soils catalogs for specific regions such as those published by 

USDA/ARS research stations and universities (ARS-USDA Pub #41-144, 1968; 

Southern Cooperative Series Bulletin 303, 1985). 

(d) In-Situ Versus Laboratory Studies 

Historically, there has been poor correspondence between in-situ and 
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laboratory measurements of 8(h) and K(h) (Anderson and Bouma, 1973; Ahuja 

et al., 1980; Field et al., 1984). In the study by Anderson and Bouma (1973), in-

situ measurement of Ks (double ring method) had a mean value of about 60 

cm/d compared with 600 cm/d and 200 cm/d for 5 and 17 cm length cores, 

respectively, taken from the same site. Banton (1993) compared field and lab 

measured hydraulic conductivities. He found that statistical characteristics of Ks 

varied widely due to measurement method. Lab measured Ks values were ten 

times higher than field measured Ks values and five times more variable. 

Field et al. (1984) reported poor agreement between field and 

laboratory 8(h) measurements and suggested that the cores taken to the lab 

(5.4 cm length) were too small or too disturbed to represent the macroporosity in 

the field. The authors also noted that the commonly used technique of 

predicting K(h) from laboratory 8(h) (Mualem, 1976; van Genuchten, 1980) 

produced significantly different values than the in-situ procedures. Hills et al. 

(1989) used several sets of parameters from field and lab measurements to 

model infiltration into a very dry soil. Both the Mualem and Campbell models 

were used to predict the K(8) functions. They found that Campbell's model 

resulted in better agreement between observed and predicted infiltration. Also, 

redistribution parameter estimation methods results in better prediction of 

infiltration than lab-based methods. Their infiltration model was very sensitive to 

the method used to estimate the hydraulic parameters. van Wesenbeeck and 

Kachanoski (1995) compared in-situ hydraulic properties measured with the 
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Guelph permeameter to lab measured hydraulic properties. Lab Ks values were 

larger and more variable, but the a parameter values predicted from each 

method were similar. 

Large scale field and laboratory efforts were conducted by Marion et al. 

(1994) which compared in-situ and laboratory measured soil-water retention and 

unsaturated hydraulic conductivity functions. A total of 36 field plots were 

instrumented with neutron access tubes and tensiometers to perform 

instantaneous profile tests (IPM). Water retention and conductivity results from 

the IPM were compared with results obtained from laboratory analysis of soil 

cores taken form the same field plots. Data from the IPM were used as the 

standard against which all other data was compared. Several laboratory 

methods produced results that correlated well with the field data from the IPM. 

Retention data, obtained using inverse methods or one-step methods, from 

shallow soil cores (less than 30 cm deep) showed favorable results. However, 

at deeper depths the correlation was less favorable possibly due to compaction 

of the cores during sampling. Poor correlation was seen in the conductivity data 

using the inverse method. Traditional multi-step experiments and subsequent 

data analysis using the RETC (van Genuchten et al., 1991) code showed good 

correlation in both retention and conductivity to field data, but failed to save time 

and expense when compared to field experiments. The authors suggest a 

scenario for parameter characterization: obtaining small cores from the field and 

using inverse or one-step tests to obtain the retention data, and using the IPM at 
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shallow depths and Libardi's method (Libardi et al., 1980) at deeper depths to 

obtain the conductivity function. The results suggest that there is no easy or 

inexpensive alternative to field experimentation. 

Mallants et al. (1997) compared three hydraulic property measurement 

methods on soil cores of different sizes. The three methods used for the 

comparison were 1) the unsteady-drainage flux (IPM) using 30 cm-diameter by 1 

m-long soil columns, 2) the combined crust test and hot-air methods applied to 

columns of 30 cm-diameter by 0.2 m-long, and 3) the standard moisture 

retention analysis using pressure plates and small 5 cm-diameter by 5.08 cm-

long soil cores. The study found "considerable" differences between mean soil 

hydraulic properties as obtained using different measurement methods. 

Only recently have there been any publications that investigated the 

impact of the hydraulic property estimation technique on the prediction of water 

flow. Wu et al. (1996) compared measured and estimated soil parameters and 

the effects of those parameter estimates on simulation of a field-water regime. 

The authors used the IPM as a comparison to laboratory methods. Parameter 

estimates were obtained by fitting field and lab data with the RETC code. 

Parameters were then input into the Root Zone Water Quality Model (RZWQM) 

and water content profiles that each parameter set generated were compared. 

The authors concluded that the method used to generate a set of hydraulic 

parameters did have a significant impact on the simulation of water content 

profiles. 
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In a related paper, Mallants et al. (1998) investigated the sensitivity of a 

one-dimensional drainage model to the description of the hydraulic properties. 

Hydraulic properties were determined using two different sizes of soil cores (5 

cm diameter x 5.1 cm long, and 30 cm diameter x 100 cm long). Moisture 

retention data were obtained using traditional moisture retention analysis for the 

5 cm diameter cores and using a gravity drainage experiment similar to an IPM 

test for the 30 cm diameter cores. The drainage data were analyzed using four 

different schemes; 1) normal van Genuchten retention model (RETC) to predict 

parameters for small 5cm diameter cores, 2) multimodal van Genuchten 

(SHYPFIT) model to predict parameters for small 5cm diameter cores, 3) normal 

van Genuchten model to predict parameters for the 30 cm diameter cores, and 

4) scaled retention and conductivity data of method 3. The parameter data were 

input into a 1-D model called WAVE and the predicted drainage was compared 

to measured drainage data obtained from the gravity-drainage experiments. 

The smaller cores analyzed using RETC resulted in mean cumulative outflows 

that accounted for only 70% of the total measured outflow. Analysis of the 5 cm 

diameter core data using the multimodal model did not improve the drainage 

estimates. Hydraulic functions derived for the larger 30 cm diameter cores 

resulted in simulated outflow that only accounted for 79% of the total measured 

drainage. Despite using different analyses techniques, measurement methods, 

and core sizes to estimate the hydraulic properties, simulation using a single 

porosity model (WAVE) could not account for the drainage characteristics of the 
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soil. The authors suggest that increased predictive accuracy may be possible 

using a dual porosity model. 

( e) Sample Size and Support 

Statistical inferences can usually only be made when adequate sample 

size and support are maintained. However, it is generally not practical or 

economically feasible to conduct large scale projects to determine hydraulic 

properties. Several studies have investigated the effect of sample size and 

support on determination of hydraulic properties. 

Bouma (1981) pointed out that only large undisturbed samples will be 

representative when measuring saturated hydraulic conductivity. Smettem and 

Collis-George (1985a) recommended a sample size of at least a 1000 cm2 area 

to assure a normal distribution of pore sizes for measurement of hydraulic 

properties. Bouma ( 1981) recommended that sample size should be based on 

the size of the "elementary unit of structure", which for an unstructured soil 

would be the primary particle size. In a structured soil, this elementary unit of 

structure would be a soil aggregate. Bouma ( 1981) also noted that vertical 

large-pore continuity decreased with depth, indicating that the sample length 

taken in a structured soil is important. Bouma (1981) found that the value 

determined for saturated hydraulic conductivity decreased as the sample depth 

increased. 

Parker and Albrecht (1987) reported measurements of the draining 

S(h) and saturated hydraulic conductivity (K5 ) using small, medium, and large 
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undisturbed soil cores. A statistically significant difference in the h(8) profiles 

was not observed until the soil was quite dry (-6 bars), and they concluded that 

sample volume had little effect on water retention. However, mean Ks values 

decreased as sample volume decreased. The coefficient of variation of Ks 

decreased with increasing sample support, indicating that fewer large samples 

were needed to obtain a prescribed level of confidence. In addition, only small 

differences were observed between breakthrough curves for the varied core 

sizes. 

Similarly, Anderson and Bouma (1973) measured Ks on 7.5 cm 

diameter undisturbed soil cores of different lengths (5 to 17 cm) and observed 

the same variance reduction with increasing support but a decrease in Ks with 

increasing length. The authors suggested that the decrease in Ks resulted from 

decreased continuity of macropores in the longer samples. The decrease in 

variance of Ks and infiltration rate with increasing sample support has also been 

reported by Sisson and Wierenga (1981), Bouma (1983), Yo.ung (1983), and 

Wagenet (1984). 

Starr et al. (1995) evaluated the effect of sample size on soil physical, 

chemical, and biological properties. Comparisons were made on six different 

sizes of soil samples ranging from 1.7 cm-diameter soil cores to 20 x 30 cm soil 

blocks. Thirty six samples of each size were tested for bulk density, water 

content, phosphate content, pH, N03-N and denitrification rates. Results 

indicate that all soil parameters except bulk density exhibited spatial 
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dependence and the effect of sample size varied with physical property. Smaller 

size samples gave smaller means and higher variances. Thus, physical 

property data obtained using core samples may not readily represent field scale 

soil properties. 

(f) Effects of Soil Management 

Tillage has an obvious effect on soil structure and solute transport. 

Kanwar et al. (1985) noted the difference in nitrate losses between no-till and 

moldboard plowing. They found after 19 cm of simulated rainfall, no-till plots 

retained nearly one-third more nitrate in the top 150 cm than those plots which 

had been moldboard plowed. The increase in nitrate loss under moldboard 

plowing was suggested to be the result of more uniform soil conditions which 

allowed greater leaching by the applied rainfall. 

Anderson and Bouma (1977a and b) compared two different soil 

structures on five different soil profiles each with a silty clay loam texture. Their 

data show that for a non-crusted condition, soil columns with subangular blocky 

structure had greater solute movement than did profiles having prismatic column 

structure. Under artificial soil crust conditions formed by an equal mixture of 

gypsum and sand however, the breakthrough curves were similar for the two soil 

structures. Anderson and Bouma noted that using a crust to reduce dispersion 

on soils with small peds was more effective than controlling water application 

rates to the surface. 

Compaction also affects soil structure and solute transport. Moore et 

35 



al. (1986) found that when the surface of a forest soil was disturbed by logging 

operations, macropores were destroyed and hydraulic conductivity decreased. 

The identical effect was noted for an agricultural soil after compaction by wheel 

traffic during tillage (Ankeny et al. 1988a). Prieksat et al., (1994) indicated that 

infiltration within a corn field was affected, by position, by method of tillage, and 

by stage of plant growth. Tillage and traffic patterns also have dramatic effects 

on corn root and shoot growth (Kaspar et al., 1995), which in turn affects water 

infiltration and solute movement 
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3.0 Introduction 

CHAPTER 3 

EXPERIMENTAL METHODS 

This study was part of a long term research initiative conducted near 

Waverly, Colorado that began in the Spring of 1992. During the initial phase of 

the study a solute transport experiment was conducted to investigate bromide 

movement in non-tilled (NT) and tilled (T) soil treatments under sprinkler 

irrigation. The second stage of the experiment, which began in the summer of 

1993 and ended in the fall of 1994, was designed to measure, using a variety of 

techniques, the hydraulic properties of the field soil. 

3.1 Field Site 

An experimental field was established about 1 mile northeast of Waverly 

Colorado during the spring of 1992. The field site was a level rectangular plot 

with native grass vegetation and some interspersed alfalfa that had not been 

tilled for at least eight years. The soil was classified as a fine loamy mesic 

Ustollic Haplargid, predominantly a calcareous fine sandy clay loam with notable 

pockets of gravel. Some soil structure was noted in the upper 2 meters of the 

profile, but the soil was massive and structureless below 2 meters (Table 3.1 ). 

3.2 Experimental Design: Overview 
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Table 3.1. Soil profile description for the Waverly Colorado experimental field site. 

Depth Horizon Texture Structure Description 

(cm) 

0-30 Ap Sandy Clay Loam Subangular Blocky ' 

30-55 Bt1 Sandy Clay Loam Subangular Blocky 

55-87 Bt2 Sandy Clay Loam Prismatic/Subangular Blocky Less Sand th.an Ap and Bt1 

87-123 Bk1 Sandy Clay Loam Subangular Blocky Notable pockets of gravel 

123-163 BK2 Sandy Clay Loam Subangular Blocky 

163-200 BK3 Clay Loam Subangular Blocky 

200-254 2C1 Sandy Loam Structureless Fragments of Sandstone 

254-293 2C2 Sandy Loam Structureless Fragments of Sandstone 



Figure 3.1 shows the tilled half of the experimental field. Tillage to a 

depth of about 20 cm was accomplished using a rototiller with multiple passes at 

varying angles. To match the fallow condition, the NT plot was sprayed with 

Round-up herbicide to kill the native vegetation. Once established, the T and 

NT plots were subsequently accessed using the portable "catwalks" evident in 

Fig. 3.1. Each plot was then delineated into two regions; an inner 3m x 3m area 

devoted to the solute recovery experiment, and four 1.2m x 1.2m regions for 

hydraulic property measurements located on the outside corners of the solute 

recovery area. In each hydraulic property area, an instantaneous profile (IPM) 

setup (details to follow) was installed resulting in four repetitions of the IPM in 

both the T and NT treatments. I PM repetitions in the T treatment can be seen in 

the corners of the experimental plot shown in Figure 3.1. String lines, which can 

be seen in Figures 3.1 and 3.2, were stretched across the plots to form grid lines 

1 m apart. The solute recovery area between the IPM repetitions in the T plot is 

evident in the figures. A co-worker can be seen collecting soil samples from the 

solute recovery area in Figure 3.2. Identical irrigation systems were installed in 

the T and NT plots as shown in Figures 3.1 and 3.2. Each system had eight 

sprinkler heads providing good uniformity of water application ( coeff. of 

uniformity >98%) to the study area. The sprinkler system delivered 7 cm/hr (plot 

average) and was operated intermittently, if necessary, to prevent ponding. 

3.3 Solute Transport Experiment 
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After retrieval of soil cores to characterize the initial water content profile, 

the sprinkler system on each plot was used to deliver a narrow pulse of 

potassium bromide (KBr) solution. Potassium bromide was applied at a rate of 

94 mmol Br/m2 to the T plot and 105 mmol Br/m2 to the NT plot in a 0.5 cm 

pulse. The bromide solution was then replaced with well water and an additional 

0.5 cm pulse of "clean" well water was applied. The plots were irrigated with well 

water about every two weeks, but the irrigation schedule depended upon the 

timing of precipitation events. Meteorological data were obtained on site with a 

standard weather box recording rainfall, temperature, relative humidity, wind 

speed, and solar radiation. Additionally, in each plot a small (20 cm diameter by 

20 cm long column) hanging-water-table lysimeter was monitored daily for 

change in weight and drainage (Fig. 3.2). 

Soil bromide was sampled by collecting 2.54 cm-diameter soil samples to 

a depth of about 2 m from the solute recovery areas periodically during the 

experiment. Soil samples were collected at 8, 22, 36 and 117 days after 

bromide application for the T plots, and 9, 23, 37, and 118 days for the NT plots. 

Eighteen soil samples were collected from each recovery area on each 

collection date. The samples were taken back to the lab and sectioned into 5 

cm increments. Samples from each 5 cm increment were combined to form a 

composite sample. The sample composites were sub-sampled for 

determination of gravimetric water content. A known mass of soil was then 

extracted with a known volume of distilled water as a saturation paste. Bromide 
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concentration of the extracts was determined using a Lachet auto-analyzer. 

3.4 Measurement of Soil Hydraulic Properties 

A combination of field and laboratory methods were employed to 

determine the saturated and unsaturated hydraulic parameters (ks, Sri Ss, a and 

n, (Eq. 2.15 - Eq. 2.19)) of the soil. The methods include the drainage flux or 

instantaneous profile method, tension infiltrometry, laboratory pressure plate and 

constant head flow measurements on soil cores, and indirect estimation based 

on soil texture. The details of these methods and the scale/sample support 

employed for each are discussed below. 

Instantaneous Profile Method 

An instantaneous profile or drainage flux experimental plot is essentially a 

large double-ring infiltrometer with instrumentation for h and S monitoring in the 

inner ring. In this study, air-pocket tensiometers were used for soil water 

potential measurements and neutron attenuation was used for water content 

measurement. Figure 3.3 shows one IPM repetition with the tensiometers, 

borders, and access tubes in place. The photo in Figure 3.3 was taken after the 

IPM tests had been completed and prior to the plots being excavated for further 

investigation. The IPM plots were void of weeds during the drainage tests. 

Each IPM repetition had an outer 10 cm high plastic berm (installed after the 

solute recovery experiment) that measured 2.6 x 2.6 m square and an inner 10 

cm high metal berm that measured 1.2 x 1.2 m square. The PVC tube in the 

center of the IPM rep of Figure 3.3 is a frequency domain response (FDR) 
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access tube and the metal tube just outside the inner berm is a neutron probe 

(NP) access tube. It was discovered, after calibration efforts failed, that the FDR 

probe was not a viable tool for use at this particular site. It is possible that air 

gaps between the access tube and the soil cause the device 

to indicate erroneous water content values. 

Tensiometers (Soil Moisture Equipment Corp.) were assembled and 

installed in duplicate at 10, 20, 30, 60, 90, 120, 150 and 180 cm depths in a 

circular pattern around the center-point of the inner 1.2 x 1.2 m area. 

Tensiometers consisted of a porous ceramic cup epoxied onto one end of a 

PVC tube and a septa port epoxied onto the other end. Water potential was 

recorded by means of a needle gage pressure transducer connected to a 

tensimeter (Soil Moisture Equipment Corp.) that read a value of pressure in 

millibar. The needle was inserted through the rubber septa at the top of the 

tensiometer. Water level in the tensiometer was also recorded relative to the 

length of the tensiometer. Hydraulic head was calculated from the pressure and 

elevation heads. 

A tensiometer installation tool was used to bore vertical holes, just large 

enough to insert the tensiometers, to the desired depth. Diatomacious earth 

was mixed with water into a thick slurry and then a small amount of the slurry 

was tremmied into the bottom of the bore hole. Immediately after pouring the 

slurry into the hole, the tensiometer was inserted and allowed to set. The soil 

around the top of the tensiometer was packed and sealed to prevent water from 
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flowing down the wall of the tensiometers. 

Neutron probe access tubes were installed just outside of the inner berm 

in each plot. The 5.08 cm-diameter, thin walled steel access tubes were 

installed to a depth of 2 m. The neutron probe was calibrated to in-situ field soils 

by recording multiple neutron probe readings at each depth and then collecting 

soil cores to a depth of about 2 m during different stages of the experiment. 

Vertical soil cores, 2.54 cm in diameter, were removed from the area between 

the inner and outer berms area within 10 to 15 cm of the access tube. The 

cores were taken to the lab, sectioned (accounting for compaction), and oven 

dried to determine gravimetric moisture content. Soil cores were obtained at 

different degrees of soil saturation (wet, moist, dry) in order to construct 

calibration curves for each field repetition. 

The instantaneous profile method (Green et al., 1986) uses Darcian 

analysis of soil water potential gradients and corresponding soil water fluxes in a 

draining soil profile to estimate unsaturated hydraulic conductivity. For this 

study, soil water content was monitored between 10 cm and 180 cm soil depth 

using a neutron attenuation probe. Hydraulic head profiles were determined 

using duplicate tensiometers installed at 10, 20, 30, 60, 90, 120, 150, and 180 

cm depths. The experiment involves two phases; an initial steady-state, 

saturated flow phase that allows estimation of Ks at the soil surface and in the 

subsoil and, second, a drainage phase with zero flux upper boundary condition 

(e.g. plastic cover) lasting several weeks. 
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To initiate the first phase, water was ponded in both the inner and outer 

bermed areas, much like a double-ring infiltometer test. Water content and 

hydraulic head were measured periodically during the saturated infiltration 

experiment. Tensiometer readings near zero or positive are indicative of 

saturation. When the profile was deemed to be saturated, depth of surface 

ponded water was recorded, tensiometer and neutron probe data were 

recorded, and a downward water flux was calculated for each plot. Water flux 

was calculated by measuring the volume of water applied to the inner bermed 

area of the plot over time and dividing by the area of infiltration inside the inner 

berm. 

After the saturated infiltration experiment had been completed, the plots 

were covered with 60 mil plastic sheeting and insulation to prevent evaporation. 

The plots were allowed to drain freely. Water pressure head and moisture 

content were recorded often during the first several days of drainage, but data 

recording tapered off during the later stages of the experiment as the rate of 

drainage slowed. Moisture content and pressure head data were collected from 

each plot over a period of about 35 to 45 days. Figures 3.4 and 3.5 show 

moisture content and hydraulic head profiles measured on one of the IPM 

repetitions during the drainage cycle. 

Unsaturated hydraulic conductivity profiles were determined using the 

protocol of Green et al.(1986). Hydraulic heads were determined from the 

tensiometer data recorded at the different depths and times from each field 
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repetition. Pressure heads (h) were determined by converting the tensiometer 

readings from mbars to cm and adding the length (cm) of the water column in 

the tensiometer. Hydraulic heads (H) were determined by adding the 

gravitational head to the pressure head. Figures 3.5 and 3.6 show drainage 

data used to determine the hydraulic properties. 

Hydraulic head vs. time for each depth were plotted and a smooth curve 

was fit through the data. Gradients (3H/az) were determined at each depth 

position in the plots. 

a f 8 (z,t) dz 

at 
( 3 . 1) 

Moisture content vs. time was plotted for each depth and a smooth curve was fit 

through the data. The integral 

Z1 

f S(z,t) dz ( 3 . 2) 
0 

was estimated using a curve fitting program (Table Curve) and these integrals 

were plotted against time. Derivatives of the integral versus time plots were 

evaluated at different times to determine the fluxes at fixed depths and times. 

Unsaturated hydraulic conductivity was determined by dividing the fluxes 

by the gradients at the same times and depths. Field saturated hydraulic 

conductivities were determined by dividing the steady-state infiltration rates by 
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the hydraulic gradients determined from tensiometric data recorded at the time 

when the soil was still saturated water. 

The unsaturated flow parameters (Eq. 2.15 - 2.19) were determined from 

the K(h) and h(e) data using the RETC code (van Genucthen et al., 1991) for 

determining the unsaturated hydraulic parameters of soils. The code was used 

to determine the a and n parameter values. The er value was selected as the 15 

bar point on the predicted h(e) curve, and es was determined from the measured 

data. 

Permeameters or I nfiltrometers 

After completion of the IPM drainage studies, the inner 1.2 m x 1.2 m 

region of each IPM repetition was used for all subsequent measurements. 

Saturated and unsaturated hydraulic conductivity were measured using disk 

permeameters at depths of 0, 10, 20, 30, 60, 90, 120, 150 and 180 cm in each 

plot. The subsurface depths were reached by careful excavation. Infiltration 

measurements were made in duplicate and at two scales using 20.8 cm-

diameter disc permeameters (Perroux and White, 1988) and 7.6 cm-diameter 

infiltrometers (Ankeny et al. 1988b; Prieksat et al., 1992). Figure 3.6 shows 

infiltration measurements being made at the soil surface using two different size 

permeameters. Saturated infiltration measurements were made at a slight 

positive head of 0.5 cm, while unsaturated infiltration was measured at supply 

pressure heads of -3 cm, -6 cm, and -12 cm. Figure 3.7 shows infiltration 

measurements at one of the sites that had been excavated by hand to a depth of 
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about one meter. Figures 3.6 and 3.7 are demonstration photographs; during 

the actual measurements, the permeameters were shaded to minimize 

temperature effects of solar heating. Saturated and unsaturated hydraulic 

conductivity profiles were determined using the protocol of Ankeny et al., (1991 ). 

Saturated and unsaturated infiltration data from each measurement site was 

used to determine the saturated and unsaturated hydraulic conductivities. Four 

hydraulic conductivity values at pressure heads of +0.5 cm, -3 cm, -6 cm, and -

12 cm were determined for each size infiltrometer, treatment repetition, and 

depth. 

The unsaturated flow parameters were determined from analysis of the 

K(h) data combined with 15 bar equilibrium pressure step data from the 5.08 

cm-diameter cores. Because no moisture content data was measured, 85 

values determined for the 5.08 cm-diameter soil cores were used to complete 

the parameter data sets for the infiltrometers. 

Soil Core Samples 

Four 5.08 cm-diameter by 5.08 cm-long soil cores and two 10.16 cm-

diameter by 5.08 cm-long soil cores were collected at each depth where 

infiltration was measured. After the pits had been excavated to the 180 cm 

depth and all other measurements were finished, a Giddings soil probe 

(Giddings Machine Company) was used to obtain 5.08 cm-diameter soil cores to 

a depth of about 3 m. These cores were sectioned and subsamples were 

obtained at 2, 2.5, and 3 m depths. 
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The soil cores were taken to the lab for determination of Ks and h(S). 

Saturated hydraulic conductivity was determined using the falling head method 

(Klute and Dirksen, 1986). Moisture retention characteristics were determined 

using pressure plate analysis (Klute, 1986). The soil cores were saturated by 

placing them in a pan and slowly raising the water level until it was even with the 

top of the sample. After saturating the samples, they were weighed to determine 

saturated water contents. These values were later compared with porosity 

values calculated from bulk density measurements as a quality control check on 

the data. Samples were then placed on pressure plates inside pressure 

extraction cells and subjected to a series of equilibrium pressure steps ranging 

from 0 to 15 bar pressure potential. During each pressure step, the soil samples 

were removed periodically from the extraction cells and weighed. When the 

samples had reached a consistent weight at a pressure step, the sample 

weights were recorded, the samples were placed back in the extraction cells, 

and the pressure was increased to the next level. A total of 12 to 14 equilibrium 

pressure steps were used during moisture retention analysis. 

The h(S) relationship was measured directly using the protocol of Klute 

(1986). Volumetric water content values were determined from the moist and 

oven-dry weights, and the volume of the sample. Pressure head was recorded 

as the directly applied air-pressure in bar. The h(S) data and the saturated 

hydraulic conductivity values were used to predict the K(S) relationships for each 

soil sample using the RETC code (van Genucthen et al., 1991). 
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Indirect Measurement 

By far the most convenient method of obtaining soil hydraulic parameters 

is to get them from published literature. Several sources are available that 

provide van Genuchten parameters (Eq. 2.15 - Eq. 2.19) and saturated hydraulic 

conductivity for a range of soil textural classes. Three sources were selected 

and used as input into the HYDRUS-20 model. Data from the UNSODA soils 

catalog (Liej, 1996) are available as default values within the HYDRUS-20 

model. The model allows you to select hydraulic parameters based on a specific 

soil type, such as clay loam. The two other sources that were used to select 

input hydraulic parameters are those of Carse! and Parrish (1988) and Rawls et 

al., (1982). 

3.5 Data Analysis 

Moisture content data, pressure head data, and hydraulic conductivity 

data (h(8) and K(8)) from each individual method, with the exception of the 

indirect method, were analyzed using the RETC code (van Genuchten et al., 

1991) for determining the unsaturated hydraulic parameters of soils. In all 

analysis using the RETC code, the code was used to predict the a and n 

parameters. Saturated water contents and the saturated hydraulic conductivities 

determined from each method were not fit by using the code. Residual water 

contents were determined as the water content at the -15 bar pressure point 

from the predicted curves. 
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It is probably worth noting at this time, the physical significance of the 

individual parameters. The measured and predicted parameters are a, n, Sri es, 

and K. The a parameter is inversely equivalent to the air-entry value of the soil. 

The air-entry value is the pressure head where the wetting fluid, usually water, is 

first displaced by the non-wetting fluid, usually air. The n parameter is the slope 

of the moisture content vs. pressure head relationship. This value is indicative 

of the pore size distribution of the soil. The larger the n, the narrower the pore 

size distribution (i.e. most of the pores are of the same diameter/size). A 

practical range for n is between 1.0 and 2.5. The Sr and es parameters are the 

residual or irreducible water content and the saturated water content, 

respectively. The residual water content is described as the point where large 

changes in applied pressure result in small changes in water content. This does 

not mean that water will no longer flow, but the contribution to flow is very small. 

Some researchers set er at h=-15 bar, while others use even lower potentials or 

simply treat Sr as an adjustable curve fitting parameter. The saturated water 

content is described as the point at which all pore space in the sample is filled 

with water. Since this is rarely achieved, generally we will see differences 

between porosity calculated from bulk density data and the saturated water 

content. The K parameter is hydraulic conductivity or the ability of the soil to 

transmit water. 

After the individual parameters had been determined using the RETC 
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code they were compiled and analyzed for statistical inference using SAS for 

Windows (SAS Institute, Inc.). The parameters were compared, at each depth 

for differences between methods, for differences between depths and tillage 

treatments within each method, and between methods using the entire profile 

data. Simulated water content and solute concentration profiles generated using 

the HYDRUS-20 model were compared to the measured profiles by calculating 

the correlation between the output and the measured data. 

3.6 Summary of Methods - Abbreviations 

Even though the preceding sections presented details of the sampling 

methods, the following section gives abbreviations used for each method with a 

brief description. 

2C 

Soil core samples, 5.08 cm diameter by 5.08 cm long, collected with a core 

barrel sampler using brass sleeves. Saturated hydraulic conductivities 

measured using the falling head method and the moisture retention analysis 

using traditional pressure plate analysis were analyzed using the RETC code. 

4C 

Soil core samples, 10.16 cm diameter by 5.08 cm long, collected using PVC 

cylinders. Soil columns, slightly larger than the PVC cylinders, were excavated 

and PVC rings were pushed down around the soil column and sectioned at the 

bottom. These samples were analyzed using the same techniques as were 
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used for the 2C method. 

4TI 

lnfiltrometers, 10.16 cm in diameter, were used to measure water infiltration into 

the soil. Water infiltration was measured at four different heads (+0.5 cm, -3 cm, 

-6 cm, -12 cm). The infiltration data were used to calculate saturated and 

unsaturated hydraulic conductivities. The hydraulic conductivity data was 

analyzed using the RETC code. However, analysis only provided the a and n 

values, so it was necessary to use the es and er data from the 2 inch cores to 

complete the data sets. For consistency, only data from corresponding 

repetitions were combined. 

8TI 

This method is the same as the 4TI, but at a scale that is 20.32 cm in diameter. 

IND 

This method used published data from three different sources to determine the 

soil hydraulic properties. After we had characterized the soil texture, we used 

the texture data to select hydraulic properties from the literature. 

IPM 

Saturated and unsaturated hydraulic conductivity data K(e) and h(e) data 

obtained from a gravity drainage experiment were analyzed simultaneously 

using the RETC code. 
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3.7 Prediction of Water and Solute Movement Using the HYDRUS-20 
Model 

The hydraulic properties estimated by each method were used as input to 

the HYDRUS-20 numerical code for simulating water flow and solute transport 

in 2-D variably saturated media. In addition to the hydraulic property data, 

measured atmospheric and irrigation data were also used in the simulations. 

For the 2C, 4C, 4TI, and 8TI methods, the soil profile was divided into nine 

layers; 0-5, 5-15, 15-25, 25-45, 45-75, 75-105, 105-135, 135-165, and 165-180 

cm soil depths. The soil profile for the IPM method had eight layers 

corresponding to 0-10, 10-20, 20-30- 30-60, 60-90, 90-120, 120-150, and 150-

180 cm soil depths. Because the textural data (Table 3.1) showed limited 

textural change, the IND simulations had only two soil layers; 0-160, and 160-

180 cm depths. Initial conditions (pressure heads) for each layer were 

calculated from measured water contents using the van Genuchten equation 

(1980) and the hydraulic properties of each soil layer and method. Bulk density 

values, obtained from 5.08 cm-diameter soil cores, were input for each layer and 

remained constant during all simulations. For solute transport, no attempts were 

made to calibrate the dispersion parameters using the bromide concentration 

profiles. Instead, longitudinal and transverse dispersivity values of 5 cm and 0 

cm, respectively, were assumed for all depths in both treatments. An ionic 

diffusion coefficient of 1.5 cm2/d was assumed for bromide. Numerical 

simulations were carried out over a length of time corresponding to the length of 
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the field solute transport experiment; 117 days for the T treatment and 118 days 

for the NT treatment. The predicted profiles were compared to water content 

and solute concentration profiles measured during the solute transport 

experiment. 
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CHAPTER4 

COMPARISON OF HYDRAULIC PARAMETER ESTIMATION METHODS 

4.0 Introduction 

Two basic approaches were taken to describe the hydraulic parameter 

data sets. The initial approach was to statistically analyze the parameters as 

independent variables, comparing the hydraulic parameters determined by the 

various methods from the different soil depths. Secondly, the hydraulic functions 

(Eq. 2.15 - Eq. 2.19) which utilize a combination of the measured parameters 

were compared and contrasted visually. The following sections describe trends 

and observations gleaned from the data. 

4.1 Bulk Density 

Table 4.1 lists soil bulk density (pb) values (mean± 95% confidence 

limits, CL) obtained from analysis of the 5.08 cm-diameter by 5.08 cm-long soil 

cores removed from the field site. The pb of the tillage zone (0-15 cm) is less 

than that of the non-tilled soil. This is expected since the purpose of tillage is to 

reduce the density and increase the porosity to promote better plant growth. 

Below the tillage zone, no significant differences in pb between tillage treatments 

were observed nor are there differences in pb between depths. There is no 
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Table 4.1. Soil bulk density as a function of depth below soil surface and 
tillage treatment. 

*** Rows with the same letter are not significantly different from one another. 

Depth Treatment Bulk Density +/- 95% *** 

(cm) (g/cm 3
) 

0-5 NT 1.508 0.043 ac 

T 1.355 0.041 b 

10-15 NT 1.553 0.031 ac 

T 1.433 0.044 be 

20-25 NT 1.523 0.105 ac 

T 1.470 0.073 ac 

30-35 NT 1.510 0.126 ac 

T 1.525 0.076 ac 

60-65 NT 1.510 0.054 ac 

T 1.528 0.041 a 

90-95 NT 1.533 0.116 ac 

T 1.560 0.074 a 

120-125 NT 1.535 0.046 a 

T 1.580 0.112 ac 

150-155 NT 1.538 0.141 ac 

T 1.593 0.144 ac 

180-185 NT 1.555 0.065 a 

T 1.580 0.057 a 
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justification for separating pb by tillage treatment below the 15 cm depth and any 

differences between the NT and T plots below the tillage zone would have to be 

attributed to spatial variability. 

4.2 Soil Hydraulic Properties 

Tables 4.2 through 4.5 list the measured hydraulic property parameters 

(a, n, 85 , K) obtained using the six methods described in chapter two. All of the 

measured data from each repetition are contained in Appendix A. Each table 

has two parts (a and b): part "a" shows mean and variance values for each 

parameter and t-test comparisons made between methods for each depth; part 

"b" repeats part "a" but shows t-test comparisons between depths and tillage for 

each method. Letter comparisons indicate whether the parameters are 

significantly different from one another and the triangles at the top of the column 

indicate the direction of the comparison. Like letters, even when appearing in 

combination with other letters, are not significantly different. For example, the 

letter "ac" indicates that the mean value is not statistically different than a mean 

with the designation "a" or "ac", but it is different from a mean designated as "b" 

or "bd". 

a (curve fitting parameter indicative of air-entry value) 

Tables 4.2(a and b) list the mean and confidence limits for each depth, 
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Table 4.2(a). Mean, variance, and t-test comparisons between methods for each depth and tillage for the a 

parameter. 
Depth a - Curve Fitting Parameter (cm-1

) by Method of Measurement 

Treatment 2C 4C 4TI 8TI IND IPM 

Mean +/- 95% .... MEAN +/- 95% .... MEAN +/- 95% .... MEAN +/- 95% .... MEAN +/- 95% .... MEAN +/- 95% .... 
0-NT 0.0130 0.0054 a 0.0110 0.0150 a 0.0480 0.0039 b 0.0575 0.0582 ab 0.0383 0.0360 ab - - -
0-T 0.0409 0.0022 a 0.0400 0.0190 a 0.0800 0.0600 a 0.1513 0.0301 b 0.0383 0.0360 a - - -

10-NT 0.0226 0.0095 a 0.0212 0.0340 ab 0.0384 0.0103 b 0.0451 0.0246 ab 0.0383 0.0360 ab 0.0263 0.0026 a 

10-T 0.0180 0.0167 a 0.0218 0.0060 a 0.0500 0.0402 abe 0.0750 0.0137 b 0.0383 0.0360 abe 0.0450 0.0196 e 

20-NT 0.0107 0.0028 a 0.0214 0.0620 ab 0.0325 0.0220 ab 0.0243 0.0311 ab 0.0383 0.0360 ab 0.0275 0.0042 b 

20-T 0.0171 0.0121 a 0.0168 0.0160 a 0.0314 0.0121 a 0.0501 0.0100 b 0.0383 0.0360 ab 0.0495 0.0303 ab 

30-NT 0.0192 0.0126 a 0.0155 0.0340 a 0.1008 0.0373 b 0.0365 0.0180 a 0.0383 0.0360 a 0.0275 0.0077 a 

30-T 0.0152 0.0193 ab 0.0128 0.0010 a 0.0195 0.0194 ab 0.0341 0.0128 b 0.0383 0.0360 ab 0.0383 0.0259 ab 

60-NT 0.0158 0.0063 a 0.0209 0.1080 ab 0.0270 0.0083 b 0.0315 0.0139 b 0.0383 0.0360 ab 0.0140 0.0034 a 

60-T 0.0158 0.0100 a 0.0149 0.0150 a 0.0370 0.0054 b 0.0372 0.0174 be 0.0383 0.0360 abe 0.0253 0.0062 a 

90-NT 0.0142 0.0013 a 0.0117 0.0230 a 0.0265 0.0242 a 0.0303 0.0225 a 0.0383 0.0360 a 0.0140 0.0034 a 

90-T 0.0128 0.0113 ae 0.0129 0.0220 abe 0.0366 0.0211 b 0.0366 0.0126 b 0.0383 0.0360 abe 0.0200 0.0061 e 

120-NT 0.0069 0.0079 ab 0.0070 0.0002 a 0.0228 0.0240 ab 0.0365 0.0326 ab 0.0383 0.0360 ab 0.0140 0.0046 b 

120-T 0.0064 0.0015 a 0.0087 0.0780 abe 0.0643 0.0312 b 0.0559 0.0274 b 0.0383 0.0360 abe 0.0143 0.0060 e 

150-NT 0.0084 0.0030 a 0.0070 0.0130 ae 0.0491 0.0247 b 0.0390 0.0479 abe 0.0383 0.0360 abe 0.0165 0.0054 e 

150-T 0.0025 0.0024 a 0.0104 0.0940 abed 0.0392 0.0038 be 0.0644 0.0290 e 0.0383 0.0360 abed 0.0125 0.0033 d 

180-NT 0.0089 0.0022 ae 0.0080 0.0130 ae 0.0490 0.0330 be 0.0375 0.0190 b 0.0390 0.0367 abe 0.0155 0.0067 e 

180-T 0.0070 0.0041 a 0.0082 0.0720 b 0.0393 0.0181 b 0.0642 0.0368 b 0.0390 0.0367 abe 0.0150 0.0034 e 
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Table 4.2(b). Mean, variance, and t-test comparisons between depths and tillage treatments within 
methods for the a parameter. 

Depth a - Curve Fitting Parameter (cm-1) by Method of Measurement 

Treatment 2C 4C 4TI 8TI IND IPM 

Mean +/- 95% T MEAN +/- 95% T MEAN +/- 95% T MEAN +/- 95% T MEAN +/- 95% T MEAN +/- 95% 

0-NT 0.0130 0.0054 bede 0.0110 0.0150 abe 0.0480 0.0039 ed 0.0575 0.0582 bed 0.0383 0.0360 a - -

0-T 0.0409 0.0022 a 0.0400 0.0190 ab 0.0800 0.0600 ab 0.1513 0.0301 a 0.0383 0.0360 a - -
10-NT 0.0226 0.0095 b 0.0212 0.0340 abe 0.0384 0.0103 ed 0.0451 0.0246 bed 0.0383 0.0360 a 0.0263 0.0026 

10-T 0.0180 0.0167 be 0.0218 0.0060 a 0.0500 0.0402 ed 0.0750 0.0137 b 0.0383 0.0360 a 0.0450 0.0196 

20-NT 0.0107 0.0028 ede 0.0214 0.0620 abe 0.0325 0.0220 ed 0.0243 0.0311 d 0.0383 0.0360 a 0.0275 0.0042 

20-T 0.0171 0.0121 bed 0.0168 0.0160 abe 0.0314 0.0121 d 0.0501 0.0100 bed 0.0383 0.0360 a 0.0495 0.0303 

30-NT 0.0192 0.0126 be 0.0155 0.0340 abe 0.1008 0.0373 a 0.0365 0.0180 ed 0.0383 0.0360 a 0.0275 0.0077 

30-T 0.0152 0.0193 bed 0.0128 0.0010 b 0.0195 0.0194 d 0.0341 0.0128 ed 0.0383 0.0360 a 0.0383 0.0259 

60-NT 0.0158 0.0063 bed 0.0209 0.1080 abe 0.0270 0.0083 d 0.0315 0.0139 ed 0.0383 0.0360 a 0.0140 0.0034 

60-T 0.0158 0.0100 bed 0.0149 0.0150 abe 0.0370 0.0054 ed 0.0372 0.0174 ed 0.0383 0.0360 a 0.0253 0.0062 

90-NT 0.0142 0.0013 bed 0.0117 0.0230 ab 0.0265 0.0242 d 0.0303 0.0225 ed 0.0383 0.0360 a 0.0140 0.0034 

90-T 0.0128 0.0113 bede 0.0129 0.0220 ab 0.0366 0.0211 ed 0.0366 0.0126 ed 0.0383 0.0360 a 0.0200 0.0061 

120-NT 0.0069 0.0079 de 0.0070 0.0002 e 0.0228 0.0240 d 0.0365 0.0326 ed 0.0383 0.0360 a 0.0140 0.0046 

120-T 0.0064 0.0015 de 0.0087 0.0780 abe 0.0643 0.0312 be 0.0559 0.0274 bed 0.0383 0.0360 a 0.0143 0.0060 

150-NT 0.0084 0.0030 ede 0.0070 0.0130 abe 0.0491 0.0247 ed 0.0390 0.0479 ed 0.0383 0.0360 a 0.0165 0.0054 

150-T 0.0025 0.0024 e 0.0104 0.0940 abe 0.0392 0.0038 ed 0.0644 0.0290 be 0.0383 0.0360 a 0.0125 0.0033 

180-NT 0.0089 0.0022 ede 0.0080 0.0130 ae 0.0490 0.0330 ed 0.0375 0.0190 ed 0.0390 0.0367 a 0.0155 0.0067 

180-T 0.0070 0.0041 de 0.0082 0.0720 abe 0.0393 0.0181 ed 0.0642 0.0368 be 0.0390 0.0367 a 0.0150 0.0034 
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treatment, and method combination of the a parameter. There is no data for the 

IPM method at the 0 cm depth because instrumentation could not be installed at 

the surface. 

In comparing the methods (Table 4.2a), from 0 to 60 cm depth, the 4TI 

and 8TI methods appear to produce similar results, while the 2C, 4C, and IPM 

methods are more similar. For 60 to 180 cm depth range, the 2C and 4C 

methods produce similar results, the 4TI and 8TI methods are similar, but the 

IPM shows no specific trend. The IND has consistently large a values and Cl's. 

Because of the large Cl's, the IND tends to not be significantly different from the 

other methods. Alpha values for the 2C and 4C methods tend to be the 

smallest, and the a values from the 4TI, 8TI, and IND tend to be the largest. 

The IPM tends to produce intermediate a values. Coefficient of variation (CV) 

(Appendix B) calculations indicate that the IPM a values are overall less variable 

than those determined from other methods. The IND method is highly variable. 

Even though the IND data were obtained from soils in the same textural class, 

differences in density and structure would undoubtedly cause differences in the 

parameters. The CV tables also indicate that for the a parameter, variation 

between methods is greater than spatial variability. 

It is clear from Table 4.2b that there are tillage effects at the surface for 

all the methods except the IND. The IND method should not show tillage 

effects, because the data were selected based on texture and therefore the 

same data were used for the T and NT treatments. Only the IPM method shows 
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tillage effects at either of the 10 or 20 cm depths. Within the tillage zone, the T 

treatment has larger a values than the NT treatment, indicating a lower air-entry 

value. This is expected since part of the purpose of tillage is to break up the 

structure of the soil and increase porosity. The 2C, 4C and IPM methods (Table 

4.2b) show a slight trend towards a decreasing in value with increase in depth. 

The changes in a are small and do not coincide with soil textural changes. For 

example, for the soil between 120 and 180 cm depth, the 2C a's on the order of 

0.0025 to 0.0089 cm-1
. These values are smaller than those found near the 

surface that range from 0.0107 to 0.0409 cm-1
. In contrast, the 4TI and 8TI 

methods show little change in a with depth below about 10 cm depth. The IND 

method show no change in a because the value is based on soil texture and 

there is only one textural change and that occurs at about 160 cm depth. In 

addition, the soil texture change is slight going from sandy clay loam to clay 

loam. 

n (curve fitting parameter indicative of pore size distribution) 

Tables 4.3(a and b) show results of analysis of the "n" parameter. Then 

values range from about 1.4 to 2.0 and are well within the normal values from 

these soil types. Examining Table 4.3a, differences between methods are 

inconsistent and in general it appears that n is less method dependent than was 

a. The only exception appears to be the IND with an typically small n value. As 

we can see from Table 4.3b, there are no tillage effects on n within any of the 

methods. In addition, there are no trends or changes in the parameter with 
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Table 4.2(a). Mean, variance, and t-test comparisons between methods for each depth and tillage for then 
parameter. 

Depth n - CuNe Fitting Parameter (dimensionless) by Method of Measurement 

Treatment 2C 4C 4TI 8TI IND IPM 

Mean +!- 95% ~ MEAN +/- 95% ~ MEAN +!- 95% ~ MEAN +!- 95% ~ MEAN +!- 95% ~ MEAN +/- 95% ~ 

0-NT 1.6500 0.4269 ab 1.8640 1.1440 ab 1.7500 0.1812 a 1.7661 0.1686 a 1.3800 0.2166 b - - -

0-T 1.7968 0.7125 ab 1.8637 3.7230 ab 1.6250 0.3156 ab 1.7277 0.2178 a 1.3800 0.2166 b - - -

10-NT 1.7110 0.1880 ae 1.7170 1.7410 abe 1.7829 0.1457 a 1.7156 0.1728 ae 1.3800 0.2166 b 1.5600 0.1355 be 

10-T 1.6364 0.3137 ab 1.7167 3.8570 ab 1.7440 0.2261 b 1.7403 0.2250 b 1.3800 0.2166 a 1.4625 0.0664 a 

20-NT 1.7360 0.6800 abe 1.6730 2.3640 abe 1.7200 0.1989 be 1.7424 0.2263 be 1.3800 0.2166 a 1.5075 0.0957 ae 

20-T 1.6678 0.3056 ab 1.6731 2.6930 ab 1.5532 0.1127 a 1.7730 0.1082 b 1.3800 0.2166 a 1.5225 0.1217 a 

30-NT 1.6620 0.3277 ab 1.4660 2.4530 ab 1.6658 0.2509 ab 1.8708 0.1316 b 1.3800 0.2166 a 1.5300 0.0975 a 

30-T 1.7804 0.2348 a 1.4190 2.0970 abe 1.5085 0.1654 be 1.6667 0.1619 ab 1.3800 0.2166 e 1.5250 0.1329 be 

60-NT 1.9240 0.6044 abe 1.3050 0.2670 abe 1.6800 0.0579 b 1.6451 0.2340 be 1.3800 0.2166 e 1.7650 0.2023 b 

60-T 1.6663 0.2954 ab 1.3425 1.6210 ab 1.5400 0.1576 ab 1.6015 0.0731 a 1.3800 0.2166 a 1.7000 0.0801 b 

90-NT 1.8390 0.3860 a 1.5040 3.1900 ab 1.6759 0.3479 ab 1.6370 0.2506 ab 1.3800 0.2166 b 1.7225 0.2723 ab 

90-T 1.7657 0.4470 ab 1.5125 0.4380 ab 1.5361 0.3211 ab 1.6033 0.2208 ab 1.3800 0.2166 a 1.7075 0.1003 b 

120-NT 1.4140 0.8443 abe 1.9950 0.0380 a 1.6399 0.3296 abe 1.6542 0.1785 b 1.3800 0.2166 e 1.6525 0.2035 b 

120-T 1.8291 0.5717 abe 1.9935 0.0830 a 1.7210 0.1895 b 1.6129 0.2180 be 1.3800 0.2166 e 1.7150 0.0703 b 

150-NT 1.7530 0.3680 ab 1.4780 1.1440 ab 1.6320 0.2137 ab 1.7944 0.1737 a 1.3800 0.2166 b 1.5275 0.1484 b 

150-T 1.6545 0.1616 a 1.5110 1.0550 ab 1.6586 0.2425 ab 1.7077 0.2083 a 1.3800 0.2166 b 1.7100 0.0631 a 

180-NT 1.6020 0.3506 abe 1.6510 0.0380 ab 1.6300 0.1561 ae 1.7748 0.1739 a 1.3280 0.2643 be 1.5575 0.0347 e 

180-T 1.6923 0.4270 ab 1.6855 0.7940 ab 1.6600 0.3073 ab 1.7125 0.1718 a 1.3280 0.2643 b 1.5650 0.0416 ab 
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Table 4.2(b). Mean, variance, and t-test comparisons between depths and tillage treatments within 
methods for the n parameter. 

Depth n - Curve Fitting Parameter (dimensionless) by Method of Measurement 

Treatment 2C 4C 4TI 8TI IND IPM 

Mean +/- 95% T MEAN +/- 95% T MEAN +/- 95% T MEAN +!- 95% T MEAN +/- 95% T MEAN +/- 95% 

0-NT 1.6500 0.4269 a 1.8640 1.1440 ab 1.7500 0.1812 a 1.7661 0.1 686 ab 1.3800 0.2166 a - -

0-T 1.7968 0.7125 a 1.8637 3.7230 ab 1.6250 0.3156 a 1.7277 0.2178 ab 1.3800 0.2166 a - -

10-NT 1.7110 0.1880 a 1.7170 1.7410 ab 1.7829 0.1457 a 1.7156 0.1728 ab 1.3800 0.2166 a 1.5600 0.1355 

10-T 1.6364 0.3137 a 1.7167 3.8570 ab 1.7440 0.2261 a 1.7403 0.2250 ab 1.3800 0.2166 a 1.4625 0.0664 

20-NT 1.7360 0.6800 a 1.6730 2.3640 ab 1.7200 0.1989 a 1.7424 0.2263 ab 1.3800 0.2166 a 1.5075 0.0957 

20-T 1.6678 0.3056 a 1.6731 2.6930 ab 1.5532 0.1127 a 1.7730 0.1082 ab 1.3800 0.2166 a 1.5225 0.1217 

30-NT 1.6620 0.3277 a 1.4660 2.4530 ab 1.6658 0.2509 a 1.8708 0.1316 a 1.3800 0.2166 a 1.5300 0.0975 

30-T 1.7804 0.2348 a 1.4190 2.0970 ab 1.5085 0.1654 a 1.6667 0.1619 ab 1.3800 0.2166 a 1.5250 0.1329 

60-NT 1.9240 0.6044 a 1.3050 0.2670 a 1.6800 0.0579 a 1.6451 0.2340 ab 1.3800 0.2166 a 1.7650 0.2023 

60-T 1.6663 0.2954 a 1.3425 1.6210 ab 1.5400 0.1576 a 1.6015 0.0731 b 1.3800 0.2166 a 1.7000 0.0801 

90-NT 1.8390 0.3860 a 1.5040 3.1900 a 1.6759 0.3479 a 1.6370 0.2506 b 1.3800 0.2166 a 1.7225 0.2723 

90-T 1.7657 0.4470 a 1.5125 0.4380 a 1.5361 0.3211 a 1.6033 0.2208 b 1.3800 0.2166 a 1.7075 0.1003 

120-NT 1.4140 1.8443 a 1.9950 0.0380 b 1.6399 0.3296 a 1.6542 0.1785 ab 1.3800 0.2166 a 1.6525 0.2035 

120-T 1.8291 0.5717 a 1.9935 0.0830 b 1.7210 0.1895 a 1.6129 0.2180 b 1.3800 0.2166 a 1.7150 0.0703 

150-NT 1.7530 0.3680 a 1.4780 1.1440 ab 1.6320 0.2137 a 1.7944 0.1737 ab 1.3800 0.2166 a 1.5275 0.1484 

150-T 1.6545 0.1616 a 1.5110 1.0550 ab 1.6586 0.2425 a 1.7077 0.2083 ab 1.3800 0.2166 a 1.7100 0.0631 

180-NT 1.6020 0.3506 a 1.6510 0.0380 a 1.6300 0.1561 a 1.7748 0.1739 ab 1.3280 0.2643 a 1.5575 0.0347 

180-T 1.6923 0.4270 a 1.6855 0.7940 ab 1.6600 0.3073 a 1.7125 0.1718 ab 1.3280 0.2643 a 1.5650 0.0416 
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change in depth. Tillage should generally result in smaller predicted n values 

(Klute, 1982). This is a result of increased porosity and macroporosity. Non-

significant differences in the hydraulic properties between the T and NT 

treatments could be due to soil settling between tillage events. In addition, 

variability within the measurement method could overshadow any differences 

present between the treatments. For example, the n values measured using the 

IPM method at the 10 cm depth show the trend noted by Klute (1982), but the 

differences are not significant. As was seen for a, the IPM data is less variable 

overall than the data from the other methods. However, calculated CV values 

(Appendix 8) indicate that both method and spatial variability are quite high for 

the n parameter. 

~ (saturated water content) 

Compiled results of the saturated water content values are recorded in 

Tables 4.4(a and b). There are no comparisons for the 4TI and 8TI methods 

because es values from the 2C method were used during the analysis of the 

permeameter data. Thus the 2C, 4TI, and 8TI methods all have the same es 
values. Again, as with the n data, there are no apparent trends in the data 

comparing depths and tillage treatments. There are differences between es 
values as predicted by method, but that depends upon which depth is compared. 

As a quality control check of the data, total porosity values for the 2C method, 

calculated from bulk density and a particle density of 2.65 g/cm3
, were compared 

with 8s values obtained from the RETC fit of the moisture retention data for the 
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Table 4.4(a). Mean, variance, and t-test comparisons between methods for each depth and tillage for the es 
parameter. 

Depth Saturated Water Content(%, cm3/cm3
) by Method of Measurement 

Treatment 2C 4C 4TI 8TI IND IPM 

Mean +/- 95% ~ MEAN +!- 95% ~ MEAN +!- 95% ~ MEAN +!- 95% ~ MEAN +!- 95% ~ MEAN +/- 95% ~ 

0-NT 0.4600 0.0174 a 0.3314 0.0610 b 0.4600 0.0000 - 0.4600 0.0000 - 0.3900 0.1102 ab - - -
0-T 0.4888 0.1215 a 0.4085 1.0460 a 0.4888 0.0000 - 0.4888 0.0000 - 0.3900 0.1102 a - - -

10-NT 0.4823 0.0128 a 0.3258 0.2460 ab 0.4820 0.0000 - 0.4820 0.0000 - 0.3900 0.1102 ab 0.4124 0.0177 b 

10-T 0.4699 0.0943 a 0.4007 0.5830 a 0.4699 0.0000 - 0.4699 0.0000 - 0.3900 0.1102 a 0.4244 0.0099 a 

20-NT 0.4433 0.0508 a 0.3068 0.0670 b 0.4430 0.0000 - 0.4430 0.0000 - 0.3900 0.1102 ab 0.4211 0.0178 a 

20-T 0.4088 0.0443 a 0.3708 0.9370 a 0.4088 0.0000 - 0.4088 0.0000 - 0.3900 0.1102 a 0.4196 0.0244 a 

30-NT 0.4390 0.0523 a 0.3527 0.0840 b 0.4390 0.0000 - 0.4390 0.0000 - 0.3900 0.1102 ab 0.4227 0.0189 a 

30-T 0.4260 0.1024 a 0.3414 0.2970 a 0.4260 0.0000 - 0.4260 0.0000 - 0.3900 0.1102 a 0.4404 0.0158 a 

60-NT 0.4178 0.0279 a 0.3365 0.2620 a 0.4180 0.0000 - 0.4180 0.0000 - 0.3900 0.1102 a 0.4012 0.0326 a 

60-T 0.3859 0.0876 ab 0.3562 0.1020 ab 0.3859 0.0000 - 0.3859 0.0000 - 0.3900 0.1102 ab 0.4168 0.0379 b 

90-NT 0.4371 0.0103 a 0.3533 0.0300 b 0.4370 0.0000 - 0.4370 0.0000 - 0.3900 0.1102 ab 0.4193 0.0316 a 

90-T 0.3669 0.0951 a 0.3348 0.1420 a 0.3669 0.0000 - 0.3669 0.0000 - 0.3900 0.1102 a 0.4357 0.0164 a 

120-NT 0.4251 0.0820 a 0.3181 0.0200 b 0.4250 0.0000 - 0.4250 0.0000 - 0.3900 0.1102 ab 0.4050 0.0417 a 

120-T 0.3985 0.0801 a 0.3673 0.6960 a 0.3985 0.0000 - 0.3985 0.0000 - 0.3900 0.1102 a 0.4314 0.0041 a 

150-NT 0.4534 0.0539 a 0.3376 0.1040 a 0.4530 0.0000 - 0.4530 0.0000 - 0.3900 0.1102 a 0.4207 0.0133 a 

150-T 0.4180 0.1515 a 0.3608 0.5780 a 0.4180 0.0000 - 0.4180 0.0000 - 0.3900 0.1102 a 0.4276 0.0121 a 

180-NT 0.3849 0.0391 a 0.3596 0.1840 a 0.3850 0.0000 - 0.3850 0.0000 - 0.3967 0.0212 a 0.4089 0.0276 a 

180-T 0.3987 0.0999 a 0.3907 0.0830 a 0.3987 0.0000 - 0.3987 0.0000 - 0.3967 0.0212 a 0.4198 0.0149 a 
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Table 4.4(b). Mean, variance, and t-test comparisons between depths and tillage treatments within 
methods for the qs parameter. 

Depth Saturated Water Content(%, cm3/cm3
) by Method of Measurement 

Treatment 2C 4C 4TI 8TI IND IPM 

Mean +/- 95% T MEAN +/- 95% T MEAN +/- 95% T MEAN +/- 95% T MEAN +/- 95% T MEAN +/- 95% 

0-NT 0.4600 0.0174 abe 0.3314 0.0610 a 0.4600 0.0000 - 0.4600 0.0000 - 0.3900 0.1102 a - -

0-T 0.4888 0.1215 a 0.4085 1.0460 a 0.4888 0.0000 - 0.4888 0.0000 - 0.3900 0.1102 a - -
10-NT 0.4823 0.0128 a 0.3258 0.2460 a 0.4820 0.0000 - 0.4820 0.0000 - 0.3900 0.1102 a 0.4124 0.0177 

10-T 0.4699 0.0943 ab 0.4007 0.5830 a 0.4699 0.0000 - 0.4699 0.0000 - 0.3900 0.1102 a 0.4244 0.0099 

20-NT 0.4433 0.0508 abe 0.3068 0.0670 a 0.4430 0.0000 - 0.4430 0.0000 - 0.3900 0.1102 a 0.4211 0.0178 

20-T 0.4088 0.0443 abe 0.3708 0.9370 a 0.4088 0.0000 - 0.4088 0.0000 - 0.3900 0.1102 a 0.4196 0.0244 

30-NT 0.4390 0.0523 abe 0.3527 0.0840 a 0.4390 0.0000 - 0.4390 0.0000 - 0.3900 0.1102 a 0.4227 0.0189 

30-T 0.4260 0.1024 abe 0.3414 0.2970 a 0.4260 0.0000 - 0.4260 0.0000 - 0.3900 0.1102 a 0.4404 0.0158 

60-NT 0.4178 0.0279 abe 0.3365 0.2620 a 0.4180 0.0000 - 0.4180 0.0000 - 0.3900 0.1102 a 0.4012 0.0326 

60-T 0.3859 0.0876 be 0.3562 0.1020 a 0.3859 0.0000 - 0.3859 0.0000 - 0.3900 0.1102 a 0.4168 0.0379 

90-NT 0.4371 0.0103 abe 0.3533 0.0300 a 0.4370 0.0000 - 0.4370 0.0000 - 0.3900 0.1102 a 0.4193 0.0316 

90-T 0.3669 0.0951 e 0.3348 0.1420 a 0.3669 0.0000 - 0.3669 0.0000 - 0.3900 0.1102 a 0.4357 0.0164 

120-NT 0.4251 0.0820 abe 0.3181 0.0200 a 0.4250 0.0000 - 0.4250 0.0000 - 0.3900 0.1102 a 0.4050 0.0417 

120-T 0.3985 0.0801 abe 0.3673 0.6960 a 0.3985 0.0000 - 0.3985 0.0000 - 0.3900 0.1102 a 0.4314 0.0041 

150-NT 0.4534 0.0539 abe 0.3376 0.1040 a 0.4530 0.0000 - 0.4530 0.0000 - 0.3900 0.1102 a 0.4207 0.0133 

150-T 0.4180 0.1515 abe 0.3608 0.5780 a 0.4180 0.0000 - 0.4180 0.0000 - 0.3900 0.1102 a 0.4276 0.0121 

180-NT 0.3849 0.0391 be 0.3596 0.1840 a 0.3850 0.0000 - 0.3850 0.0000 - 0.3967 0.0212 a 0.4089 0.0276 

180-T 0.3987 0.0999 abe 0.3907 0.0830 a 0.3987 0.0000 - 0.3987 0.0000 - 0.3967 0.0212 a 0.4198 0.0149 
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Table 4.5(a). Mean, variance, and t-test comparisons between methods for each depth and tillage for the Ks 
parameter. 

Depth Saturated Hydraulic Conductivity (cm/s) by Method of Measurement 

Treatment 2C 4C 4TI 8TI IND IPM 

Mean +/- 95% ..... MEAN +/- 95% ..... MEAN +/- 95% ..... MEAN +/- 95% ..... MEAN +/- 95% ..... MEAN +!- 95% ..... 

0-NT 0.0007 0.0002 a 0.0010 0.0008 a 0.0048 0.0012 b 0.0062 0.0019 b 0.0002 0.0003 c 0.0016 0.0002 d 

0-T 0.0010 0.0002 a 0.0015 0.0119 abc 0.0045 0.0014 b 0.0054 0.0019 b 0.0002 0.0003 c 0.0030 0.0007 ac 

10-NT 0.0005 0.0002 a 0.0009 0.0005 b 0.0061 0.0025 c 0.0058 0.0023 c 0.0002 0.0003 d 0.0017 0.0006 e 

10-T 0.0008 0.0004 a 0.0014 0.0085 abc 0.0061 0.0011 b 0.0058 0.0010 b 0.0002 0.0003 c 0.0031 0.0007 a 

20-NT 0.0007 0.0002 a 0.0009 0.0009 a 0.0061 0.0017 b 0.0063 0.0023 b 0.0002 0.0003 c 0.0016 0.0005 d 

20-T 0.0008 0.0003 a 0.0013 0.0090 abc 0.0055 0.0014 b 0.0053 0.0016 b 0.0002 0.0003 c 0.0030 0.0005 a 

30-NT 0.0006 0.0002 a 0.0007 0.0010 a 0.0045 0.0022 b 0.0051 0.0015 b 0.0002 0.0003 c 0.0015 0.0004 d 

30-T 0.0007 0.0008 a 0.0011 0.0095 abc 0.0051 0.0033 b 0.0056 0.0040 b 0.0002 0.0003 a 0.0027 0.0005 be 

60-NT 0.0007 0.0002 a 0.0006 0.0006 a 0.0055 0.0023 b 0.0066 0.0029 b 0.0002 0.0003 c 0.0014 0.0003 d 

60-T 0.0008 0.0001 a 0.0010 0.0022 acd 0.0062 0.0010 b 0.0064 0.0025 b 0.0002 0.0003 c 0.0024 0.0009 d 

90-NT 0.0007 0.0002 a 0.0011 0.0008 abd 0.0055 0.0023 e 0.0066 0.0029 c 0.0002 0.0003 d 0.0013 0.0002 b 

90-T 0.0005 0.0005 a 0.0012 0.0028 ab 0.0062 0.0010 c 0.0064 0.0025 c 0.0002 0.0003 a 0.0023 0.0011 b 

120-NT 0.0006 0.0001 a 0.0008 0.0005 aed 0.0065 0.0010 b 0.0071 0.0008 b 0.0002 0.0003 c 0.0013 0.0002 d 

120-T 0.0006 0.0002 a 0.0009 0.0005 a 0.0053 0.0013 b 0.0062 0.0026 b 0.0002 0.0003 c 0.0022 0.0012 d 

150-NT 0.0006 0.0001 a 0.0007 0.0025 aed 0.0067 0.0026 b 0.0063 0.0023 b 0.0002 0.0003 c 0.0012 0.0002 d 

150-T 0.0006 0.0004 ad 0.0011 0.0036 abed 0.0045 0.0021 bd 0.0053 0.0022 b 0.0002 0.0003 c 0.0021 0.0012 d 

180-NT 0.0006 0.0005 a 0.0009 0.0005 a 0.0067 0.0026 b 0.0063 0.0023 b 0.0002 0.0003 a 0.0012 0.0002 a 

180-T 0.0005 0.0001 a 0.0009 0.0008 acd 0.0045 0.0021 b 0.0053 0.0022 b 0.0002 0.0003 e 0.0021 0.0014 d 
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Table 4.S(b). Mean, variance, and t-test comparisons between depths and tillage treatments within 
methods for the Ks parameter. 

Depth Saturated Hydraulic Conductivity ( cm/s) by Method of Measurement 

Treatment 2C 4C 4TI 8TI IND IPM 

Mean +/- 95% T MEAN +/- 95% T MEAN +/- 95% T MEAN +/-95% T MEAN +/- 95% T MEAN +/- 95% 

0-NT 0.0007 0.0002 ab 0.0010 0.0008 a 0.0048 0.0012 a 0.0062 0.0019 a 0.0002 0.0003 a 0.0016 0.0002 

0-T 0.0010 0.0002 a 0.0015 0.0119 a 0.0045 0.0014 a 0.0054 0.0019 a 0.0002 0.0003 a 0.0030 0.0070 

10-NT 0.0005 0.0002 b 0.0009 0.0005 a 0.0061 0.0025 a 0.0058 0.0023 a 0.0002 0.0003 a 0.0017 0.0006 

10-T 0.0008 0.0004 ab 0.0014 0.0085 a 0.0061 0.0011 a 0.0058 0.0010 a 0.0002 0.0003 a 0.0031 0.0007 

20-NT 0.0007 0.0002 ab 0.0009 0.0009 a 0.0061 0.0017 a 0.0063 0.0023 a 0.0002 0.0003 a 0.0016 0.0005 

20-T 0.0008 0.0003 ab 0.0013 0.0090 a 0.0055 0.0014 a 0.0053 0.0016 a 0.0002 0.0003 a 0.0030 0.0005 

30-NT 0.0006 0.0002 b 0.0007 0.0010 a 0.0045 0.0022 a 0.0051 0.0015 a 0.0002 0.0003 a 0.0015 0.0004 

30-T 0.0007 0.0008 ab 0.0011 0.0095 a 0.0051 0.0033 a 0.0056 0.0040 a 0.0002 0.0003 a 0.0027 0.0005 

60-NT 0.0007 0.0002 ab 0.0006 0.0006 a 0.0055 0.0023 a 0.0066 0.0029 a 0.0002 0.0003 a 0.0014 0.0003 

60-T 0.0008 0.0001 ab 0.0010 0.0022 a 0.0062 0.0010 a 0.0064 0.0025 a 0.0002 0.0003 a 0.0024 0.0009 

90-NT 0.0007 0.0002 ab 0.0011 0.0008 a 0.0055 0.0023 a 0.0066 0.0029 a 0.0002 0.0003 a 0.0013 0.0002 

90-T 0.0005 0.0005 b 0.0012 0.0028 a 0.0062 0.0010 a 0.0064 0.0025 a 0.0002 0.0003 a 0.0023 0.0011 

120-NT 0.0006 0.0001 ab 0.0008 0.0005 a 0.0065 0.0010 a 0.0071 0.0008 a 0.0002 0.0003 a 0.0013 0.0002 

120-T 0.0006 0.0002 b 0.0009 0.0005 a 0.0053 0.001 3 a 0.0062 0.0026 a 0.0002 0.0003 a 0.0022 0.001 2 

150-NT 0.0006 0.0001 ab 0.0007 0.0025 a 0.0067 0.0026 a 0.0063 0.0023 a 0.0002 0.0003 a 0.0012 0.0002 

150-T 0.0006 0.0004 b 0.0011 0.0036 a 0.0045 0.0021 a 0.0053 0.0022 a 0.0002 0.0003 a 0.0021 0.0012 

180-NT 0.0006 0.0005 ab 0.0009 0.0005 a 0.0067 0.0026 a 0.0063 0.0023 a 0.0002 0.0003 a 0.0012 0.0002 

180-T 0.0005 0.0001 b 0.0009 0.0008 a 0.0045 0.0021 a 0.0053 0.0022 a 0.0002 0.0003 a 0.0021 0.0014 

T 

b 

a 

b 

b 

b 

b 

b 

b 

b 

b 

b 

b 

b 

b 

b 

b 

b 

b 



2C method. All of the predicted es values agree quite well with the calculated 

porosity values .. 

Ks (saturated hydraulic conductivity) 

Tables 4.5(a and b) list Ks values for each method, tillage, and depth. 

Inspection of Table 4.5(a) reveals that methods 2C and 4C and methods 4TI 

and 8TI are similar for most of the depths and tillage treatments. The IND and 

IPM values show no trends and overall seem to be significantly different from the 

other methods. The 4 Tl and 8TI Ks values tend to be larger than the Ks values 

obtained from the soil cores. The IND values are consistently low and the IPM 

values are intermediate between the permeameter and the soil core Ks values. 

It is interesting that the 4C data is less variable than the other methods and 

could be due to stricter measurement control in the lab. As was seen for a, the 

IPM Ks has a low CV (Appendix B) and method variability is greater than spatial 

variability for the Ks parameter. Also, IND Ks values are several times more 

variable than Ks values from any of the other methods. 

In Table 4.5(b), only the IPM method shows a tillage effect. The T 

treatment Ks value is about two times greater than the Ks value for the NT 

treatment for the surface soil. Klute (1982) noted that if tillage increased the 

total porosity of the soil, then the Ks of the soil will be increased. None of the 

methods show any significant differences in Ks with depth below the tillage zone. 

The IND method doesn't show any differences with depth because the Ks values 

from the 3 data sets are very similar for the sandy clay loam and clay loam soils. 
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Figure 4.1 . Hydraulic head versus moisture content plots 
constructed using data obtained at the O cm depth. 
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Figure 4.2. Hydraulic conductivity versus moisture content plots 
constructed using data obtained at the O cm depth. 
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Functional Forms of the Parameters 

Because the hydraulic parameters discussed above are not independent 

of one another, it is important to investigate how the functional forms of the 

hydraulic properties (Eqs. 2.15 - 2.19) vary based on method of measurement, 

tillage treatment, and depth. Comparing the parameter functions yields more 

complete understanding of the differences between the methods. As an 

example, Figure 4.1 shows the h(S) relationship for T and NT reps at the 0 cm 

depth, generated using data from the 2C method. In Figure 4.1 the difference in 

the shape of these two curves is clear. However, data from Tables 4.2 through 

4.5 suggest that the only significant difference between the T and NT curves is 

between their a parameter values. In order to compare a values we have to 

compare the air-entry values, which are proportional to 1/a. The T treatment 

has an air-entry value of about 10 cm and the NT treatment has an air-entry 

value of about 30 cm. The difference in the a shifts the entire curve, not just 

the height of the toe, and 8 over the range of h from 0 to 10,000 cm is greatly 

affected. For instance, at a pressure head of 100 cm the volumetric water 

content of the T treatment would be about 25 % compared to about 37% in the 

NT soil. Slight changes in even one parameter can have a profound effect on 

the soil's drainage or water transport properties. 

Figure 4.2 shows the hydraulic conductivity profiles for the same two soils 

as shown in Figure 4.1. The curves appear to be quite similar, again with the 

exception of the a parameter, which controls the point where the moisture 
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Figure 4.3. Hydraulic head versus moisture content plots 
constructed using data obtained at the 180 cm depth. 
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81 

50 



content starts to drop off with respect to changes in conductivity. The 

differences in the curves appear small because the scale over which the 

conductivity ranges is quite large. For instance, at ev = 0.3, the Ks values differ 

by about 40%. 

Figures 4.3 and 4.4 show the same T and NT treatment soils as in 

Figures 4.1 and 4.2, but at the 180 cm depth. At this depth, differences between 

treatments are very small which is consistent with Tables 4.2 through 4.5, 

indicating no significant differences in the 2C parameters at this depth. The 

curves have very similar shapes as well as starting and ending points. Tillage 

differences are confined to the surface soil and differences that do occur 

between treatments below the tillage zone can be attributed to spatial variability. 

For a visual comparison of all the methods, Figs. 4.5 - 4.8 show the 

method dependent e(h) and K(e) at 10 cm and 180 cm depths. The suite of 

methods employed yield widely varying estimates of the hydraulic properties for 

the same soil. For example, at the 180 cm depth (Figs. 4. 7 and 4.8), e at about 

h=-100 cm ranges from about 15% to 35% depending on the method, while Kat 

e=25% ranges over about three orders of magnitude. The 4C method appears 

to consistently have lower es values and higher er values. The 2C and IPM favor 

larger e (at any h) than the other methods. Hysteresis may also be a factor 

when comparing draining methods (2C, 4C, IPM) with wetting methods (4TI, 

8TI), but a consistent bias toward larger e (at any h) for the draining methods is 

not discernable. Noteworthy is that the IND method appears within the variability 
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represented by the direct methods in nearly all the plots. Appendix A contains 

plots of all the method comparisons by depth and treatment. Finally, notice that 

the IPM e(h) and K(e), except near saturation, are typically in the middle of the 

group, i.e. representing the mean result. 

4.3 Measurement Scale 

One objective of this research was to investigate the affect of scale or 

sample support size on the determination of hydraulic properties. The 

measurements were not only split into in-situ and laboratory, but made at 

contrasting scales. Sample support size ranges from 5.08 cm diameter for the 

2C method to about 100 cm diameter for the IPM. 

Inspection of Tables 4.2 through 4.5 reveals no consistent or significant 

scale dependence within soil core sampling methods for any of the parameters. 

However, es values measured by the 2C and 4C methods appear consistently 

different when looking at the hydraulic functions (Fig. 4.5 and Appendix A). The 

2C appears to have larger es values than the 4C method. In addition, the depth 

averaged Ks value for the 4C method is over two times larger than the 2C value. 

The 4TI and 8TI produce very similar results for all of the parameters, indicating 

no scale dependence within the permeameter method (Table 4.2 - 4.5, and 

Appendix A). However, scale affects, over the range of measurement scales 

(2C to IPM) may also be important. Some apparent scale dependence can be 

seen in the conductivity data. The IPM data tends to be different than the other 
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Figure 4.5. Hydraulic head versus moisture content plots 
constructed using data obtained at the 10 cm depth in the tilled 
treatment. 
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Figure 4.6. Hydraulic conductivity versus moisture content plots 
constructed using data obtained at the 10 cm depth in the tilled 
treatment. 
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Figure 4.7. Hydraulic head versus moisture content plots 
constructed using data obtained at the 180 cm depth 
in the tilled treatment. 
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Figure 4.8. Hydraulic conductivity versus moisture content plots 
constructed using data obtained at the 180 cm depth 
in the tilled treatment. 
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methods, but the measured values are between the values measured for the 

cores and permeameters. The larger scale IPM method results in Ks values that 

are more similar to the smaller scale core values. The Ks values measured 

using the permeameters are higher than those measured using the soil cores 

and using the IPM method. There seems to be some intermediate scale of 

measurement where the variability tends to increase before decreasing due to 

the scale of the measurement. For instance, the 2C which has a measurement 

scale of about 5 cm diameter and the IPM, which has a scale of about 100 cm 

diameter, are both slightly less variable than the 20.32 cm diameter 

permeameter (8TI). Since the "real" value of Ks isn't known, it is impossible to 

say which method produces better results. Small variability in the Ks values for 

the I PM is consistent with results obtained by other researchers as noted in 

section 2.4.6. However, the lack of variability noted in the smaller scale soil core 

data is not consistent with other findings. 

4.4 Summary 

Estimation of soil hydraulic properties is sensitive to the measurement 

method selected. In this study, widely varying 8(h) and K(8) were observed in a 

side-by-side comparison of methods. Comparisons of individual parameters of 

the estimated 8(h) and K(8) functions found statistically significant differences 

between methods but these differences were not consistent over all depths. 

The key findings of this evaluation of soil hydraulic properties are: 
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1) The differences in e(h) and K(e) parameters between methods are 
comparable or larger than spatial variability in the parameters for a given 
method. 

2) Estimation of a and Ks was more sensitive to method and scale selection 
than was estimation of n and es. 

3) The largest scale measurement, the IPM, had the least spatial variability 
in the e(h) and K(e) and tended to represent the mean e(h) and K(e) of all 
methods. 

4) Tillage introduced a statistically significant change in the hydraulic 
properties and increased the spatial variability of the hydraulic parameters 
(regardless of method). 

5) Comparing sample support (2C vs. 4C, and 4TI vs. 8TI), a and n showed 
little scale dependence. Saturated K was twice as large for 4C than for 
2C, but nearly equal for 4TI and 8TI. 2C showed larger es values than 
4C. 

Finally it is important to emphasize that the relevance of the differences in 

the e(h) and K(e) by method can only be assessed in the context of an 

application. In a transient, unsaturated flow simulation, for example, even 

apparently "small" or statistically insignificant differences in K(e) may lead to 

significant differences in a desired output (e.g. q(z,t). The effect of the method 

dependent hydraulic properties on the prediction of unsaturated flow and 

transport is the subject of the next chapter. 
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CHAPTER 5 

COMPARISON OF THE PREDICTIVE ACCURACY OF THE HYDRUS-2D 
CODE AS AFFECTED BY PARAMETER ESTIMATION METHOD 

5.0 Overview 

In this chapter, hydraulic properties estimated from each of the six 

methods listed in Chapter 2 are used as input to HYORUS-20 to predict the 

movement of water and bromide tracer. The predicted water and bromide 

concentration profiles at selected times are compared to measured water and 

bromide concentration profiles obtained during solute transport experiments. 

Model predictions are obtained by two contrasting approaches; first by using the 

average hydraulic parameters for a given estimation method (Tables 4.2 - 4.5) 

as input to HYORUS-20, and second, by using the method dependent 

parameters from each specific replicate as input to HYORUS-20 followed by 

averaging of the model output. In addition, comparisons are made comparing 

the tilled and non-tilled treatments. Finally, in an effort to optimize predictive 

accuracy while minimizing experimental effort, some logical combinations of the 

hydraulic property estimation methods are investigated. 
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Table 5.1 . Average absolute difference in water content between predicted and observed data. 

Till Soil Treatment 

Average Absolute Deviation in Water Content by Method (cm3/cm3
) 

Day 2C 4C 4TI 8TI IPM IND 

8 0.0254 0.0279 0.0261 0.0280 0.0211 0.0358 

22 0.0238 0.0190 0.0234 0.0239 0.0192 0.0452 

c.o 
...lo. 36 0.0222 0.0187 0.0485 0.0564 0.0170 0.0772 

117 0.0301 0.0223 0.0342 0.0384 0.0130 0.0485 

No-Till Soil Treatment 

Average Absolute Deviation in Water Content by Method (cm3/cm3
) 

Day 2C 4C 4TI 8TI IPM IND 

9 0.0438 0.0260 0.0397 0.0364 0.0380 0.0432 

23 0.0616 0.0618 0.0489 0.0583 0.0618 0.0660 

37 0.0437 0.0548 0.0485 0.0348 0.0467 0.0935 

118 0.0218 0.0502 0.0251 0.0198 0.0216 0.0487 



5.1 Comparison of Water Content Profiles as Predicted by Parameter 
Estimation Method 

Using the mean values of the parameters to form hydraulic property input 

data, Figs. 5.1 - 5.4 show the HYDRUS-20 predicted 8(z) profiles against the 

observed S(z) profiles. Figure 5.1 (a) shows predicted and measured water 

content profiles for the T treatment at eight days after the start of the experiment. 

Essentially all of the methods do a good job of estimating the water content 

profile early in the study. The largest deviations in 8 (Li8 = !observed 8 -

predicted 81) are about Li8 = 0.5, and all in all the profiles look good. The 

average absolute deviation (AAD, average of Li8 in volumetric water content) for 

each method and time was also calculated (Table 5.1 ). AAD values range from 

about 2 to 3.6 percent, indicating that the predicted profiles fit the observed 

water content profile well. Calculated correlation coefficients (CC) were used to 

estimate goodness of fit of the model predicted profiles to the measured data. 

The Other methods such as sum of squared residuals were explored, but they 

are more difficult to calculate and can weight certain parts of the curve based on 

the magnitude of the dependent variable. Correlation values between the 

observed and predicted water content profiles for both the T and NT treatments 

are listed in Table 5.2. For the tilled soil at t=8 days, the CC values range from 

about 0.8 to 0.95. Similar results are found for the early time NT treatment as 

illustrated by Figure 5.2(a). The CC values (Table 5.2) range from about 0.8 to 

0.87. AAD values are slightly larger for the NT t=day 8 simulation and range 
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Figure 5.1. Observed and predicted volumetric water content profiles for tilled treatment 
at 8 days after application (a) and 22 days after application (b). 
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from 2.6 to 4.4 percent volumetric water content. All of the simulations over-

predict 8v from 50 to 100 cm soil depth. The IND input simulates the measured 

data quite well and has a correlation value of 0.84. 

Water content profiles generated for the simulated times 21 and 22 days 

(T and NT treatments, respectively) after the start of the experiment are shown 

by Figures 5.1 (b) and 5.2(b). The IND simulation for the T treatment is starting 

to deviate from the measured profile (Ll8=0.10) and the correlation has dropped 

off to about 0.63. However, AAD values from Table 5.1 indicate that the IND 

simulated profile is predicting water contents that on average are within about 

4.5 percent of the observed data. In addition, correlation between the IND 

simulation for the NT treatment and the observed NT data is still around 0.8 . 

The remainder of the methods in the T simulation are predicting water contents 

within several percent of the measured values and their CC values range from 

about 08 to 0.93 percent. Correlation coefficients from the NT simulations at day 

23 are slightly lower than those of the T treatment and range from about 0.76 to 

0.86 percent. Data from Table 5.1 also indicates that the AAD values are 

greater for the NT simulations than the T simulations, ranging from 4.9 to 6.6 

percent. We can see from the figures that the IND data produces much 

smoother curves, due to minimal changes in the parameter values with soil 

depth. 

As the simulation time increased to 36 and 37 days (time for T and NT 

simulations, respectively) correlation between the simulated water content 
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Table 5.2. Correlation Coefficients (R2
) for comparisons of water content 

and solute concentration. MD corresponds to the measured data. 

No-Till Treatment 

Concentration Correlation 

Measured Data Method 

Date MD 2C 4C 4TI 8TI IPM IND 

9 1.000 0.995 0.997 0.992 0.992 0.992 0.976 

23 1.000 0.921 0.933 0.946 0.877 0.966 0.907 

37 1.000 0.911 0.957 0.952 0.971 0.922 0.498 

118 1.000 0.694 0.685 0.734 0.933 0.632 0.239 

Water Content Correlation 

Measured Data Method 

Date MD 2C 4C 4TI 8TI IPM IND 

9 1.000 0.834 0.823 0.867 0.803 0.822 0.835 

23 1.000 0.802 0.816 0.756 0.765 0.855 0.805 

37 1.000 0.774 0.526 0.542 0.598 0.642 0.289 

118 1.000 0.673 0.572 0.721 0.621 0.631 0.474 

Till Treatment 

Concentration Correlation 

Measured Data Method 

Date MD 2C 4C 4TI 8TI IPM IND 

8 1.000 0.995 0.991 0.988 0.994 0.998 0.991 

22 1.000 0.857 0.843 0.867 0.832 0.809 0.947 

36 1.000 0.833 0.831 0.812 0.802 0.748 0.506 

117 1.000 0.928 0.913 0.947 0.807 0.843 0.223 

Water Content Correlation 

Measured Data Method 

Date MD 2C 4C 4TI 8TI IPM IND 

8 1.000 0.946 0.839 0.875 0.835 0.886 0.801 

22 1.000 0.893 0.874 0.810 0.824 0.931 0.624 

36 1.000 0.754 0.779 0.575 0.547 0.786 0.235 

117 1.000 0.793 0.814 0.778 0.682 0.864 0.455 
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profiles and the measured profiles for both T and NT treatments dropped off 

dramatically, especially for the IND simulation. Figures 5.3(a) and 5.4(a) show 

the drastic change in simulation accuracy for the day 36 and 37 simulations. 

Correlation coefficients for the T soil range from 0.24 to 0.79, with the IND giving 

the lowest CC and the IPM giving the highest CC. This is consistent with AAD 

values (Table 5.1) that range from 0.077 for the IND to 0.017 for the IPM. Thus, 

on average, there is less than 2 percent difference in volumetric water content 

between the IPM predicted data and the observed data (T soil). The 4TI and 8TI 

CC values dropped substantially to 0.58 and 0.55, respectively and their AAD 

values have increased from about 2.5 percent to around 5 percent. The same 

trend is seen for the NT soil. Correlation values for the 4C, 4TI, and 8TI 

methods dropped below 0.6 and the IND CC plummeted to 0.29. The AAD 

values range from about 4 percent for the 2C method, to over 9 percent for the 

IND method. The 2C simulation predicts the water content profile fairly well, with 

a CC of 0.77. Overall, the IPM and core data (2C and 4C) better simulate the 

observed data than the 4TI, 8TI, and IND data for both the T and NT soils. The 

IND simulation looked promising through the first 22 to 23 days, but fails 

miserably at simulating the day 36 data. 

By simulation day 117 and 118 simulations for the T and NT soils, 

respectively, the simulated water content profiles come back into line with 

measured profiles (Figs. 5.3(b) and 5.4(b)) . The CC values for the T treatment 

range from a low of 0.46 for the IND method to a high of 0.86 for the IPM 
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Figure 5.3. Observed and predicted volumetric water content profiles for tilled treatment 
at 36 days after application (a) and 117 days after application (b). 



0.40 
I 

_._MD - 2C - 4C amr=o==> 4 TI 
0.351 - BTI ··~'"·~"""'C"'· IPM - IND 

~ 

a 0.30 
.-

M 

E 0.25 CJ ....... 
M 

E 0.20 CJ -.., c 0.15 s c 0 20 40 60 80 100 120 140 160 180 
0 
0 0.40 ... 

<D s <D cu 
3: 0.35 
CJ ·c 0.30 .., 
Cl) 

b E = 0.25 0 > 
0.20 

0.15 
0 20 40 60 80 100 120 140 160 180 

Depth (cm) 

Figure 5.4. Observed and predicted volumetric water content profiles for No-Till Treatment 
at 37 days after application (a) and 118 days after application (b). 



method. Even though the correlation for the IND data is low, overall the 

simulated water content profile is not drastically different from the measured 

profile and the AAD value for the IND is only about 0.05. Large deviations in 

water contents (118=0.1) remain in the IND, but the profile no longer has the 

sharp changes in 8 near 70 cm soil depth evident in the day 36 simulation. 

Correlation coefficients for the NT data are lower than those of the T treatment; 

CC values range from 0.47 for the IND to 0.72 for the 4TI method. The AAD 

values for both the T and NT simulations are smaller than for the t=day 36/37 

AAD values; values range from 0.01 to about 0.05. The correlation data 

suggests that the simulated profiles fit the observed data poorly for both the T 

and NT treatments. The deviations (118) are typically 0.05 or less except for the 

IND and 4TI where larger deviations are observed. 

The questions again rise as to how different is "different" and what limits 

are we willing to accept given the amount of effort required to obtain the data. 

General indications from the water content data reviewed in this section, are that 

the most rigorous and time consuming method, meaning the IPM method, does 

not always provide the best or most accurate prediction of water content. With 

the exception of the day 36 and 37 data, most of the methods do a fair to good 

job of simulating the measured water content profiles throughout the given time 

periods. Even the IND simulations, that have low correlation values may be 

accurate enough to provide useful information about the movement of water 

under certain circumstances. Given the amount of effort required, the IND 
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Figure 5.5. Water content profiles produced using averaged input 
parameters and averaged output water content profiles for NT soil 
at day 118. (a=2C, b=4C, c=4TI) 
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method may be good as a first approximation and can be setup in hours instead 

of days or weeks. The focus of this dissertation is the effect if hydraulic property 

estimation on the predictive accuracy of solute movement. The sometimes poor 

prediction of water movement should make us somewhat skeptical about our 

prospects for successfully predicting solute movement. 

In addition, water content profiles generated using average 

(representative) values were contrasted with water content profiles generated by 

averaging the output profiles of the individual repetition data (Figs. 5.5 and 5.6). 

The figures only show the profiles for the NT treatment, but the trends are similar 

for both tillage treatments. The output data has associated confidence limits, 

shown in the figures, that indicate the degree of variability in the predictions. 

The 2C, 8TI and IPM data show the least amount of predictive variability (Fig. 

5.6) and the 4C, 4TI and IND tend to show the greatest variability. The 

likelihood of predicting very poorly fit water content data using a single 

measured properties data set from the 4C, 4TI, or IND is very high. It is clear 

that the averaging methods do not produce the same results, and that the 

averaged curves differ more for those methods exhibiting more variability (4C, 

4TI, and IND). 

5.2 Comparison of Bromide Concentration Profiles as Predicted by 
Parameter Estimation Method 

There have been virtually no publications investigating the effect of the 

method of parameter estimation of hydraulic properties on model predictive 
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accuracy in terms of solute transport. While the previous section discussed 

simulating water movement, this section will focus on simulation of solute 

movement. Comparisons between simulated and measured concentration 

profiles are ranked or judged using some additional criteria including center of 

mass calculations, and the amount of chemical mass in the system. Keep in 

mind when looking at the concentration profiles, that they are linked to the water 

content profiles discussed in the previous section by the mass of chemical in the 

system (i.e. mass = concentration x water content) . 

Figures 5.7 through 5.1 O show bromide concentration profiles for both T 

and NT treatments over 117 and 118 days, respectively. Solute concentration 

profiles were generated for the same times as the water content profiles. 

Figures 5.7(a) and 5.8(a) show predicted and measured Br- profiles for day 8 

and 9 for the T and NT treatments, respectively. All of the simulations are 

similar and predict the measured profile well for the T treatment. Again, for the 

NT treatment, all of the methods give similar results, but the simulations do not 

fit the data as well in the upper 20 cm of the soil profile. However, all the 

simulations are highly correlated , 90 percent or higher, to the measured data. 

This is because the correlation is over the entire soil profile and the simulations 

fit very well below about 30 cm depth where the concentration is essentially 

zero. 

The center of mass (CM) of the measured Br- plume (Table 5.3) is at 9.3 

cm and at 11.5 cm for the T and NT treatments, respectively. All of the 
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Figure 5. 7. Observed and predicted Bromide concentration profiles for tilled treatment 
at 8 days after application (a) and 22 days after application (b). 



....lo. 

0 
(j) 

3.E-03 
~MD - 2c - 4C --=-=- 4TI 
- BTI .,,.,,,,,,,,,,,,.m. IPM - IND 

I - ""l'li.. "'°'" 2.E-03 
a -s 

0 
E 1.E-03 -c 
0 
;I 

,S O.E+OO 
c 0 20 40 60 80 100 120 Cl) 
CJ c 3.E-03 0 
0 
Cl) 
"C ·e 2.E-03 e m 

b 
1.E-03 

I ..........._ ,...~ .. . . O.E+OO ~ ~~·-·c~·-d·4T- • • = • • • • • • 1 

0 20 40 60 

Depth (cm) 
80 100 

Figure 5.8. Observed and predicted Bromide concentration profiles for No-Till Treatment 
at 9 days after application (a) and 23 days after application (b). 

120 



simulations for the T treatment predict the center of mass to be within about 2 

cm of the measured center of mass. The IND method shows the most lag at 7.3 

cm and the 4TI method over-predicts the CM slightly at 9.4 cm. Deviations in 

the calculated CM's are greater for the NT simulations than for the T simulations. 

The IND simulation predicts the CM to be 8.7 cm, but the 2C and 4C methods 

are very close at 11.2 cm and 11.5 cm, respectively. 

Mass calculations (Table 5.3) for all the simulations are equal to the 

actual mass of the applied Br- solute. The calculated mass from the simulations 

are different from the calculated mass of the measured data, due to incomplete 

recovery of bromide during the solute transport experiments. Mass recovery of 

bromide changes from date to date during the experiment. Mass recovery 

percentage was lowest, at about 78 percent, for day 8 in the NT soil. The 

remainder of the measurement dates have good mass recovery between 85 and 

110 percent. Masses are slightly higher in the NT treatment due to the 

application of more bromide during that experiment. 

Figures 5.7(b) and 5.8(b) show the day 22 and 23 simulations for the T 

and NT soils, respectively. It is evident from these plots that Br- has moved 

deeper for the NT soil than the T soil. A more detailed comparison of the 

bromide movement in the tilled and non-tilled soil will be presented later in this 

chapter. With the exception of the IND method, the simulations predict relatively 

smooth, gaussian like concentration profiles. The IND simulation matches the T 

measured Br- profile fairly well in the upper 20 cm (even emulating the solute 
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Table 5.3. Calculated mass (MASS, mmol/cm2
), center of mass (CM, cm), 

and variance (VAR, cm2) for each method and treatment. MD 
corresponds to the measured data. 

No-Till Soil 

Measured Data Method 

Date MD 2C 4C 4TI 8TI IPM IND 

MASS 9 0.006 0.009 0.009 0.009 0.009 0.009 0.009 

CM 9 11.48 11.24 11.51 9.73 10.94 10.11 8.68 

VAR 9 81.86 61.25 69.06 48.13 69.82 46.27 34.05 

MASS 23 0.008 0.009 0.008 0.009 0.009 0.009 0.009 

CM 23 23.15 22.11 22.90 20.33 27.18 18.67 13.83 

VAR 23 501.65 186.37 244.46 203.69 266.16 172.55 88.62 

MASS 37 0.009 0.009 0.009 0.009 0.009 0.009 0.008 

CM 37 55.05 47.20 57.57 52.92 58.28 47.80 29.72 

VAR 37 550.56 730.34 789.44 753.31 758.70 659.85 279.95 

MASS 118 0.009 0.009 0.009 0.009 0.009 0.009 0.008 

CM 118 106.11 86.35 88.52 92.04 103.55 77.48 45.79 

VAR 118 1276.83 1580.38 1490.83 1100.82 1559.67 1342.44 745.26 

Till Soil 

Measured Data Method 

Date MD 2C 4C 4TI 8TI IPM IND 

MASS 8 0.008 0.008 0.008 0.008 0.008 0.008 0.008 

CM 8 9.27 8.58 8.83 9.42 8.98 7.84 7.29 

VAR 8 47.95 30.83 33.40 35.43 38.13 28.32 28.29 

MASS 22 0.010 0.008 0.008 0.008 0.008 0.008 0.008 

CM 22 16.95 16.74 18.10 17.25 20.10 15.84 11.98 

VAR 22 293.01 97.62 104.80 108.12 143.86 89.62 54.02 

MASS 36 0.008 0.008 0.008 0.008 0.008 0.008 0.008 

CM 36 40.34 40.50 43.78 44.48 47.74 35.63 26.51 

VAR 36 780.68 361.45 393.67 545.19 379.18 463.38 182.75 

MASS 117 0.007 0.008 0.008 0.008 0.008 0.008 0.008 

CM 117 77.07 70.54 72.91 74.09 89.52 74.04 37.60 

VAR 117 1371.85 859.83 785.71 895.81 900.18 718.46 316.96 
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being held up near the surface), but is a poor representation below 20 cm. The 

other methods predict that the solute should have moved away from the surface. 

As a consequence, the IND data are highly correlated to the measured T data at 

0.95. The other simulations are have CC values ranging from 0.8 to 0.9. Even 

though the CC values look good, Table 5.3 shows that the center of mass of the 

IND simulation is lagging the CM of the measured T data by about 5 cm. The 

8TI simulation has over-predicted mass movement to put the CM at 20.1 cm, 

almost 3 cm past the measured value. All other simulations are within about 1 

cm of the measured CM value. The CC values remain high because the 

simulations predict the nearly zero bromide concentration values fairly well at 

depths below 40 cm in the soil profile. 

The IND simulation of the NT treatment again predicts that the solute has 

not moved from the near surface soil zones (Figure 5.8(b)). The CM of the IND 

simulation is at 13.8 cm, almost 10 cm behind the CM of the measured NT data. 

Despite the overall poor representation provided by the IND, the correlation 

value for the IND simulation is 0.90. This result indicates that correlation alone 

is not a reliable indices for comparing predictive accuracy of the methods. The 

IPM simulation under-predicts CM by about 4 cm while 8TI over-predicts CM by 

about 4 cm. The 2C, 4C, and 4TI simulations are within about 2 cm of the 

measured CM. The correlation values for the methods are all about 0.90. With 

the exception of IND, all the hydraulic property sets are resulting in similar and 

fairly accurate predictions of the br- profile in the T and NT soil. 
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at 36 days after application (a) and 117 days after application (b). 
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Simulated and measured Br- concentrations for days 36 and 37 are 

shown in Figures 5.9(a) and 5.1 O(a), respectively. There are some dramatic 

differences in the movement of the Br- solute between the T and NT treatments. 

The solute has been held up in the tillage zone and there is almost a split in the 

solute plume at the 25 cm soil depth. None of the simulations match the 

measured Br- profile for the T soil very well, as each ignores the high bromide 

concentration in the tillage zone. The correlation values have dropped to around 

0.8, except for the IND which dropped to around 0.5. The CM of the measured 

data (Table 5.3) is 40.3 cm. The 2C simulation is almost dead-on the mark with 

a predicted CM of 40.5 cm. The 4C, 4TI, and 8TI simulations over-predict the 

CM with values at 43.8, 44.5, and 47.7 cm, respectively. The IPM and IND 

simulations are under-predicting the CM with values at 35.6 and 26.5 cm, 

respectively. All of the simulations underestimate the dispersion (variance). 

Figure 5.1 O(a) shows the NT simulations at day 37. Each method, except 

the IND, appear to simulate the measured data well. It is apparent that the IND 

CM is well short of the measured CM and that is confirmed by inspection of 

Table 5.3. The CM of the measured data is at 55.1 cm and the CM of the IND 

simulation is at 29.7 cm, well below the measured value. The 2C, 4TI, and IPM 

simulations have under-predicted the CM by about 7, 2, and 6 cm, respectively. 

The 4C, and 8TI simulations have over predicted the measured CM by about 3 

cm. Correlation values for the NT simulations remain above 0.9, except for the 

IND method which dropped to about 0.5. Through the first 36 to 37 days of 
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simulation, most of the methods, with the exception of the IND, have predicted 

the Br- movement well. The trend has been that the predictive accuracy of the 

IND method gets progressively worse with time. 

Moving forward in the simulation to days 117 and 118, the results do not 

get any better for the IND simulation. The CM of the IND method is almost 40 

cm behind the CM of the T soil and 60 cm behind for the NT soil. The poor 

predictive fits of the IND simulations can be clearly seen in Figures 5.9(b) and 

5.1 O(b). The CC values for the IND fits have dropped to 0.24 and 0.22 for the 

NT and T treatments, respectively. The 8TI simulation for the NT treatment fits 

quite well and predicts a CM (103) close to the measured CM of 106 cm. As 

would be expected the 8TI data correlates very well to the measured NT data. 

In the tilled plots, the 8TI simulation over-predicts the CM by about 12 cm, but 

still correlates with the measured data at 0.8. The 2C and 4C simulations are 

very similar and predict CM's of 86.4 and 88.5 cm for the NT simulation. These 

values are about 20 cm short of the measured CM. The 2C and 4C methods 

have better predictions of the CM of the T treatment and are only about 7 and 

4.5 cm short of the measured CM. The simulations for the 2C and 4C methods 

fit the T data quite well and are highly correlated to the measured data. Overall, 

the 4TI simulation fits the measured data of the T treatment the best. The CM is 

only 3 cm short of the measured CM, and the simulated concentration profile 

correlates highly with the measured data. The CM of the IPM is also very close 
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to the CM of the measured data, but the concentration data isn't as highly 

correlated as the 4TI data. 

In summary, when considering all sampling times in both plots, the 

method of hydraulic property estimation did affect predictive accuracy, but the 

differences were sometimes subtle. With the exception of the IND method, the 

alternative approaches yielded similar predictions with no method distinguished 

as consistently superior. Importantly, the most rigorous method (IPM) for 

determining the hydraulic properties did not result in the best prediction of solute 

movement. The results for the IPM are not bad, but the other methods, with the 

exception of the IND method, result in simulations that are as accurate, if not 

more accurate, than those of the IPM. While the IND method gives favorable 

results for the prediction of water movement, the same cannot be said for solute 

movement. If the simulation were only over about 20 days, the IND method may 

be appropriate, but as the simulation time increased so did the error. Finally, 

irrespective of the method employed, the model failed to simulated the bromide 

profile in the two cases; first, the model underestimated early-time bromide hold-

up in the tillage zone, and second, the model underestimated long-time 

advection in the non-tilled soil. 

5.3 Tillage Treatment Effects 

Obvious differences in the movement of the bromide tracer were 

observed between the T and NT treatments. Figures 5.11 and 5.12 show the 
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measured water content and bromide concentration profiles for the two 

treatments. Inspection of Figure 5.11 shows that the tillage zone appears to be 

retarding the movement of the tracer. By day 118, the CM of the bromide plume 

in the NT plot is 106 cm versus 77 cm in the tilled soil. Retardation of bromide 

movement through the tillage zone may be due to the loss of structure and the 

creation of dead-end or unconnected pore space by tillage. The same effect 

was seen by Bandaranayake et al., (1998) where tillage reduced the leaching of 

chemigated bromide. The chemigated solute was retained in the tillage zone 

and subsequent leaching moved the solute, but not as deep as seen in the non-

tilled soil. Inspection of the plots in Figure 5.12 reveals that the water content 

profiles of the T and NT treatments were very different near the beginning of the 

experiment 5.12(a) but similar near the end of the experiment 5.12( c). The initial 

water content profiles (Fig. 5.13) between 60 and 160 cm were quite different for 

the two tillage treatments. The T plot was initially wetter over the 60 to 160 cm 

depth. This may have been due to pre-study irrigation of the area to be tilled for 

the tillage treatment. The expected effect of the difference in the initial 8(z) 

would be to slow downward movement of bromide in the NT plot (relative to the 

T plot) since a larger portion of infiltered water would go toward increasing 

storage at the expense of drainage. 

Examining the water balance for the T and NT treatments (Table 5.4), the 

net applied water (NA W) for the T and NT were 15. 7 cm and 17 .1 cm, 

respectively. Despite the slightly larger water input to the NT treatment, the 

117 



....lo. 

....lo. 

CX> 

0.3 
I m 

!'ii m 

f&I 
e 
Ii 

0 

I• -E ....... 
0 
E 
E -c 
0 
~ 0.2 
'-.... c 
Q) 
(.) 
c 
0 

(.) 
I 

'@I - \ @ I ~ ~ 
& w 'I! a, 

I ~ ~ ~-'- b~ 

m -I I 111 

I ' a El~ - - ~ .,,I 
Ii 'l\ fg fl fl 

t\•' .I,\_ GI 
mil • No-Till ill 

I 
0.1 

0 20 40 60 80 100 120 140 160 180 

Depth (cm) 

Figure 5.13. Water content profiles for the T and NT treatments at the beginning of the 
solute transport experiment (Day 0). 

200 



Table 5.4. Net applied water (NAW) and net drainage (ND) values predicted 
for each simulation run. Change in storge is NAW minus ND. NAW and ND 
for the measured data (MD) were calculated using atmospheric data and 
data from weighing lysimeters. 

*Total volume of water (irrigation and precipitation) was 36.57 cm 
**Total volume of water (irrigation and precipitation) was 39 cm 
***Estimated from (NAW-Change in Storage) 

Simulation Treatment NAW ND (Past 180 cm) 
Method (cm) (cm) 

MD T 15.72 * 11.37 *** 

2C T 14.70 6.09 

4C T 13.70 10.01 

4TI T 19.00 7.36 

8TI T 21.90 11.2 

IPM T 13.20 10.4 

IND T 6.35 0.004 

2C/IPM T 15.10 2.61 

4Tl/IPM T 20.90 6.4 

8Tl/IPM T 17.30 3.97 

2C/IND T 16.10 2.84 

2C-1 LAYER T 9.30 1.03 

2C-2 LAYERS T 9.10 0.81 

MD NT 17.11 ** 6.22 *** 

2C NT 16.70 0.985 

4C NT 10.80 6.49 

4TI NT 17.40 4.38 

8TI NT 17.50 11.10 

IPM NT 12.60 1.73 

IND NT 8.70 0.030 

2C/IPM NT 17.30 3.36 

4Tl/IPM NT 24.70 8.67 

8Tl/IPM NT 23.60 7.91 

2C/IND NT 17.60 3.01 

2C-1 LAYER NT 11.51 0.021 

2C-2 LAYERS NT 11.02 0.39 
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estimated net drainage (ND) below 180 cm depth was 11.4 cm for the T soil and 

only 6.2 cm for the NT soil. The seemingly contradicting result of greater 

drainage in the tilled soil than in the non-tilled soil, but with less resulting 

bromide displacement is consistent with; 1) tillage zone chemical retention, 

perhaps by bromide diffusion into dead-end pores, or 2) bypass chemical 

movement in the NT soil. Bypass flow has been discussed by several 

researchers to explain advanced chemical movement in NT soils. HYDRUS-20 

uses a single region advection-dispersion model to describe solute transport. 

For comparing tillage systems, a mobile-immobile water model may be more 

appropriate. However, use of a two-region approach introduces new problems, 

particularly estimation of the immobile water fraction which can range from 0.25 

to 0.952 (Jaynes et al., 1995, Casey et al., 1997). Angulo-Jaramillo et al. (1996) 

infer that the mobile water content may depend upon both the dynamics of water 

movement and the connectivity of pores. Thus, since the T system has less 

pore connectivity the immobile water content would appear to increase. Liwang 

and Selim (1997) used several non-equilibrium models to predict Atrazine 

transport and concluded that a second-order mobile-immobile model worked 

best to describe Atrazine transport. Another approach that might be used is to 

adjust the dispersivity to account for the solute being held-up in the tillage layer. 

However, that would require calibration to determine dispersivity values for each 

soil, something that was avoided during this study. 
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5.4 Factors Affecting the Predictive Accuracy of the HYDRUS-20 Model 

Because of observed differences in the solute transport simulations, it is 

desirable to explore possible reasons for those differences and thereby identify 

possible improvements for the methods. Short of simply saying that there are 

differences in the hydraulic properties, how do those differences make one set of 

data a better predictor than the other for a given scenario. 

Soil Surface Affects 

It became apparent through trial and error that the hydraulic properties of 

the soil at the atmospheric boundary are critical in the prediction of water and 

solute movement. The amount of water that is infiltrated into the soil is 

controlled by the upper boundary condition (atmospheric), that in turn is 

controlled by the hydraulic properties of the surface soil. Atmospheric scientists 

have discovered the importance of surface soil hydraulic properties in modeling 

hydrological balances. This is evident by the increased focus on remote sensing 

of surface water content and evaporative flux. Saturated hydraulic conductivity 

is one the parameters that most effects mesoscale atmospheric models (Kim 

and Stricker, 1995). 

One reason why the various simulations result in different center of mass 

displacement of bromide can be appreciated in Figures 5.14 and 5.15. Given 

that the amount of water applied (rainfall and irrigation) during each simulation is 

the same, we might expect that the net applied water would be similar. Net 

applied water (NAW) is defined as the applied water (cumulative rainfall and 
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irrigation water) minus the cumulative atmospheric water flux. From Figure 5.14, 

the amounts of NAW differ dramatically between methods. During the IND 

simulation for the T soil, only about 6 cm of water was infiltrated and is a 

plausible explanation as to why the IND underestimated bromide leaching. The 

NAW determined from the transport experiment using atmospheric data and 

irrigation data was 15.8 cm of water for the T soil. The NAW's of the 2C, 4C, 

and IPM simulations are just slightly less than the measured NAW of the T soil, 

and their predicted CM's are very close to the measured CM. The 4TI and 8TI 

apply more water than the actual experiment. The 4TI simulation predicts a CM 

very close to the measured CM, but the 8TI simulation moves the solute 12 cm 

further than the measured CM. The atypically large evaporative water loss from 

the IND method of calibration is a result of it's homogeneity and it's atypically 

high Kat low 8 values. The broader pore-size distribution of the IND soil 

(indicated by the lowest n value in Table 4.3) maintains the highest evaporative 

flux as the soil drains. Also, since the IND soil drains slowest at medium to high 

8, the IND soil remains at a higher water content which facilitates evaporative 

water loss. 

Figure 5.15 shows NAW for the NT treatment. The 2C, 4TI, and 8TI 

simulations predict NAW very close to the NAW calculated from the measured 

data. The 4C, IPM, and IND simulations underestimate NAW by 7.2, 5.1 and 

9.5 cm of water, respectively. However, the IND simulation is affected most 

dramatically by the underestimate of NAW. The other simulations, with the 
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exception of the 8TI, under predict the CM of the NT soil as well. 

Drainage 

Another important factor controlling solute movement is the amount of 

drainage through the soil profile. The difference between the NAW and the ND 

is the amount of water storage in the system. Table 5.4 lists all of the NAW, ND, 

and storage values for most of the numerical simulations and measured data. 

Even though the initial conditions for each simulation were the same (based on 

measured water contents), the alternative hydraulic property sets naturally lead 

to different amounts of storage. Notice that for the IND case, although it doesn't 

produce the greatest change in storage, all of the NAW goes into storage 

between 0-180 cm soil depth. 

Figures 5.16 and 5.17 show net drainage (ND) of water at the 180 cm 

depth for all the simulations in the T and NT soils. The 8TI simulation predicts 

more drainage for the T soil than the other methods and that is one reason the 

Br- is moved farther into the soil profile than in the other simulations. The more 

water that flows through the system, typically the farther the solute is moved. 

The 4C and IPM methods have about 10 cm of ND and about the same NAW. 

As a result, the predicted CM's from those simulations are about the same and 

the simulated Bromide concentration profiles closely match the measured data. 

The 4TI simulation predicts about 19 cm of NAW but predicts only about 7 cm of 

ND. However, the 4TI simulation still results in a good representation of the T 

data. Even though the ND predicted by the 4TI simulation is small, water 
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redistributes within the soil profile moving solute within the system. The till 4C 

and IPM simulations have only about 3 or 4 cm of storage change and thus have 

fairly large ND values. Even though they have lower NAW values than the 

measured data, a substantial amount of water is moved through the soil system 

due to smaller storage values. Bromide is moved deep into the profile, resulting 

in model simulations that fit the measured data well. 

The same results seen above are evident when inspecting Figure 5.17. 

The 8TI simulation predicts the largest amount of ND, and results in the deepest 

movement of the CM of the Br- solute. The IND simulation has the least NAW 

and ND and results in very little movement of the solute mass. The basic story 

is that more NAW water and less storage, results in more drainage and deeper 

movement of solute mass. However, redistribution of water within the soil profile 

accounts for substantial chemical movement. For example, notice in the IPM 

data the radically different ND values between T and NT despite similar NAW to 

the two plots. The six times greater drainage in the IPM tilled plot occurs 

because of higher initial 8 in the tilled soil compared to the non-tilled soil, The 

predicted chemical movement in these two IPM cases is nearly identical, 

however. 

Supplementation of Soil Surface Properties 

It is not entirely clear what parameter values or combinations of 

parameters most affect the NAW and ND. Under normal circumstances, it 

would be expected that a homogeneous soil profile would infiltrate more water 
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than a layered profile. Jury et al. (1991 ), states that any soil layering, whether 

fine or coarse, will ultimately reduce water infiltration. However, just as layering 

can prohibit infiltration of water, it can also inhibit evaporation of water. Capillary 

barriers are based on this principle and so are mulches. A homogeneous profile 

will evaporate more water because the evaporative front can remove water from 

deeper depths due to a lack of layering. It is important to note that layering is 

not always due to changes in soil texture, but rather, due to changes in the 

hydraulic properties, however slight, with depth. This trend is seen when 

contrasting the difference between the IND soil profile and the 2C soil profile. 

The IND profile is homogeneous (same hydraulic properties) to a depth of about 

160 cm, but the 2C profile is layered (8 layers with different hydraulic properties) 

throughout the profile. Elrick et al. (1997) discuss the upward movement and 

accumulation of solute due to evaporative flux of water. Solute does not have to 

be moved upward but can be retained near the surface due to gradients that 

cause water to move upward. 

Given the importance of the soil hydraulic properties at the atmospheric 

boundary, the IND data were supplemented with the 2C data at the soil surface 

(0 to 10 cm). This represents the case where a researcher uses a direct method 

for the soil surface only and relies on the indirect estimation for the sub-surface 

properties. Figures 5.18 and 5.19 show results of the simulations for the T and 

NT soils. In both instances, supplementing the IND data with measured surface 

soil properties resulted in greater water infiltration (reduced evaporative loss) 
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data supplemented with 2C surface data. 
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and deeper solute movement. The NAW for the T soil went from 6.6 cm to 16.1 

cm and from 8.7 cm to 17.6 cm for the NT soil treatment. The simulated profiles 

still do not fit the measured data extremely well, but we have improved the 

prediction of bromide movement significantly by adding measured surface soil 

properties. The downside of increasing infiltration is that the predicted water 

content profiles are now greatly disturbed as shown in Figures 5.20 and 5.21. 

Even though the simulation results in a better fit of the measured bromide 

profiles, the fit to the measured water content profiles is significantly worse. The 

addition of the 2C surface soil data increased water infiltration, but drainage 

increased only slightly. Thus, more water went into storage and dramatically 

changed the water content profiles. If more water had drained through the 

profile, the simulations would have been better for both the water and solute. 

The conductivity values for the IND soil at 8 > -0.2 are less than those of the 

other soils and, as a result, not as much water is moved through the soil profile. 

So, by increasing infiltration we have improved the solute movement prediction, 

but worsened the water movement prediction. 

Because it became evident that the hydraulic parameters of the surface 

soil critically affect the simulations, the IPM simulations were supplemented with 

surface soil data from several other methods to see if predictive accuracy could 

be improved. The only hydraulic property that was measured at the soil surface 

by the IPM method was K5 • The other hydraulic parameters were averaged over 

the upper 0.15 cm of the profile because the most shallow placement of the 
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measurement instrumentation (tensiometers and neutron probe readings) was at 

10 cm depth. 

The IPM data set was supplemented with hydraulic parameter data from 

the 4TI, 8TI, and 2C methods. Since the 4TI and 8TI methods measure 

hydraulic conductivity directly, the data were used as they were originally 

analyzed. However, the 2C data were re-analyzed using Ks from the I PM 

because the in-situ Ks value was thought to be more reliable than the laboratory 

measured Ks value, due to the scale. Figures 5.22 and 5.23 show the results of 

supplementing the IPM method with surface soil hydraulic properties. 

Supplementing the IPM data resulted in decreased evaporative water loss and , 

as illustrated in the figures, deeper movement of solute. The 4TI and 8TI 

supplements resulted in deeper solute movement than the 2C supplement. The 

Ks values are not significantly different between the 4TI, 8TI, and IPM for the NT 

soil, but are for the T soil. In addition, the 2C data tends to be more similar 

overall to the IPM than does the permeameter data. Thus, the increased 

infiltration is due primarily to changes in the hydraulic properties of the surface 

soil. Supplementing the IPM with permeameter data resulted in increased 

infiltration and over-prediction of the bromide solute movement for the T 

treatment. However, for the NT treatment, supplementing the IPM data with the 

permeameter data resulted in better fit between simulated and measured data 

profiles. The 2C data supplement results in better simulation of the data for both 

T and NT treatments. Figures 5.24 and 5.25 show the measured water content 
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profile and predicted water content profiles from the IPM and the supplemented 

IPM simulations. Supplementing the IPM data has not significantly impacted the 

prediction of water content in the system. Because it is unclear what impacts 

supplementing the IPM data will have due to the nature of the system, it is not 

recommended that the IPM data be supplemented. The results could make the 

prediction better or worse, depending upon conditions. 

Minimization of Data 

In addition to supplementing the IPM and IND data sets with surface data, 

a test was conducted to explore what amount of measured data was necessary 

to predict the solute and water movement observed in the T and NT systems. 

Because soil core sampling is a standard practice for many researchers and 

consultants, data from the 2C method were used for all the simulations in this 

section. 

The first set of simulations used only data collected from the soil surface 

layer to represent the entire soil profile (one layer). As can be seen from Figures 

5.26 and 5.27 the resulting simulations are poor representations of the 

measured bromide profiles. Both the T and NT simulations under-predicted 

bromide movement when only surface soil data were used. On a good note, the 

simulated water content profiles shown by Figures 5.28 and 5.29 are still good 

representations of the measured data. 

The second set of simulations were setup as a two layer system, using 

data from the soil surface and data from the 10 cm depth. Hydraulic properties 
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Figure 5.26. Simulated Bromide movement using 2C data for the T soil at day 117. 



_,.Jr.. 

~ 
I\.) 

-::::::: 

0. 0006 --i···---.. -------·-----,.·-,.---···'--·---····----·-·-.. --.. - .............. _ _._ •. _. _____ .•.•. _ ........ - ........... _.-··--··--~----.. ·-----.. ----.. -·-·····--···-·------···--·- -··--··-··--·-········""-·······---··--·--..... - ••• _____ ·------··--··-······----·-·--·------

- •- MD 

--2c 
0.0005 

~2C-One Layer 

"'~"~';''.''~'"ff'ft~''' 2C-Two Layers ·-,. . 
' 

~ 0.0004 .. • .... -c 
0 
;; 
f! 
~ c 
C1) 
(,) 
c 
0 
0 

I 
~ m 

0.0003 

0.0002 

0.0001 

... ••• • I 
,.... I I 

. ii ,JI ,JI 

.. ,. 
I 
I 

. 
I 

• 
I -... 

• 

• . 
I 

I 

. "' • • I 
" 

0 1··· ..... ~ ,"""'~~~-!:.,"t!:l: 
0 20 40 60 80 100 120 140 160 180 200 

Depth (cm) 

Figure 5.27. Simulated Bromide movement using 2C data for the NT soil at day 118. 
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Figure 5.28. Simulated water content profiles using 2C data for the T soil at day 117. 
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from the 10 cm soil layer was used to represent hydraulic properties of the soil 

profile below 10 cm meter depth. From Figures 5.26 and 5.27, the two layer 

system did not improve prediction solute movement over the one layer 

simulation. In addition, the two layer simulation resulted in poorer prediction of 

water content profiles as compared to the one layer simulation and the regular 

2C method (Figures 5.28 and 5.29). 

The net result is that water and solute movement cannot be accurately 

predicted simply using limited amount of measured data from near the soil 

surface. The simulations are no more accurate than the IND method, where no 

direct measurements were performed. 

5.5 Methods of Averaging 

Typically, when an experiment is designed, repetitions are used so that 

statistical information about the data can be inferred. However, the averaging 

method used to obtain the simulated water content and concentration profiles 

may itself affect model predictive accuracy. The question becomes, is it more 

valid to use the spatially averaged parameter values of a particular method as 

input into the numerical model, or is it more appropriate to use the individual 

repetitions of the parameters to independently predict water content and 

concentration profiles and then average these output profiles. It is clear that 

information about the variance of the predicted output data can only be obtained 

using the latter method. The former method provides information about the 
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Figure 5.30. Concentration vs. soil depth simulations produced using 
averaged input parameters and averaged output concentration profiles. 
NT soil day 9 simulations. (a=2C, b=4C, c=4TI) 
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Figure 5.31. Concentration vs. soil depth simulations produced using 
averaged input parameters and averaged output concentration profiles. 
NT soil day 9 simulations. (a=8TI, b=IPM, c=IND) 
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variance of the input parameters, but not about the variance of the predicted 

data. 

Figures 5.30 through 5.31 show results of averaged input and averaged 

output bromide concentration simulations for day 9, 37, and 118 on the NT soil, 

respectively. Data for the T treatment is contained in Appendix C. The 

averaged output data were generated by averaging the concentration values 

from the four output simulations at each depth. Each averaged output 

simulation has 95 percent confidence bars around each point to indicate the 

variance in the predicted output values. The two predicted data sets are very 

similar during the early stages of the simulation as shown by Figures 5.30 and 

5.31. In general, the averaged input simulations fall within the confidence limits 

of the averaged output simulations. The exception is the 4C simulation that 

shows only small variance in the middle part of the predicted curve. 

As the simulation time increased to 37 days (Figures 5.32 and 5.33) so 

did the uncertainty in the predicted bromide concentration profile. The variability 

of the averaged output data increased for all the methods, but the increase was 

most dramatic for the 8TI and IND simulations. The IPM simulations show the 

least amount of variability and this coincides with small variability in the hydraulic 

properties. For this simulation time there was also an increase in incidence 

where the averaged input profile did not fall within the confidence limits of the 

averaged output data. It is clear from the figures that the two averaging 

schemes result in different predicted profiles. 
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Figure 5.32. Concentration vs. soil depth simulations produced using 
averaged input parameters and averaged output concentration profiles. 
NT soil day 37 simulations. (a=2C, b=4C, c=4TI) 
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Figure 5.33. Concentration vs. soil depth simulations produced using 
averaged input parameters and averaged output concentration profiles. 
NT soil day 37 simulations. (a=8TI, b=IPM, c=IND) 
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Figure 5.34. Concentration vs. soil depth simulations produced using 
averaged input parameters and averaged output concentration profiles. 
NT soil day 118 simulations. (a=2C, b=4C, c=4TI) 
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Figure 5.35. Concentration vs. soil depth simulations produced using 
averaged input parameters and averaged output concentration profiles. 
NT soil day 118 simulations. (a=8TI, b=IPM, c=IND) 
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Figures 5.34 and 5.35 shows the day 118 simulations for all the methods. 

There is a great deal of variability in the individual simulations, except in the IPM. 

The variability in the IPM simulations has remained quite small, indicating that 

the IPM is a more repeatable and consistent method of determining the 

hydraulic properties at this site. The soil profile at this site is fairly homogeneous 

and the same results may not be obtained in a heterogeneous soil profile. The 

IPM simulations are very similar and appear not to be affected by the averaging 

scheme. Variability, whether spatial or within the method, causes deviation 

between simulations. Increased variability means that the use of a specific 

method to estimate the hydraulic properties will increase the likelihood of 

producing an erroneous prediction if only one test is performed (i.e. one set of 

soil cores to estimate the properties of the soil profile). This idea is made 

clearer through inspection of Figures 5.36, 5.37, and 5.38. The IPM simulations, 

shown in Figure 5.36, are tightly grouped. It wouldn't matter whether the data 

sets were averaged or used individually, the resulting simulation would be 

almost the same. However, from Figures 5.37 and 5.38 it is apparent that the 

individual data sets from the 2C and IND methods result in dramatically different 

simulated output profiles. The methods are result in highly variable predictions 

and when taken individually, may not be very accurate. One conclusion is that if 

only one repetition of an experimental method were to be used to estimate the 

hydraulic properties, the IPM would be the best choice because of the small 

variability in the hydraulic properties and the predicted solute profiles. Nofziger 
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Figure 5.36. Simulated Bromide Concentration Profiles of the T soil at day 117 produced using data from 
the IPM method. Green colored curves are the individual output simulations, blue the average of the 
outputs, and red the ouput from average parameter inputs. 
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Figure 5.37. Simulated Bromide Concentration Profiles of the T soil at day 117 produced using data from 
the 2C method. Green colored curves are the individual output simulations, blue the average of the 
outputs, and red the ouput from average parameter inputs. 
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et al. (1994) also concluded that it is better to simulate solute movement using 

individual parameter data sets and to summarize the model predictions, than to 

use one single "representative" set of parameters. The knowledge gained using 

all the data sets can provide insight into possible uncertainties in predicting 

solute movement for a particular site. 

5.6 Affect of Sample Support Scale on Model Predictive Accuracy 

Support scale affects on hydraulic property determinations were 

discussed in Chapter 4, with the conclusion that no solid connection could be 

found between support scale and parameter value. The same conclusion can 

also be drawn when inspecting the solute simulation data. The 2C and 4C 

methods produce similar simulation results for both the T and NT treatments as 

seen in Figures 5.7 through 5.10. However, the 4TI and 8TI methods do not 

produce similar simulations. The 8TI method results in simulated bromide 

movement deeper into the profile than any other methods in both the T and NT. 

Thus, some support scale effects are seen between the permeameters, but not 

between the core samples. The IPM data produces results that are similar to 

the 2C, 4C, and 4TI methods for the T simulations, but lags behind those 

methods for the NT simulations. The IPM simulations are much less variable 

(Figures 5.34 and 5.35) than the other simulations. Thus, the larger scale 

measurement produces the desirable outcome of less variability, a result 

consistent with observations found by others (Parker and Albrecht, 1987). 
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5.7 Ranking of Methods 

The discussion thus far in this chapter has focused on comparing the 

methods to the measured data or the accuracy of the methodologies. Now an 

effort is made to rank the methods in terms of accuracy, representativeness, 

ease of use, and cost. Since there is no ground truth value for the hydraulic 

properties, accuracy is judged in terms of the HYDRUS-20 model simulations 

relative to the observed 8(z) and C(z). Representativeness refers to the 

uncertainty in the hydraulic properties: this uncertainty may arise from spatial 

variability of the hydraulic properties (a scale of measurement issue) and/or 

from the intrinsic variability of the method used to measure the hydraulic 

properties (a repeatability of measurement issue). The final categories, ease of 

use and cost, are the easiest to judge and the assignments are made based on 

personal experience in research and consulting. 

The ratings are in qualitative rather than numerical ranking due to the 

subjective nature of the ranking. The ranking results are summarized in Table 

5.5. In terms of accuracy, the IPM method resulted in the best overall simulation 

of the T data, but the BTI method simulated the NT data better. This is evident 

from inspection Tables 5.2 and 5.3. The IPM has the best overall correlation to 

the water content and concentration data for the T treatment and minimizes 

deviation (Table 5.1 ). The IPM simulation also predicted the center of mass 

well for the T soil. Similarly, the BTI method resulted in the best overall data fit 

for the NT soil. Thus the IPM and BTI were deemed to be the most accurate 
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Table 5.5. Relative ranking of each method. 

METHOD PREDICTIVE REPRESENTATIVENESS 

ACCURACY 

2C MEDIUM MEDIUM to LOW 

4C MEDIUM MEDIUM 

4TI MEDIUM MEDIUM 

8TI HIGH (ESP FOR NT) MEDIUM 

IND LOW LOW to VERY LOW 

IPM HIGH (ESP FORT) HIGH 

EASE OF USE COST 

EASY MEDIUM 

HARD HIGH 

HARD HIGH 

HARD HIGH 

VERY EASY NONE 

HARDEST VERY HIGH 



methods. The 2C, 4C, and 4TI methods resulted in simulations that were 

somewhat less accurate than the IPM and BTI methods. The IND method 

produced, by far, the poorest simulations of the measured data for both the T 

and NT treatments. 

To examine the representativeness of a method, it is necessary to 

examine the variability of the numerical simulations. The IPM method showed 

the least variability in both the measured parameter data and the simulated data 

profiles. This can be seen in Tables 4.2 through 4.5 and by inspection of 

Figures 5.30 through 5.35. The IND method resulted in the most variable 

simulated concentration profiles even though the "data" (literature sources) were 

not extremely variable. In a sense, the IND data may be the most repeatable 

method depending upon which sources are used, but the danger lies in selection 

of the data set. The 2C, 4C, 4TI and BTI have similar variability in the parameter 

estimates. The saturated hydraulic conductivity values determined using the 

permeameters seemed atypically large for the soil we investigated. The 2C and 

4C methods probably produce more repeatable estimates than the 4TI and BTI, 

but because of the fairly small scale of these measurements, the hydraulic 

parameter estimates reflect spatial variability. The 2C and 4C methods also 

produce highly variable simulations as shown in Figures 5.34 and 5.35. 

Ease of use describes the amount of time and effort required to obtain the 

parameter estimates. This is a very easy, no pun intended, category to rate. By 

far the IPM is the most time and labor intensive method. The IND is the easiest 
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method, because all that is required is to find a suitable reference and the task is 

finished. The 2C is the next easiest because it is fairly simple to remove soil 

core samples with depth if the right equipment is available. The 4TI and BTI 

methods are next in ease of use, since they require essentially the same amount 

of effort. The 4C was rated next to last due the lack of equipment readily 

available to collect four inch diameter soil samples and the difficulty in handling 

the samples. 

Cost is also simple to evaluate. The IND requires little cost, except the 

time taken to obtain a reference. The 2C method is the next least expensive, 

due to the low cost of obtaining and analyzing 2 inch diameter core samples. 

The 4TI and BTI methods involve about the same cost and most of that is in 

terms of time. The 4C method would probably cost much more than the 2C 

method due to the need for larger equipment to obtain the samples. The 

alternative is to excavate by hand as was done during this experiment and that 

would require quite a bit of time as well. The IPM method is the most expensive 

to perform. Not only is the equipment expensive, but the time involved to 

perform the test and analyze the data is large relative to the other methods. 

Given the criteria listed above, it appears that the 2C method gives a 

reasonably good combination of predictive accuracy, repeatability, ease of use, 

and cost. Supplementing IND estimates with measured conductivity data may 

be an attractive alternative. It is apparent that the IND method by itself would be 

a poor choice, probably due to the lack of reliable conductivity data. The IPM, 
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while the most representative method, did not always produce the best 

simulation results. It may be difficult to justify the added time and expense of the 

IPM method, when simpler methods applied at multiple locations may perform 

equally well. 
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CHAPTER 6 

SUMMARY AND CONCLUSIONS 

Statistical analysis of the hydraulic parameters in K(8) and 8(h) revealed 

significant differences between parameters as estimated by method of 

measurement. However, the relationships are not consistent from parameter to 

parameter and often the parameters show no significant difference. In general, 

few significant differences in method, tillage, or depth were found for the n and 

es parameters. The a and Ks parameters were the most sensitive to the method 

of measurement and had the greatest lateral variability. Below the tillage zone 

few significant differences in Ks between depths were noted for any of the 

methods. Alpha parameter values in the tilled soil tend to be larger than those in 

the no-till soil. The largest scale measurement, the IPM, had the least variability 

in the parameter estimates of all the methods. The soil core methods (2C and 

4C) and the tension infiltrometer methods (4TI and 8TI) yielded similarly variable 

parameter estimates with no obvious differences between scales of like 

measurements. Systematic differences in the hydraulic properties from the 

alternative estimation methods were observed. The permeameters result in 

larger measured Ks values than the IPM, which has larger values than the cores. 

The permeameters seem to be overestimating the Ks value for this soil type. 
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The Ks are on the order of 300 to 400 cm/day, which are larger than any 

reported data for this soil type and several hundred cm/day more than the IPM. 

It is quite possible that this is why the permeameter simulations allow more 

NAW than the other simulations. Specific method types (i.e. 2C and 4C, core 

sampling) tend to result in similar estimates of the parameters. The IND method 

was distinguished by an atypically small Ks (an order of magnitude smaller than 

the direct measurements) and atypically small n. 

There are obvious differences in solute movement between the tillage 

systems. Despite similar NAW, bromide was carried about 30 cm deeper in the 

NT treatment than in the T treatment after 118 days of transport. Solute was 

retained in the tillage zone and subsequent leaching did not move bromide as 

deep as in the NT soil. It was speculated that the bromide retention in the tillage 

zone was a result of diffusion into dead-end pore space created by tillage. 

Numerical simulations carried out with the HYDRUS-2D code predicted 

varied movement of water and bromide, depending upon tillage and method of 

parameter estimation. Most of the parameter estimation methods resulted in 

simulated water content profiles that were quite similar to the measured profiles. 

Average absolute deviation (AAD) between the predicted and observed water 

content profiles were on the order of 2 to 5 percent, except for the IND 

simulation on days 36 and 37, where deviations were as high as 10 percent. 

The correlation values were highest during the early stages of simulation, but 

dropped for the later time stages. One reason the correlation values dropped 
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was because the measured water content profiles became less uniform as the 

drainage experiment progressed. It was not possible for the numerical 

simulation to predict the intricate and rather abrupt changes in water content 

seen in the day 117 and 118 data shown in Figures 5.3(b) and 5.4(b). 

The quality of the bromide simulations relative to the measured data also 

tended to deteriorate with time, especially for the IND method. During the first 

20 to 30 days of simulation the IND method gave good results and the 

simulated data was well correlated to the measured data. By day 36, the 

correlation values had dropped significantly and the simulated data matched the 

measured data poorly. By the end of the simulation, the center of mass of the 

predicted solute plume was about 60 cm behind the measured CM in the NT 

system and about 40 cm behind in the T system. The other methods, with the 

exception of the 8TI method, also under-predicted the center of mass movement 

in the NT system, but typically by about 20 cm. For the T soil, all of the methods 

(except the IND) predicted bromide movement well and the simulated data were 

well correlated with the measured data at all times throughout the simulations. 

Supplementing the IND data with measured surface soil hydraulic properties 

from the 2C method increased the depth of solute movement (Figures 5.18 and 

5.19) . The CM still lags the measured CM by about 30 cm in the NT soil and 

about 20 cm in the T soil, but the finding is encouraging. One consideration is 

that the soil at the experimental site was relatively homogeneous and the results 

determined here may not apply in a more layered soil. 
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Analysis of the simulations revealed that the hydraulic properties of the 

surface soil are extremely important in controlling the amount of net applied 

water (NAW). Changing the surface properties of the IND to those measured 

using the 2C method, increased NAW by about 10 cm for both the T and NT 

treatments. The basic trend is that more NAW equals deeper movement of 

solute. Supplementing the IPM data with surface soil properties did not result in 

improved prediction of solute or water movement. Also, the profiles cannot 

simply be estimated using surface soil properties as shown by Figures 5.26 and 

5.27. Simulations using 2C surface data to represent the entire soil profile failed 

to predict accurate solute movement. 

Additional information about the variability of the solute predictions was 

gained by using individual non-averaged data sets as shown in Figures 5.36, 

5.37, and 5.38. In addition, there are observed differences between predicted 

concentration profiles that are generated using statistically averaged parameters 

as input and individual non-averaged parameter data sets. It is not possible to 

say that one averaging method is better than the other, but more information can 

be gained by running individual simulations. 

The answer to the question, "does the most rigorous, labor intensive 

method result in the most accurate prediction of solute transport?", is simply 

"no". The IPM method does not result in the most accurate prediction of solute 

transport. For the NT soil, the 8TI clearly gives better simulation results and for 

the T soil many of the other methods give similar results. The time and expense 
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of the IPM may be difficult to justified given the results shown by this study. The 

IPM, however, is probably the most reliable and repeatable method as is 

indicated by the small variability in the data. If only one test were to be made, 

the IPM would be the most highly recommended. The variability shown in 

Figures 5.34 and 5.35 indicate that the chance of obtaining a data set that 

results in poor simulation of solute movement is greatly increased with any other 

method. Thus, if the IPM is not used, then it is recommended that multiple 

parameter estimates be made to get a good statistically sound parameter 

estimates. 
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Till Treatment, 2 Inch Diameter Core Samples 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (cm/s) 

0 Till1 0.039 1.697 0.551 0.147 1.22E-03 
0 Till2 0.041 1.451 0.488 0.163 8.70E-04 
0 Ti113 0.034 1.489 0.365 0.148 9.50E-04 
0 Till4 0.051 2.550 0.551 0.185 9.09E-04 

0.041 1.797 0.489 0.160 9.87E-04 
10 Till1 0.014 1.551 0.520 0.187 6.50E-04 
10 Till2 0.036 1.457 0.457 0.178 5.50E-04 
10 Till3 0.013 1.570 0.379 0.195 9.80E-04 
10 Till4 0.010 1.967 0.524 0.218 1.08E-03 

0.018 1.636 0.470 0.194 8.16E-04 
20 Till1 0.026 1.447 0.422 0.199 7.70E-04 
20 Till2 0.022 1.550 0.430 0.179 9.80E-04 
20 Till3 0.006 1.725 0.361 0.186 8.40E-04 
20 Till4 0.015 1.949 0.422 0.146 4.68E-04 

0.017 1.668 0.409 0.178 7.65E-04 
30 Till1 0.013 1.773 0.479 0.158 9.60E-05 
30 Till2 0.035 1.559 0.408 0.175 6.50E-04 
30 Till3 0.004 1.967 0.329 0.180 4.70E-04 
30 Till4 0.009 1.823 0.488 0.175 1.44E-03 

0.015 1.780 0.426 0.172 6.64E-04 
60 Till1 0.016 1.632 0.377 0.152 7.70E-04 
60 Till2 0.022 1.503 0.451 0.137 8.20E-04 
60 Till3 0.020 1.555 0.303 0.127 6.30E-04 
60 Till4 0.006 1.976 0.413 0.145 8.27E-04 

0.016 1.666 0.386 0.141 7.62E-04 
90 Till1 0.006 1.737 0.355 0.155 4.50E-04 
90 Till2 0.017 1.659 0.451 0.130 8.80E-05 
90 Till3 0.022 1.453 0.285 0.149 6.80E-04 
90 Till4 0.006 2.214 0.377 0.143 9.14E-04 

0.013 1.766 0.367 0.144 5.33E-04 
120 Till1 0.006 2.361 0.465 0.166 5.90E-04 
120 Till2 0.007 1.599 0.428 0.136 6.20E-04 
120 Till3 0.005 1.426 0.346 0.110 7.40E-04 
120 Till4 0.007 1.932 0.355 0.166 3.23E-04 

0.006 1.829 0.398 0.144 5.68E-04 
150 Till1 0.002 1.751 0.530 0.174 5.58E-04 
150 Till2 0.005 1.565 0.403 0.148 9.85E-04 
150 Till3 0.002 1.543 0.274 0.125 4.26E-04 
150 Till4 0.001 1.759 0.465 0.117 4.11 E-04 

0.003 1.655 0.418 0.141 5.95E-04 
180 Till1 0.007 2.110 0.479 0.140 4.70E-04 
180 Till2 0.011 1.607 0.382 0.135 6.80E-04 
180 Ti113 0.004 1.373 0.309 0.166 5.20E-04 
180 Till4 0.006 1.680 0.426 0.121 5.13E-04 

0.007 1.692 0.399 0.140 5.46E-04 

Appendix A. Table of measured data. 
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No-Till Treatment, 2 Inch Diameter Core Samples 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (emfs) 

0 NoTill1 0.014 1.472 0.464 0.166 7.24E-04 
0 NoTill2 0.016 1.619 0.475 0.144 6.97E-04 
0 NoTill3 0.007 2.093 0.447 0.141 5.56E-04 
0 NoTill4 0.014 1.416 0.454 0.150 8.62E-04 

0.013 1.650 0.460 0.150 7.10E-04 
10 NoTill1 0.028 1.663 0.487 0.178 5.56E-04 
10 NoTill2 0.019 1.896 0.469 0.191 6.87E-04 
10 NoTill3 0.029 1.709 0.490 0.188 4.26E-04 
10 NoTill4 0.015 1.575 0.483 0.157 4.96E-04 

0.023 1.711 0.482 0.178 5.41 E-04 
20 NoTill1 0.010 1.515 0.474 0.164 7.58E-04 
20 NoTill2 0.009 2.227 0.469 0.142 6.59E-04 
20 NoTill3 0.011 2.045 0.434 0.168 7.19E-04 
20 NoTill4 0.014 1.157 0.395 0.126 4.74E-04 

0.011 1.736 0.443 0.150 6.53E-04 
30 NoTill1 0.029 1.969 0.435 0.155 4.25E-04 
30 NoTill2 0.025 1.709 0.459 0.168 5.56E-04 
30 NoTill3 0.014 1.547 0.388 0.120 7.26E-04 
30 NoTill4 0.010 1.423 0.474 0.129 6.92E-04 

0.019 1.662 0.439 0.143 6.00E-04 
60 NoTill1 0.017 1.888 0.406 0.112 8.84E-04 
60 NoTill2 0.014 2.548 0.403 0.140 7.35E-04 
60 NoTill3 0.011 1.685 0.415 0.148 7.67E-04 
60 NoTill4 0.021 1.576 0.447 0.136 4.59E-04 

0.016 1.924 0.418 0.134 7.11 E-04 
90 NoTill1 0.014 2.016 0.430 0.157 5.58E-04 
90 NoTill2 0.014 2.136 0.441 0.131 8.47E-04 
90 NoTill3 0.015 1.615 0.432 0.086 7.14E-04 
90 NoTi114 0.013 1.589 0.445 0.108 6.80E-04 

0.014 1.839 0.437 0.120 7.00E-04 
120 NoTill1 0.010 3.344 0.440 0.079 6.87E-04 
120 NoTill2 0.014 1.234 0.500 0.075 6.62E-04 
120 NoTill3 0.002 0.471 0.364 0.070 5.78E-04 
120 NoTill4 0.002 0.607 0.396 0.058 6.36E-04 

0.007 1.414 0.425 0.070 6.41 E-04 
150 NoTill1 0.009 2.010 0.481 0.104 6.63E-04 
150 NoTill2 0.010 1.945 0.472 0.127 6.25E-04 
150 NoTill3 0.005 1.590 0.465 0.095 6.98E-04 
150 NoTill4 0.010 1.467 0.396 0.076 4.91 E-04 

0.008 1.753 0.453 0.100 6.19E-04 
180 NoTill1 0.007 1.590 0.409 0.119 9.98E-04 
180 NoTill2 0.011 1.875 0.398 0.136 4.12E-04 
180 NoTill3 0.009 1.268 0.388 0.145 8.75E-04 
180 NoTill4 0.009 1.674 0.345 0.118 2.99E-04 

0.009 1.602 0.385 0.130 6.46E-04 
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Till Treatment, 4 Inch Diameter Core Samples 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (cm/s) 

0 Till1 0.038 1.571 0.491 0.186 5.70E-04 
0 Ti112 0.041 2.157 0.326 0.160 1.1 OE-03 
0 Till3 - - - - 8.50E-04 
0 Till4 - - - - 3.46E-03 

0.040 1.864 0.409 0.173 1.50E-03 
10 Till1 0.021 1.413 0.447 0.190 8.80E-04 
10 Till2 0.022 2.020 0.355 0.141 2.50E-03 
10 Till3 - - - - 1.80E-03 
10 Till4 - - - - 3.67E-04 

0.022 1.717 0.401 0.165 1.39E-03 
20 Till1 0.018 1.461 0.445 0.176 1.15E-03 
20 Till2 0.016 1.885 0.297 0.126 2.78E-03 
20 Till3 - - - - 5.80E-04 
20 Till4 - - - - 7.90E-04 

0.017 1.673 0.371 0.151 1.33E-03 
30 Till1 0.013 1.584 0.365 0.187 2.70E-03 
30 Till2 0.013 1.254 0.318 0.162 9.00E-04 
30 Till3 - - - - 5.10E-04 
30 Till4 - - - - 4.55E-04 

0.013 1.419 0.341 0.175 1.14E-03 
60 Till1 0.016 1.470 0.364 0.132 1.40E-03 
60 Till2 0.014 1.215 0.348 0.146 8.60E-04 
60 Till3 - - - - 9.20E-04 
60 Till4 - - - - 1.00E-03 

0.015 1.343 0.356 0.139 1.05E-03 
90 Till1 0.011 1.547 0.346 . 0.125 1.1 OE-03 
90 Till2 0.015 1.478 0.324 0.172 1.60E-03 
90 Till3 - - - - 8.90E-04 
90 Till4 - - - - 1.02E-03 

0.013 1.513 0.335 0.149 1.15E-03 
120 Till1 0.003 2.000 0.422 0.178 9.20E-04 
120 Ti112 0.015 1.987 0.313 0.152 8.60E-04 
120 Till3 - - - - 9.60E-04 
120 Till4 - - - - 8.40E-04 

0.009 1.994 0.367 0.165 8.95E-04 
150 Till1 0.003 1.594 0.406 0.146 9.60E-04 
150 Till2 0.018 1.428 0.315 0.155 1.00E-03 
150 Till3 - - - - 8.70E-04 
150 Till4 - - - - 1.73E-03 

0.010 1.511 0.361 0.150 1.14E-03 
180 Till1 0.003 1.748 0.397 0.149 9.20E-04 
180 Till2 0.014 1.623 0.384 0.132 8.10E-04 
180 Till3 - - - - 8.00E-04 
180 Till4 - - - - 9.83E-04 

0.008 1.686 0.391 0.140 8.78E-04 

Appendix A Table of measured data. 

186 



No-Till Treatment, 4 Inch Diameter Core Samples 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (cm/s) 

0 NoTill1 0.010 1.954 0.336 0.148 9.50E-04 
0 NoTill2 0.012 1.774 0.327 0.152 1.01 E-03 
0 NoTill3 - - - - 1.16E-03 
0 NoTill4 - - - - 1.07E-03 

0.011 1.864 0.331 0.150 1.05E-03 
10 NoTill1 0.024 1.580 0.306 0.128 8.74E-04 
10 NoTill2 0.019 1.854 0.345 0.147 8.86E-04 
10 NoTill3 - - - - 9.81 E-04 
10 NoTill4 - - - - 8.72E-04 

0.021 1.717 0.326 0.138 9.03E-04 
20 NoTill1 0.026 1.487 0.302 0.127 7.49E-04 
20 NoTill2 0.017 1.859 0.312 0.130 9.87E-04 
20 NoTill3 - - - - 8.43E-04 
20 NoTill4 - - - - 8.30E-04 

0.021 1.673 0.307 0.129 8.52E-04 
30 NoTill1 0.018 1.273 0.359 0.120 6.68E-04 
30 NoTill2 0.013 1.659 0.346 0.088 6.23E-04 
30 NoTill3 - - - - 7.68E-04 
30 NoTill4 - - - - 8.71 E-04 

0.016 1.466 0.353 0.104 7.33E-04 
60 NoTill1 0.029 1.326 0.357 0.124 6.51 E-04 
60 NoTill2 0.012 1.284 0.316 0.138 6.67E-04 
60 NoTill3 - - - - 5.38E-04 
60 NoTill4 - - - - 6.71 E-04 

0.021 1.305 0.336 0.131 6.32E-04 
90 NoTill1 0.014 1.755 0.356 0.114 1.16E-03 
90 NoTill2 0.010 1.253 0.351 0.129 9.67E-04 
90 NoTill3 - - - - 1.09E-03 
90 NoTill4 - - - - 1.00E-03 

0.012 1.504 0.353 0.122 1.05E-03 
120 NoTill1 0.007 1.998 0.320 0.075 7.84E-04 
120 NoTill2 0.007 1.992 0.317 0.088 7.76E-04 
120 NoTill3 - - - - 8.24E-04 
120 NoTill4 - - - - 9.01 E-04 

0.007 1.995 0.318 0.082 8.21 E-04 
150 NoTill1 0.006 1.568 0.346 0.099 5.26E-04 
150 NoTill2 0.008 1.388 0.329 0.097 9.95E-04 
150 NoTill3 - - - - 9.38E-04 
150 NoTill4 - - - - 4.61 E-04 

0.007 1.478 0.338 0.098 7.30E-04 
180 NoTill1 0.007 1.648 0.374 0.128 8.87E-04 
180 NoTill2 0.009 1.654 0.345 0.091 8.25E-04 
180 NoTill3 - - - - 8.46E-04 
180 NoTi114 - - - - 9.55E-04 

0.008 1.651 0.360 0.110 8.78E-04 
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Till Treatment, 4 Inch Diameter Tl 
Depth Plot a n es er K 

(cm) (cm-1) (%) (%) (emfs) 
0 Till1 0.140 1.944 0.489 0.160 3.13E-03 
0 Till2 0.065 1.422 0.489 0.160 4.25E-03 
0 Till3 0.076 1.618 0.489 0.160 5.15E-03 
0 Till4 0.039 1.517 0.489 0.160 5.34E-03 

0.080 1.625 0.489 0.160 4.46E-03 
10 Till1 0.088 1.856 0.470 0.194 5.45E-03 
10 Till2 0.056 1.559 0.470 0.194 6.10E-03 
10 Till3 0.025 1.658 0.470 0.194 5.79E-03 
10 Till4 0.030 1.903 0.470 0.194 7.24E-03 

0.050 1.744 0.470 0.194 6.15E-03 
20 Till1 0.026 1.511 0.409 0.178 6.00E-03 
20 Till2 0.037 1.485 0.409 0.178 6.30E-03 
20 Ti113 0.022 1.548 0.409 0.178 4.02E-03 
20 Till4 0.041 1.669 0.409 0.178 5.87E-03 

0.031 1.553 0.409 0.178 5.55E-03 
30 Till1 0.016 1.422 0.426 0.172 1.55E-03 
30 Till2 0.023 1.552 0.426 0.172 5.58E-03 
30 Ti113 0.003 1.657 0.426 0.172 6.45E-03 
30 Till4 0.037 1.403 0.426 0.172 6.65E-03 

0.019 1.508 0.426 0.172 5.06E-03 
60 Till1 0.033 1.692 0.386 0.141 5.29E-03 
60 Till2 0.035 1.554 0.386 0.141 5.84E-03 
60 Till3 0.037 1.487 0.386 0.141 6.54E-03 
60 Till4 0.042 1.428 0.386 0.141 6.97E-03 

0.037 1.540 0.386 0.141 6.16E-03 
90 Till1 0.059 1.487 0.367 0.144 5.29E-03 
90 Till2 0.026 1.874 0.367 0.144 5.84E-03 
90 Till3 0.035 1.358 0.367 0.144 6.54E-03 
90 Till4 0.028 1.425 0.367 0.144 6.97E-03 

0.037 1.536 0.367 0.144 6.16E-03 
120 Till1 0.093 1.874 0.398 0.144 3.88E-03 
120 Till2 0.055 1.688 0.398 0.144 5.72E-03 
120 Till3 0.040 1.551 0.398 0.144 5.44E-03 
120 Till4 0.070 1.771 0.398 0.144 6.00E-03 

0.064 1.721 0.398 0.144 5.26E-03 
150 Till1 0.042 1.420 0.418 0.141 3.62E-03 
150 Till2 0.036 1.655 0.418 0.141 3.35E-03 
150 Till3 0.040 1.729 0.418 0.141 4.45E-03 
150 Till4 0.040 1.831 0.418 0.141 6.65E-03 

0.039 1.659 0.418 0.141 4.52E-03 
180 Till1 0.023 1.373 0.399 0.140 3.62E-03 
180 Till2 0.043 1.885 0.399 0.140 3.35E-03 
180 Till3 0.054 1.768 0.399 0.140 4.45E-03 
180 Till4 0.038 1.614 0.399 0.140 6.65E-03 

0.039 1.660 0.399 0.140 4.52E-03 
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No-Till Treatment, 4 Inch Diameter Tl 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (emfs) 

0 NoTill1 0.047 1.889 0.460 0.150 5.12E-03 
0 NoTill2 0.048 1.579 0.460 0.150 3.49E-03 
0 NoTill3 0.047 1.732 0.460 0.150 5.02E-03 
0 NoTill4 0.050 1.800 0.460 0.150 5.46E-03 

0.048 1.750 0.460 0.150 4.77E-03 
10 NoTill1 0.084 1.895 0.482 0.178 5.49E-03 
10 NoTill2 0.049 1.667 0.482 0.178 6.37E-03 
10 NoTill3 0.056 1.725 0.482 0.178 4.18E-03 
10 NoTill4 0.085 1.844 0.482 0.178 8.46E-03 

0.068 1.783 0.482 0.178 6.12E-03 
20 NoTill1 0.054 1.521 0.443 0.150 4.41 E-03 
20 NoTill2 0.023 1.715 0.443 0.150 6.63E-03 
20 NoTill3 0.019 1.847 0.443 0.150 6.23E-03 
20 NoTill4 0.034 1.797 0.443 0.150 7.23E-03 

0.033 1.720 0.443 0.150 6.12E-03 
30 NoTill1 0.099 1.884 0.439 0.143 2.76E-03 
30 NoTill2 0.112 1.487 0.439 0.143 6.10E-03 
30 NoTill3 0.065 1.552 0.439 0.143 3.68E-03 
30 NoTill4 0.128 1.740 0.439 0.143 5.58E-03 

0.101 1.666 0.439 0.143 4.53E-03 
60 NoTill1 0.022 1.699 0.418 0.134 4.20E-03 
60 NoTill2 0.023 1.729 0.418 0.134 3.95E-03 
60 NoTill3 0.030 1.658 0.418 0.134 7.05E-03 
60 NoTill4 0.034 1.635 0.418 0.134 6.94E-03 

0.027 1.680 0.418 0.134 5.53E-03 
90 NoTill1 0.037 1.331 0.437 0.120 4.20E-03 
90 NoTill2 0.001 1.874 0.437 0.120 3.95E-03 
90 NoTill3 0.030 1.651 0.437 0.120 7.05E-03 
90 NoTill4 0.038 1.848 0.437 0.120 6.94E-03 

0.027 1.676 0.437 0.120 5.53E-03 
120 NoTill1 0.004 1.608 0.425 0.070 5.49E-03 
120 NoTill2 0.012 1.346 0.425 0.070 6.64E-03 
120 NoTill3 0.039 1.682 0.425 0.070 6.55E-03 
120 NoTill4 0.036 1.923 0.425 0.070 7.28E-03 

0.023 1.640 0.425 0.070 6.49E-03 
150 NoTill1 0.066 1.565 0.453 0.100 7.26E-03 
150 NoTill2 0.025 1.755 0.453 0.100 9.00E-03 
150 NoTill3 0.048 1.446 0.453 0.100 4.77E-03 
150 NoTill4 0.057 1.762 0.453 0.100 5.67E-03 

0.049 1.632 0.453 0.100 6.68E-03 
180 NoTill1 0.084 1.630 0.385 0.130 7.26E-03 
180 NoTill2 0.039 1.789 0.385 0.130 9.00E-03 
180 NoTill3 0.044 1.548 0.385 0.130 4.77E-03 
180 NoTill4 0.030 1.554 0.385 0.130 5.67E-03 

0.049 1.630 0.385 0.130 6.68E-03 
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Till Treatment, 8 Inch Diameter Tl 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (cm/s) 

0 Till1 0.144 1.499 0.489 0.160 3.46E-03 
0 Till2 0.165 1.785 0.489 0.160 6.49E-03 
0 Ti113 0.124 1.856 0.489 0.160 5.51 E-03 
0 Till4 0.172 1.771 0.489 0.160 6.05E-03 

0.151 1.728 0.489 0.160 5.38E-03 
10 Till1 0.074 1.499 0.470 0.194 4.78E-03 
10 Till2 0.065 1.795 0.470 0.194 6.32E-03 
10 Till3 0.072 1.845 0.470 0.194 6.16E-03 
10 Till4 0.089 1.822 0.470 0.194 6.05E-03 

0.075 1.740 0.470 0.194 5.83E-03 
20 Till1 0.058 1.874 0.409 0.178 3.59E-03 
20 Till2 0.043 1.698 0.409 0.178 6.06E-03 
20 Till3 0.054 1.792 0.409 0.178 5.34E-03 
20 Till4 0.046 1.728 0.409 0.178 6.06E-03 

0.050 1.773 0.409 0.178 5.26E-03 
30 Till1 0.040 1.823 0.426 0.172 1.37E-03 
30 Till2 0.043 1.687 0.426 0.172 6.37E-03 
30 Till3 0.022 1.587 0.426 0.172 6.64E-03 
30 Ti114 0.032 1.569 0.426 0.172 7.94E-03 

0.034 1.667 0.426 0.172 5.58E-03 
60 Till1 0.052 1.622 0.386 0.141 3.79E-03 
60 Till2 0.023 1.665 0.386 0.141 7.04E-03 
60 Till3 0.033 1.547 0.386 0.141 7.10E-03 
60 Till4 0.042 1.572 0.386 0.141 7.74E-03 

0.037 1.601 0.386 0.141 6.42E-03 
90 Till1 0.049 1.425 0.367 0.144 3.79E-03 
90 Till2 0.028 1.784 0.367 0.144 7.04E-03 
90 Till3 0.032 1.526 0.367 0.144 7.1 OE-03 
90 Till4 0.037 1.678 0.367 0.144 7.74E-03 

0.037 1.603 0.367 0.144 6.42E-03 
120 Till1 0.032 1.419 0.398 0.144 3.70E-03 
120 Till2 0.056 1.795 0.398 0.144 6.63E-03 
120 Till3 0.055 1.658 0.398 0.144 6.38E-03 
120 Till4 0.080 1.580 0.398 0.144 8.28E-03 

0.056 1.613 0.398 0.144 6.25E-03 
150 Till1 0.091 1.928 0.418 0.141 4.11E-03 
150 Till2 0.055 1.641 0.418 0.141 3.90E-03 
150 Till3 0.069 1.593 0.418 0.141 5.92E-03 
150 Till4 0.043 1.669 0.418 0.141 7.25E-03 

0.064 1.708 0.418 0.141 5.30E-03 
180 Till1 0.100 1.853 0.399 0.140 4.11 E-03 
180 Till2 0.069 1.752 0.399 0.140 3.90E-03 
180 Till3 0.043 1.687 0.399 0.140 5.92E-03 
180 Till4 0.046 1.558 0.399 0.140 7.25E-03 

0.064 1.712 0.399 0.140 5.30E-03 
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No-Till Treatment, 8 Inch Diameter Tl 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (cm/s) 

0 NoTill1 0.019 1.773 0.460 0.150 5.38E-03 
0 NoTi112 0.023 1.634 0.460 0.150 4.66E-03 
0 NoTill3 0.096 1.731 0.460 0.150 7.47E-03 
0 NoTill4 0.091 1.926 0.460 0.150 7.18E-03 

0.058 1.766 0.460 0.150 6.17E-03 
10 NoTill1 0.053 1.821 0.482 0.178 4.69E-03 
10 NoTill2 0.020 1.798 0.482 0.178 6.98E-03 
10 NoTill3 0.046 1.548 0.482 0.178 4.12E-03 
10 NoTill4 0.061 1.695 0.482 0.178 7.53E-03 

0.045 1.716 0.482 0.178 5.83E-03 
20 NoTill1 0.055 1.849 0.443 0.150 4.07E-03 
20 NoTill2 0.024 1.822 0.443 0.150 6.18E-03 
20 NoTill3 0.016 1.798 0.443 0.150 7.22E-03 
20 NoTill4 0.002 1.500 0.443 0.150 7.87E-03 

0.024 1.742 0.443 0.150 6.33E-03 
30 NoTill1 0.042 1.855 0.439 0.143 3.68E-03 
30 NoTill2 0.039 1.753 0.439 0.143 5.01 E-03 
30 NoTill3 0.018 1.982 0.439 0.143 6.13E-03 
30 NoTill4 0.048 1.893 0.439 0.143 5.68E-03 

0.037 1.871 0.439 0.143 5.12E-03 
60 NoTill1 0.039 1.859 0.418 0.134 3.85E-03 
60 NoTill2 0.042 1.675 0.418 0.134 6.55E-03 
60 NoTill3 0.023 1.457 0.418 0.134 7.34E-03 
60 NoTill4 0.023 1.590 0.418 0.134 8.84E-03 

0.032 1.645 0.418 0.134 6.65E-03 
90 NoTill1 0.051 1.482 0.437 0.120 3.85E-03 
90 NoTill2 0.035 1.509 0.437 0.120 6.55E-03 
90 NoTill3 0.015 1.873 0.437 0.120 7.34E-03 
90 NoTill4 0.020 1.684 0.437 0.120 8.84E-03 

0.030 1.637 0.437 0.120 6.65E-03 
120 NoTill1 0.022 1.842 0.425 0.070 7.90E-03 
120 NoTill2 0.012 1.554 0.425 0.070 7.08E-03 
120 NoTill3 0.050 1.625 0.425 0.070 6.69E-03 
120 NoTill4 0.062 1.596 0.425 0.070 6.79E-03 

0.037 1.654 0.425 0.070 7.12E-03 
150 NoTill1 0.012 1.612 0.453 0.100 7.88E-03 
150 NoTill2 0.024 1.844 0.453 0.100 7.63E-03 
150 NoTill3 0.089 1.895 0.453 0.100 5.05E-03 
150 NoTill4 0.031 1.828 0.453 0.100 4.69E-03 

0.039 1.794 0.453 0.100 6.31 E-03 
180 NoTill1 0.019 1.811 0.385 0.130 7.88E-03 
180 NoTill2 0.048 1.724 0.385 0.130 7.63E-03 
180 NoTill3 0.036 1.929 0.385 0.130 5.05E-03 
180 NoTi114 0.047 1.635 0.385 0.130 4.69E-03 

0.037 1.775 0.385 0.130 6.31 E-03 
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Till Treatment, I PM 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (emfs) 

0 Till1 - - - - 3.02E-03 
0 Till2 - - - - 3.00E-03 
0 Till3 - - - - 3.01 E-03 
0 Ti114 - - - - 3.03E-03 

3.02E-03 
10 Till1 0.065 1.450 0.435 0.150 3.00E-03 
10 Till2 0.045 1.500 0.420 0.160 3.30E-03 
10 Ti113 0.035 1.400 0.422 0.150 2.60E-03 
10 Till4 0.035 1.500 0.421 0.170 3.60E-03 

0.045 1.463 0.424 0.158 3.13E-03 
20 Till1 0.078 1.490 0.446 0.150 2.80E-03 
20 Till2 0.055 1.650 0.410 0.150 3.10E-03 
20 Till3 0.030 1.450 0.412 0.150 2.60E-03 
20 Till4 0.035 1.500 0.411 0.160 3.30E-03 

0.050 1.523 0.420 0.153 2.95E-03 
30 Till1 0.065 1.450 0.439 0.150 2.30E-03 
30 Till2 0.035 1.450 0.457 0.150 2.90E-03 
30 Till3 0.022 1.650 0.430 0.150 2.70E-03 
30 Till4 0.031 1.550 0.436 0.150 3.00E-03 

0.038 1.525 0.440 0.150 2.73E-03 
60 Till1 0.020 1.750 0.427 0.150 1.60E-03 
60 Till2 0.025 1.650 0.449 0.150 2.60E-03 
60 Till3 0.031 1.650 0.406 0.100 2.80E-03 
60 Till4 0.025 1.750 0.385 0.110 2.70E-03 

0.025 1.700 0.417 0.128 2.43E-03 
90 Till1 0.015 1.650 0.440 0.120 1.30E-03 
90 Till2 0.025 1.650 0.450 0.150 2.50E-03 
90 Till3 0.018 1.800 0.428 0.050 2.80E-03 
90 Till4 0.022 1.730 0.424 0.110 2.50E-03 

0.020 1.708 0.436 0.108 2.28E-03 
120 Till1 0.012 1.750 0.429 0.120 1.1 OE-03 
120 Till2 0.020 1.650 0.433 0.100 2.40E-03 
120 Till3 0.010 1.760 0.435 0.050 2.80E-03 
120 Till4 0.015 1.700 0.429 0.110 2.40E-03 

0.014 1.715 0.431 0.095 2.18E-03 
150 Till1 0.011 1.650 0.418 0.120 1.00E-03 
150 Till2 0.015 1.750 0.435 0.050 2.30E-03 
150 Till3 0.014 1.740 0.423 0.050 2.80E-03 
150 Till4 0.010 1.700 0.435 0.110 2.30E-03 

0.013 1.710 0.428 0.083 2.10E-03 
180 Till1 0.015 1.550 0.409 0.120 9.00E-04 
180 Till2 0.015 1.550 0.433 0.100 2.30E-03 
180 Till3 0.018 1.550 0.413 0.100 2.90E-03 
180 Ti114 0.012 1.610 0.424 0.110 2.30E-03 

0.015 1.565 0.420 0.108 2.10E-03 

Appendix A. Table of measured data. 
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No-Till Treatment, IPM 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (emfs) 

0 NoTill1 - - - - 1.60E-03 
0 NoTill2 - - - - 1.70E-03 
0 NoTill3 - - - - 1.40E-03 
0 NoTill4 - - - - 1.60E-03 

1.58E-03 
10 NoTill1 0.025 1.700 0.422 0.160 1.50E-03 
10 NoTill2 0.025 1.480 0.416 0.150 2.30E-03 
10 NoTill3 0.026 1.550 0.394 0.170 1.50E-03 
10 NoTill4 0.029 1.510 0.419 0.175 1.50E-03 

0.026 1.560 0.412 0.164 1.70E-03 
20 NoTill1 0.025 1.600 0.428 0.160 1.40E-03 
20 NoTill2 0.029 1.450 0.436 0.150 2.00E-03 
20 NoTill3 0.025 1.520 0.413 0.170 1.50E-03 
20 NoTill4 0.031 1.460 0.408 0.170 1.40E-03 

0.028 1.508 0.421 0.163 1.58E-03 
30 NoTill1 0.035 1.580 0.437 0.160 1.30E-03 
30 NoTill2 0.025 1.460 0.427 0.150 1.80E-03 
30 NoTill3 0.022 1.600 0.405 0.150 1.40E-03 
30 NoTill4 0.028 1.480 0.422 0.160 1.40E-03 

0.028 1.530 0.423 0.155 1.48E-03 
60 NoTill1 0.012 1.550 0.429 0.120 1.20E-03 
60 NoTill2 0.017 1.800 0.401 0.120 1.60E-03 
60 NoTill3 0.012 1.850 0.372 0.130 1.40E-03 
60 NoTill4 0.015 1.860 0.403 0.110 1.30E-03 

0.014 1.765 0.401 0.120 1.38E-03 
90 NoTill1 0.012 1.430 0.400 0.140 1.20E-03 
90 NoTill2 0.017 1.800 0.449 0.100 1.40E-03 
90 NoTill3 0.012 1.810 0.425 0.110 1.30E-03 
90 NoTill4 0.015 1.850 0.404 0.110 1.20E-03 

0.014 1.723 0.419 0.115 1.28E-03 
120 NoTill1 0.019 1.480 0.440 0.120 1.1 OE-03 
120 NoTill2 0.013 1.590 0.416 0.120 1.40E-03 
120 NoTill3 0.012 1.810 0.370 0.110 1.30E-03 
120 NoTill4 0.012 1.730 0.393 0.080 1.20E-03 

0.014 1.653 0.405 0.108 1.25E-03 
150 NoTill1 0.015 1.480 0.421 0.080 1.1 OE-03 
150 NoTill2 0.021 1.420 0.427 0.140 1.30E-03 
150 NoTill3 0.018 1.670 0.428 0.080 1.30E-03 
150 NoTill4 0.012 1.540 0.407 0.120 1.20E-03 

0.017 1.528 0.421 0.105 1.23E-03 
180 NoTill1 0.011 1.590 0.406 0.080 1.10E-03 
180 NoTill2 0.018 1.560 0.436 0.110 1.30E-03 
180 NoTill3 0.021 1.530 0.407 0.100 1.30E-03 
180 NoTill4 0.012 1.550 0.388 0.120 1.20E-03 

0.016 1.558 0.409 0.103 1.23E-03 

Appendix A. Table of measured data. 
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Till Treatment, IND 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (emfs) 

0 Till1 0.036 1.250 0.330 0.068 1.19E-04 
0 Till2 0.059 1.480 0.390 0.100 3.64E-04 
0 Till3 0.020 1.410 0.450 0.067 1.25E-04 
0 Till4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
10 Till1 0.036 1.250 0.330 0.068 1.19E-04 
10 Till2 0.059 1.480 0.390 0.100 3.64E-04 
10 Till3 0.020 1.410 0.450 0.067 1.25E-04 
10 Till4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
20 Till1 0.036 1.250 0.330 0.068 1.19E-04 
20 Till2 0.059 1.480 0.390 0.100 3.64E-04 
20 Till3 0.020 1.410 0.450 0.067 1.25E-04 
20 Till4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
30 Till1 0.036 1.250 0.330 0.068 1.19E-04 
30 Till2 0.059 1.480 0.390 0.100 3.64E-04 
30 Till3 0.020 1.410 0.450 0.067 1.25E-04 
30 Till4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
60 Till1 0.036 1.250 0.330 0.068 1.19E-04 
60 Till2 0.059 1.480 0.390 0.100 3.64E-04 
60 Till3 0.020 1.410 0.450 0.067 1.25E-04 
60 Till4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
90 Till1 0.036 1.250 0.330 0.068 1.19E-04 
90 Till2 0.059 1.480 0.390 0.100 3.64E-04 
90 Till3 0.020 1.410 0.450 0.067 1.25E-04 
90 Ti114 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
120 Till1 0.036 1.250 0.330 0.068 1.19E-04 
120 Till2 0.059 1.480 0.390 0.100 3.64E-04 
120 Till3 0.020 1.410 0.450 0.067 1.25E-04 
120 Till4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
150 Till1 0.036 1.250 0.330 0.068 1.19E-04 
150 Till2 0.059 1.480 0.390 0.100 3.64E-04 
150 Till3 0.020 1.410 0.450 0.067 1.25E-04 
150 Till4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
180 Till1 0.039 1.194 0.390 0.075 6.39E-05 
180 Till2 0.019 1.310 0.410 0.000 7.22E-05 
180 Till3 0.059 1.480 0.390 0.100 3.35E-04 
180 Till4 - - - - -

0.039 1.328 0.397 0.058 1.57E-04 

Appendix A. Table of measured data. 
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No-Till Treatment, IND 
Depth Plot a n es er K 
(cm) (cm-1) (%) (%) (emfs) 

0 NoTill1 0.036 1.250 0.330 0.068 1.19E-04 
0 NoTill2 0.059 1.480 0.390 0.100 3.64E-04 
0 NoTill3 0.020 1.410 0.450 0.067 1.25E-04 
0 NoTill4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
10 NoTill1 0.036 1.250 0.330 0.068 1.19E-04 
10 NoTill2 0.059 1.480 0.390 0.100 3.64E-04 
10 NoTill3 0.020 1.410 0.450 0.067 1.25E-04 
10 NoTil14 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
20 NoTill1 0.036 1.250 0.330 0.068 1.19E-04 
20 NoTill2 0.059 1.480 0.390 0.100 3.64E-04 
20 NoTill3 0.020 1.410 0.450 0.067 1.25E-04 
20 NoTill4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
30 NoTill1 0.036 1.250 0.330 0.068 1.19E-04 
30 NoTill2 0.059 1.480 0.390 0.100 3.64E-04 
30 NoTill3 0.020 1.410 0.450 0.067 1.25E-04 
30 NoTill4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
60 NoTill1 0.036 1.250 0.330 0.068 1.19E-04 
60 NoTill2 0.059 1.480 0.390 0.100 3.64E-04 
60 NoTill3 0.020 1.410 0.450 0.067 1.25E-04 
60 NoTill4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
90 NoTill1 0.036 1.250 0.330 0.068 1.19E-04 
90 NoTill2 0.059 1.480 0.390 0.100 3.64E-04 
90 NoTill3 0.020 1.410 0.450 0.067 1.25E-04 
90 NoTill4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
120 NoTill1 0.036 1.250 0.330 0.068 1.19E-04 
120 NoTill2 0.059 1.480 0.390 0.100 3.64E-04 
120 NoTill3 0.020 1.410 0.450 0.067 1.25E-04 
120 NoTill4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
150 NoTill1 0.036 1.250 0.330 0.068 1.19E-04 
150 NoTi112 0.059 1.480 0.390 0.100 3.64E-04 
150 NoTill3 0.020 1.410 0.450 0.067 1.25E-04 
150 NoTill4 - - - - -

0.038 1.380 0.390 0.078 2.03E-04 
180 NoTill1 0.039 1.194 0.390 0.075 6.39E-05 
180 NoTill2 0.019 1.310 0.410 0.000 7.22E-05 
180 NoTill3 0.059 1.480 0.390 0.100 3.35E-04 
180 NoTill4 - - - - -

0.039 1.328 0.397 0.058 1.57E-04 

Appendix A. Table of measured data. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 0 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the O cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 10 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the 1 O cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 20 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the 20 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 30 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the 30 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 60 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the 60 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 90 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the 90 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 120 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the 120 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 150 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the 150 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the T treatment at the 180 cm depth. 
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Appendix A Unsaturated hydraulic conductivity plots constructed 
using data obtained from T treatment at the 180 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the NT treatment at the O cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 0 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the NT treatment at the 10 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 10 cm depth. 
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Appendix A Moisture retention plots plots constructed 
using data obtained from the NT treatment at the 20 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 20 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the NT treatment at the 30 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 30 cm depth. 
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Appendix A Moisture retention plots plots constructed 
using data obtained from the NT treatment at the 60 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 60 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the NT treatment at the 90 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 90 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the NT treatment at the 120 cm depth. 

226 



1.E+OO --r------------------

1.E-01 

1.E-02 

1.E-03 

.-.. 

.!! 1.E-04 
E 
(.) ._, 

~ 1.E-05 
> 
~ 
(.) 
:l 

"'C 1.E-06 c: 
0 

(..) 

.5:? 1.E-07 
:l cu 
"-
~ 1.E-08 
:::c: 

1.E-09 

1.E-10 

1.E-11 

- 2c 

- 4C 

- 4TI 

- 8TI 

IPM 

- IND 
1.E-12 -1-----.-~---"l'L-1'-__..,___,_~~~~~~~~~~~~ 

0 10 20 30 40 50 

Moisture Content (%,cm3/cm3
) 

Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 120 cm depth. 
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Appendix A Moisture retention plots plots constructed 
using data obtained from the NT treatment at the 150 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 150 cm depth. 
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Appendix A. Moisture retention plots plots constructed 
using data obtained from the NT treatment at the 180 cm depth. 
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Appendix A. Unsaturated hydraulic conductivity plots constructed 
using data obtained from NT treatment at the 180 cm depth. 
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N 
VJ 
VJ 

a - Curve Fitting Parameter (cm-1
) by Method of Measurement 

Depth Treatment 2C 4C 4TI 8TI IND 

(cm) Mean CV MEAN CV MEAN CV MEAN CV MEAN CV 

0 NT 0.0130 0.3016 0.0110 0.1513 0.0480 0.0589 0.0575 0.7292 0.0383 0.5114 

0 T 0.0409 0.0381 0.0400 0.0541 0.0800 0.5401 0.1513 0.1434 0.0383 0.5114 

10 NT 0.0226 0.3016 0.0212 0.1772 0.0384 0.1925 0.0451 0.3937 0.0383 0.5114 

10 T 0.0180 0.6700 0.0218 0.0324 0.0500 0.5798 0.0750 0.1314 0.0383 0.5114 

20 NT 0.0107 0.1899 0.0214 0.3213 0.0325 0.4879 0.0243 0.9191 0.0383 0.5114 

20 T 0.0171 0.5099 0.0168 0.1055 0.0314 0.2768 0.0501 0.1432 0.0383 0.5114 

30 NT 0.0192 0.4726 0.0155 0.2463 0.1008 0.2669 0.0365 0.3546 0.0383 0.5114 

30 T 0.0152 0.9196 0.0128 0.0055 0.0195 0.7182 0.0341 0.2713 0.0383 0.5114 

60 NT 0.0158 0.2878 0.0209 0.5752 0.0270 0.2221 0.0315 0.3186 0.0383 0.5114 

60 T 0.0158 0.4567 0.0149 0.1095 0.0370 0.1043 0.0372 0.3378 0.0383 0.5114 

90 NT 0.0142 0.0647 0.0117 0.2197 0.0265 0.6568 0.0303 0.5361 0.0383 0.5114 

90 T 0.0128 0.6357 0.0129 0.1926 0.0366 0.4146 0.0366 0.2485 0.0383 0.5114 

120 NT 0.0069 0.8255 0.0070 0.0000 0.0228 0.7565 0.0365 0.6433 0.0383 0.5114 

120 T 0.0064 0.1654 0.0087 1.0055 0.0643 0.3498 0.0559 0.3525 0.0383 0.5114 

150 NT 0.0084 0.2615 0.0070 0.2020 0.0491 0.3626 0.0390 0.8861 0.0383 0.5114 

150 T 0.0025 0.6928 0.0104 1.0063 0.0392 0.0699 0.0644 0.3246 0.0383 0.5114 

180 NT 0.0089 0.1761 0.0080 0.1768 0.0490 0.4858 0.0375 0.3647 0.0390 0.5128 

180 T 0.0070 0.4279 0.0082 0.9831 0.0393 0.3325 0.0642 0.4136 0.0390 0.5128 

Column Averages 0.0142 0.4110 0.0150 0.3091 0.0440 0.3820 0.0504 0.4173 0.0384 0.5116 

Appendix B. Coefficient of variation (CV) for hydraulic parameters. 

IPM Row Averages 

MEAN CV MEAN CV 

- - 0.0336 0.6210 

- - 0.0701 0.6936 

0.0263 0.0721 0.0320 0.3099 

0.0450 0.3143 0.0414 0.5023 

0.0275 0.1091 0.0258 0.3705 

0.0495 0.4415 0.0339 0.4399 

0.0275 0.2025 0.0396 0.7893 

0.0383 0.4874 0.0263 0.4502 

0.0140 0.1750 0.0246 0.3837 

0.0253 0.1782 0.0281 0.3906 

0.0140 0.1750 0.0225 0.4813 

0.0200 0.2198 0.0262 0.4702 

0.0140 0.2374 0.0209 0.6726 

0.0143 0.3052 0.0313 0.8040 

0.0165 0.2347 0.0264 0.6808 

0.0125 0.1904 0.0279 0.8418 

0.0155 0.3094 0.0263 0.6703 

0.0150 0.1633 0.0288 0.7857 

0.0234 0.2385 



N 
(>) 
~ 

n - CuNe Fitting Parameter (dimensionless) by Method of Measurement 

Depth Treatment 2C 4C 4TI 8TI IND IPM 

(cm) Mean CV MEAN CV MEAN CV MEAN CV MEAN CV MEAN CV 

0 NT 1.6500 0.1864 1.8640 0.0683 1.7500 0.0746 1.7661 0.0688 1.3800 0.0854 - -

0 T 1.7968 0.2857 1.8637 0.2223 1.6250 0.1399 1.7277 0.0908 1.3800 0.0854 - -

10 NT 1.7110 0.0792 1.7170 0.1128 1.7829 0.0589 1.7156 0.0726 1.3800 0.0854 1.5600 0.0626 

10 T 1.6364 0.1381 1. 7167 0.2500 1.7440 0.0934 1.7403 0.0931 1.3800 0.0854 1.4625 0.0327 

20 NT 1.7360 0.2822 1.6730 0.1572 1.7200 0.0833 1.7424 0.0936 1.3800 0.0854 1.5075 0.0458 

20 T 1.6678 0.1320 1.6731 0.1791 1.5532 0.0523 1.7730 0.0440 1.3800 0.0854 1.5225 0.0576 

30 NT 1.6620 0.1421 1.4660 0.1862 1.6658 0.1085 1.8708 0.0507 1.3800 0.0854 1.5300 0.0459 

30 T 1.7804 0.0950 1.4190 0.1644 1.5085 0.0790 1.6667 0.0700 1.3800 0.0854 1.5250 0.0628 

60 NT 1.9240 0.2263 1.3050 0.0228 1.6800 0.0248 1.6451 0.1025 1.3800 0.0854 1.7650 0.0826 

60 T 1.6663 0.1277 1.3425 0.1343 1.5400 0.0737 1.6015 0.0329 1.3800 0.0854 1.7000 0.0340 

90 NT 1.8390 0.1512 1.5040 0.2360 1.6759 0.1496 1.6370 0.1103 1.3800 0.0854 1.7225 0.1139 

90 T 1.7657 0.1824 1.5125 0.0323 1.5361 0.1506 1.6033 0.0992 1.3800 0.0854 1.7075 0.0423 

120 NT 1.4140 0.4302 1.9950 0.0021 1.6399 0.1448 1.6542 0.0778 1.3800 0.0854 1.6525 0.0887 

120 T 1.8291 0.2252 1.9935 0.0046 1.7210 0.0793 1.6129 0.0974 1.3800 0.0854 1.7150 0.0295 

150 NT 1.7530 0.1512 1.4780 0.0861 1.6320 0.0944 1.7944 0.0697 1.3800 0.0854 1.5275 0.0700 

150 T 1.6545 0.0704 1.5110 0.0777 1.6586 0.1053 1.7077 0.0879 1.3800 0.0854 1.7100 0.0266 

180 NT 1.6020 0.1577 1.6510 0.0026 1.6300 0.0690 1.7748 0.0706 1.3280 0.1083 1.5575 0.0161 

180 T 1.6923 0.1818 1.6855 0.0524 1.6600 0.1334 1.7125 0.0723 1.3280 0.1083 1.5650 0.0192 

Column Averages 1.7100 0.1803 1.6317 0.1106 1.6513 0.0953 1.7081 0.0780 1.3742 0.0880 1.6081 0.0519 

Appendix B. Coefficient of variation (CV) for hydraulic parameters. 

Row Averages 

MEAN CV 

1.6820 0.1100 

1.6786 0.1125 

1.6444 0.0906 

1.6133 0.0967 

1.6265 0.0917 

1.5949 0.0870 

1.5958 0.1095 

1.5466 0.0981 

1.6165 0.1449 

1.5384 0.0964 

1.6264 0.1002 

1.5842 0.0882 

1.6226 0.1359 

1.7086 0.1208 

1.5941 0.1014 

1.6036 0.0819 

1.5906 0.0930 

1.6072 0.0910 



N 
(>) 
01 

Saturated Water Content(%, cm3/cm3
) by Method of Measurement 

Depth Treatment 2C 4C 4TI 8TI IND 

(cm) Mean CV MEAN CV MEAN CV MEAN CV MEAN CV 

0 NT 0.4600 0.0273 0.3314 0.0205 0.4600 0.0000 0.4600 0.0000 0.3900 0.1538 

0 T 0.4888 0.1791 0.4085 0.2849 0.4888 0.0000 0.4888 0.0000 0.3900 0.1538 

10 NT 0.4823 0.0191 0.3258 0.0840 0.4820 0.0000 0.4820 0.0000 0.3900 0.1538 

10 T 0.4699 0.1446 0.4007 0.1620 0.4699 0.0000 0.4699 0.0000 0.3900 0.1538 

20 NT 0.4433 0.0826 0.3068 0.0242 0.4430 0.0000 0.4430 0.0000 0.3900 0.1538 

20 T 0.4088 0.0781 0.3708 0.2811 0.4088 0.0000 0.4088 0.0000 0.3900 0.1538 

30 NT 0.4390 0.0858 0.3527 0.0265 0.4390 0.0000 0.4390 0.0000 0.3900 0.1538 

30 T 0.4260 0.1732 0.3414 0.0969 0.4260 0.0000 0.4260 0.0000 0.3900 0.1538 

60 NT 0.4178 0.0481 0.3365 0.0868 0.4180 0.0000 0.4180 0.0000 0.3900 0.1538 

60 T 0.3859 0.1 636 0.3562 0.0318 0.3859 0.0000 0.3859 0.0000 0.3900 0.1538 

90 NT 0.4371 0.0170 0.3533 0.0094 0.4370 0.0000 0.4370 0.0000 0.3900 0.1538 

90 T 0.3669 0.1868 0.3348 0.0471 0.3669 0.0000 0.3669 0.0000 0.3900 0.1538 

120 NT 0.4251 0.1389 0.3181 0.0071 0.4250 0.0000 0.4250 0.0000 0.3900 0.1538 

120 T 0.3985 0.1448 0.3673 0.2108 0.3985 0.0000 0.3985 0.0000 0.3900 0.1538 

150 NT 0.4534 0.0857 0.3376 0.0343 0.4530 0.0000 0.4530 0.0000 0.3900 0.1538 

150 T 0.4180 0.2612 0.3608 0.1783 0.4180 0.0000 0.4180 0.0000 0.3900 0.1538 

180 NT 0.3849 0.0733 0.3596 0.0570 0.3850 0.0000 0.3850 0.0000 0.3967 0.0291 

180 T 0.3987 0.1806 0.3907 0.0235 0.3987 0.0000 0.3987 0.0000 0.3967 0.0291 

Column Averages 0.4280 0.1161 0.3529 0.0926 0.4280 0.0000 0.4280 0.0000 0.3907 0.1400 

Appendix B. Coefficient of variation (CV) for hydraulic parameters. 

IPM Row Averages 

MEAN CV MEAN CV 

- - 0.4203 0.1385 

- - 0.4530 0.1092 

0.4124 0.0309 0.4291 0.1507 

0.4244 0.0168 0.4375 0.0851 

0.4211 0.0305 0.4079 0.1318 

0.4196 0.0419 0.4011 0.0440 

0.4227 0.0322 0.4137 0.0857 

0.4404 0.0259 0.4083 0.0902 

0.4012 0.0586 0.3969 0.0801 

0.4168 0.0656 0.3868 0.0497 

0.4193 0.0543 0.4123 0.0831 

0.4357 0.0271 0.3769 0.0896 

0.4050 0.0743 0.3980 0.1047 

0.4314 0.0068 0.3973 0.0518 

0.4207 0.0228 0.4180 0.1120 

0.4276 0.0203 0.4054 0.0623 

0.4089 0.0486 0.3867 0.0423 

0.4198 0.0255 0.4006 0.0248 

0.4204 0.0364 



I\.) 
v:> 
CJ) 

Saturated Hydraulic Conductivity (cm/s) by Method of Measurement 

Depth Treatment 2C 4C 4TI 8TI IND 

(cm) Mean CV MEAN CV MEAN CV MEAN CV MEAN CV 

0 NT 0.0007 0.1769 0.0010 0.0853 0.0048 0.1839 0.0062 0.2219 0.0002 0.6883 

0 T 0.0010 0.1605 0.0015 0.8888 0.0045 0.2260 0.0054 0.2493 0.0002 0.6883 

10 NT 0.0005 0.2045 0.0009 0.0058 0.0061 0.2934 0.0058 0.2875 0.0002 0.6883 

10 T 0.0008 0.3139 0.0014 0.6851 0.0061 0.1261 0.0058 0.1211 0.0002 0.6883 

20 NT 0.0007 0.1925 0.0009 0.1161 0.0061 0.1984 0.0063 0.2621 0.0002 0.6883 

20 T 0.0008 0.2827 0.0168 0.7531 0.0055 0.1864 0.0053 0.2214 0.0002 0.6883 

30 NT 0.0006 0.2295 0.0007 0.1512 0.0045 0.3469 0.0051 0.2087 0.0002 0.6883 

30 T 0.0007 0.8532 0.0011 0.9271 0.0051 0.4719 0.0056 0.5180 0.0002 0.6883 

60 NT 0.0007 0.2528 0.0006 0.1012 0.0055 0.3050 0.0066 0.3144 0.0002 0.6883 

60 T 0.0008 0.1201 0.0010 0.2334 0.0062 0.1206 0.0064 0.2770 0.0002 0.6883 

90 NT 0.0007 0.1699 0.0011 0.0829 0.0055 0.3050 0.0066 0.3144 0.0002 0.6883 

90 T 0.0005 0.6604 0.0012 0.2703 0.0062 0.1206 0.0064 0.2770 0.0002 0.6883 

120 NT 0.0006 0.0729 0.0008 0.0694 0.0065 0.1139 0.0071 0.0769 0.0002 0.6883 

120 T 0.0006 0.3092 0.0009 0.0615 0.0053 0.1801 0.0062 0.3034 0.0002 0.6883 

150 NT 0.0006 0.1466 0.0007 0.3773 0.0067 0.2786 0.0063 0.2658 0.0002 0.6883 

150 T 0.0006 0.4509 0.0011 0.3482 0.0045 0.3310 0.0053 0.3001 0.0002 0.6883 

180 NT 0.0006 0.5299 0.0009 0.0065 0.0067 0.2786 0.0063 0.2658 0.0002 0.9817 

180 T 0.0005 0.1688 0.0009 0.1014 0.0045 0.3310 0.0053 0.3001 0.0002 0.9817 

Column Averages 0.0007 0.2942 0.0019 0.2925 0.0056 0.2443 0.0060 0.2658 0.0002 0.7209 

Appendix B. Coefficient of variation (CV) for hydraulic parameters. 

IPM Row Averages 

MEAN CV MEAN CV 

0.0016 0.0916 0.0024 1.1198 

0.0030 0.1685 0.0026 0.8781 

0.0017 0.2697 0.0026 1.0597 

0.0031 0.1567 0.0029 0.8815 

0.0016 0.2090 0.0026 1.0782 

0.0030 0.1208 0.0052 1.1539 

0.0015 0.1723 0.0021 1.0196 

0.0027 0.1302 0.0026 0.8996 

0.0014 0.1424 0.0025 1.1185 

0.0024 0.2628 0.0028 0.9786 

0.0013 0.0861 0.0026 1.0799 

0.0023 0.3352 0.0028 1.0043 

0.0013 0.1184 0.0028 1.1480 

0.0022 0.3905 0.0026 1.0094 

0.0012 0.0896 0.0026 1.1474 

0.0021 0.4204 0.0023 0.9206 

0.0012 0.0896 0.0026 1.1327 

0.0021 0.4632 0.0022 0.9661 

0.0020 0.2065 
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