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ABSTRACT

The western Great Plains are observed to be the formation
region for many of the summer convective systems in the central
United States. Convective activity is greatly reduced in the imme-
diate lee of the Colorado and New Mexico Rockies while it is intensi-
fied about a hundred kilometers eastward. An explanation of these
observed convective patterns is proposed on the basis of a regional
scale Rocky Mountains-Great Plains circulation system.

A two-dimensional numerical model of a large scale mountain-
plain circulation is presented which includes the effect of a slightly
sloping plain. The equations are integrated over periods of two to
eight hours for various initial conditions of thermal stability and
ambient wind. An increase in thermal stability is found to suppress
the developing circulation while the circulation is enhanced by an
ambient shearing wind.

Typical observed stability and ambient wind fields yield an
interacting two cell circulation with a strong cell over the mountain
slope and a weaker cell over the plain. The resulting airflow is
characterized by strong descent (m sec-l) in the immediate lee of
the mountains and weak ascent (cm sec_l) in a broad region 100 to
300 km leeward. An investigation of contributing factors reveals the
effect of the plain slope to be a primary cause of the ascending flow
over the plain.

\ The flow patterns which develop correspond well with observed
diurnal oscillations in upper wind profiles over the plains with regard

to velocity magnitude, time of reversal, and depth of flow. The dynamic
effects of the circulation are found to be of sufficient magnitude to con-
trol convective activity. The spatial distribution of the dynamic effects
is also in general agreement with observations of related convective

activity. Nocturnal cooling reverses the circulation around "sunset'
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and results in ascending flow in the near lee of the mountains. This
compares favorably with observed convective activity in that region.
An examination of orographic waves and other plausible mecha-
nisms finds that these are not generally applicable over the wide range
of observed conditions. This restriction does not apply to the Rocky

Mountains-Great Plains circulation system.

Richard A. Dirks

Department of Atmospheric Science
Colorado State University
December 1969
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I[. INTRODUCTION

Statement of Problem

The presence of the Rocky Mountain barrier in the western
United States dominates the weather throughout the western and
central plains during all seasons of the year. As a result, well-
defined climatic and bioclimatic zones are evident. Mean annual
conditions such as temperature, moisture, precipitation, wind
direction, and cloud cover generally reflect this orographic control.
In winter the anchoring of the planetary wave pattern by the
mountain barrier controls the storm tracks over the eastern half
of the nation. The vertical stretching of air columns moving over
the mountain barrier has further been shown to result in the leeward
generation of cyclones.

Summertime conditions do not generally show the synoptic and
planetary scale control observed during winter. Flow patterns are
much weaker and storm systems are found on a smaller scale. A
number of mesoscale phenomena are especially prominent during
this season. Intense convective systems and squall lines show a
preference for formation over the western Great Plains. A unique
combination of conditions in the upper and lower troposphere cause
frequent outbreaks of severe weather and tornadoes, unparalleled
in any other region of the world. An intense low-level jet stream
is also observed with unusual frequency. To the immediate lee of
the mountains, surface and radar observations, and especially
satellite pictures reveal a zone of suppressed convection and minimal
cloud cover. The manner in which the orography induces these

mesoscale phenomena is not yet well understood.



Purpose of this Study

The purpose of this investigation is to determine the role of
the Rocky Mountains in producing the observed summertime
convective patterns over the western plains, i.e., suppressed
convection in the lee and enhanced convection one hundred to
several hundred kilometers to the east. Attention is focused on the
region to the lee of the Front Range and Sangre de Cristo Range of
the Colorado Rockies where the mountain-plain boundary is clearly
defined and the mountains present a continuous north-south

barrier (see Figure 1.1).

Approach

In general the dynamic effects of a large mountain range on
the general circulation may be treated in two major categories:

(1) modification of an existing general circulation current due to
flow over or around the mountain barrier, and (2) generation of
local and regional circulation systems. A thorough investigation of
the mechanisms responsible for the convective patterns in the lee
of the Cclorado Rockies requires a consideration of both categories
of effects.

A previous investigation (Dirks et al., 1967) proposed a
mesoscale wave as the mechanism which initiates the formation of
mesoscale convective systems and accounts for suppressed
development in the near lee. This and other wave approaches to
this problem were found to be somewhat restrictive in their appli-
cability as will be seen in Chapter VII. On the other hand, the
pattern of convective development persists through highly varying
atmospheric conditions (Dirks, 1969). [t is then proposed that the
regional circulation mechanism is a more generally applicable

approach.
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The orographic features of the Front Range and the Sangre de
Cristo Range of the Rocky Mountains are shown in Figure 1.1. The
mountains present an abrupt and nearly continuous barrier from
about 5,000 ft MSL to above 10,000 ft MSL extending from southern
Wyoming to central New Mexico. The ridge line lies nearly north-
south along longitude 105. 5W. The central Great Plains slope
slightly eastward from an elevation near 5,000 ft MSL at the
western edge to below 1,000 ft MSL at longitude 95W. The problem
is examined in terms of this mountain barrier and the adjacent
plain.

A two-dimensional model in vertical cross-section is
developed and characteristics of the flow are examined under
various ambient conditions. Results are compared with vertical
profiles of summertime diurnal wind oscillations. The magnitude
of the slope circulation effects are compared with similar effects
produced by both synoptic and thunderstorm systems; from this
evaluation the control of the slope circulation on the formation and

development of convective systems is inferred.



II. VARIABILITY OF MESOSCALE CONVECTION ON THE GREAT
PLAINS

Mesoscale convective systems are a common summertime fea-
ture of the Great Plains area. These systems commonly develop in the
afternoon (Brunk, 1953) and travel eastward moving about 20° to the
right of the lower tropospheric winds (Newton and Newton, 1959).
They frequently persist well into the night aad early morning, some-
times diminishing during the next day and reintensifying in the late
afternoon and evening (Porter et al., 1955).

Bonner (1963) points out that the nocturnal thunderstorms of
Kansas and Oklahoma form along the slopes of the Rocky Mountains
in the afternoon and move into that region at night. The diurnal distri-
butions of summer thunderstorms and precipitation (Figures 2.1 and
2.2) also support the concept of an eastward migration of convective
systems with a nocturnal maximum in Oklahoma, Kansas, and Nebraska.
Crow (1969) examined hourly precipitation amounts along north-south
lines of stations extending from Denver eastward to Wichita, Kansas.
Figure 2. 3 shows the resulting diurnal variability of major convective
activity over a distance of about 7° longitude (~ 600 km) showing an
approximate ten hour lag at stations farthest east. Comparable diurnal
patterns in hail are also evident (Musil and Dennis, 1968; Crow, 1969).

In addition to the diurnal variability of precipitation and convec-
tive activity the magnitude of convective summer precipitation is greatly
reduced in the immediate lee o the mountains as shown in Figure 2. 4.
The pronounced maximum in hail frequency in the lee of the central
Rockies (Figure 2.5) emphasizes the spatial variation of severe con-
vective activity in that regioa.

The first occurrence of convective clouds over mountain slopes

is well-known and is readily explained by high level heating and slope
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Figure 2. 3. (Above) Six groups of stations
with north-south orientations used in
the timing analysis of convective shower
activity. (Right) Timing of major con-
vective activity for ten-year summary
of hourly precipitation > .10 inch for the
six groups of stations (from Crow, 1969).
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heating which initiate upslope motions and result in localized chimney
effects over mountain peaks (Braham and Draginis, 1960). The con-
vective region to the lee of the mountains and the organization into
meso-systems are not as easily explained although an assoc.ation
with certain features has been noted and several triggering mecha-
nisms have been proposed.

Both dynamic and thermodynamic factors have been associated
with the enhanced convection somewhat to the lee of the mountains.
Development has in general been observed in regions of low thermal

stability (e. g., Showalter Index < 0) but no correlation is ev.dent
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with regions of greatest instability (Means, 1952; Porter et al., 1955;
Breiland, 1958; Bonner, 1963).

Warm, moist Gulf air advected by a southerly flow at about
850 mb is a common feature associated with summer convectioa
over the Great Plains. The role of the low-level jet (LLJ) in this
advection has been emphasized in several studies (Means, 1952;
Bonner, 1963). The lower layer of moist air is often capped by an
inversion and overlain by a layer of cold, dry air (Breiland, 1958).
The "cap'' damps thunderstorm development and permits a build-up
of moisture and convective instability until the inversion is penetrated
and "explosive' development takes place (Fulks, 1951; Means, 1952).
Although the warming at low levels is usually of a larger magnitude
than the cooling aloft, Fulks (1951) points out that the cooling is
important since it permits vertical motions to extend to higher levels
so that more intense convection results.

The role of topography is paramount in developing the favorable
thermal structure described above. The north-south bafrier at low
levels favors a southward flow of cold air and northward flow of warm,
moist air which may be overridden by westerly flow off the mountain
plateau.

In addition to its role in the advection of heat and moisture, the
LLJ (low-level jet) has been examined with regard to its dynamic prop-
erties. Bonner (1963) found that the associated vertical motions played
a significant role in the maintenance of nocturnal squall lines in Okla-
homa, while a dying out of moisture advection did not appear to damp
convective activity. Pitchford and London (1962) discovered a high
correlation between the occurrence of summer nocturnal thunder-
storms over the Great Plains and the convergence produced by the low-
level jet. They observed a rapid ascent of air downstream from the
LLJ maximum, also observed by Bonner (1963) aad linked with squall

line formation. The association of the LI.J with pre-frontal squall line
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formation has also been found to be significant, e.g., Porter et al.
(1955) found the LILJ present 75% of the time.

Beebe and Bates (1955) present a mechanism produced by the
crossing of the upper jet stream and the LLJ which would affect the
release of convective instability through the inversion "cap' by vertical
stretching or lifting. The superimposed fields of upper divergence and
lower convergence have been shown to occur in some cases of tornado
activity, however, such occurrences are not frequent enough to account
for the general formation of mesoscale convective systems.

A theory which has received considerable attention as a mecha-
nism for squall line formation is the 'pressure jump line''. The theory
originally proposed by Freeman (1948) is an analogy to waves pro-
duced by motioa of a piston in a gas initially at rest with an inversion
at a constant height. Tepper (1950, 1952) assigned a cold front to the
role of the piston with the initiated pressure jump taking the form of
a gravity wave. The latter paper suggested meteorological conditions
which might produce a pressure jump without a cold front which included
any situation producing either an acceleration of the air below the inver-
sion or an elevation of the inversion surface. The effect of the break-
ing of the gravity wave is to aid in convective penetration of the inver-
sion commonly observed prior to squall line formation.

The line formation and frequent meridional growth of squall lines
is evident when viewed over broad time and space scales (cf. Brunk,
1933; Fujita and Brown, 1958). The apparent irregular shapes and
erratic movements observed on a small time scale may be attributed
to the sporadic formation of new cells as the squall system undergoes
continuous evolution.

Newton (1963) summarizes the coaditions favorable for the
occurrence ol severe convective storms (cf. Fawbush et al., 1951):

a) conditional aad convective instability;

b) availability of abundant moisture in lower levels;
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c) generally, bands of strong winds in lower and upper
levels, usually veering with height;

d) some dynamic mechanism which can cause the release
of instability.

In the preceding discussion some of the conditions necessary,
but not sufficient, for the formation of mesoscale convective systems
have been described. This study does not propose to re-evaluate each
of the previous concepts but seeks a basic mechanism to account for
the formation of mesoscale systems several hundred kilometers lee-
ward of the Colorado Rockies and the presence of a near lee-side
divergence zone. Only the pressure jump theory has proposed a
really basic mechanism which may be present in all cases of develop-
ment.

A recent climatological study (Dirks, 1969) based on satellite
and radar data has given further evidence to both the west to east
motion of maximum convective activity and the enhancement of con-
vection one hundred to several hundred kilometers to the lee of the
mountains. An evaluation of radar echo patterns (Figure 2. 6) indi-
cates that except in grid box 15, most strong echoes are not observed
until 1400 MST. An eastward migration of systems may be noted from
the time sequence of echoes in grid boxes 2, 3, 7 and 11. It is evident
that convective systems show a preference for earlier occurrence in
more westerly regions, in reverse of the solar path. Thus, the tem-
poral distribution of coavective development in the central Great Plains
does not follow from local maxima of solar heating, but rather indi-
cates tha: other factors play a dominant role.

The spatial distribution of meso-system development was evalu-
ated from satellite photos (Figure 2.7). There is definite evidence
of a non-development zone in the eastern half of grid boxes 1, 5, 9,

13, 17 as well as in the western half of grid box 6. Preferred develop-

ment areas are found in grid boxes 2, 3, 6, 7, 10, 11, 12, 14, 15, 19
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e

Figure 2. 6. Temporal distribution of radar observations of
mesoscale convective systems, May-August 1966, (X)=
1300 CST, X = 1500 CST, [X] = 1700 CST.

but not in grids to the east. Even from the limited amount of data
evaluated, the variation appears to be quite significant.

An example of the eastward migration of convective activity
is shown in a stationary satellite (ATS-III) picture sequence for 30 May
1968. Figures 2.8 to 2.11 show development over a six-hour interval
beginning at 1004 MST (1704 GMT), Colorado is seen in outline. Ini-
tial development can be observed over the mountains of éentral and
western Colorado and New Mexico, and a cold froat is visible north-
west of Colorado (Figure 2.8). By 1211 MST (Figure 2.9) widespread

convection is evident over the mountains and faint development is
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Figure 2.7. Spatial distribution of mesoscale convective
systems as observed by satellite photos May-August 1966
(ESSA I and Nimbus II, incomplete), May-July 1968
(ESSA V). 1966 alone given in parentheses.

visible in northeast Colorado and southwest Nebraska with a clear
region in the immediate lee of the mountains. Two hours later (Fig-
ure 2. 10) strong development can be seen throughout eastern Colorado
and northeastern New Mexico, with continued evidence of a divergence
zone in north-central New Mexico and central Colorado. By 1631
MST (Figure 2.11) intense meso-systems have moved eastward espe-
cially into southwestern Kansas, western Oklahoma, and the Texas
Panhandle. A divergence zone remains well defined in both Colorado
and New Mexico. Thus, meso-system development in this case took
place in eastern Colorado and northeast New Mexico and then traveled

eastward steered by westerly and northwesterly flow aloft.
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Figure 2. 8. ATSII, 30 May 1968, 170349 GMT, frame 30G.
The Gulf Coast and Baja Peninsula are visible in the lower
part of the picture and the Florida Peninsula at the right-
center. Colorado is shown in outline.
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Figure 2. 9. ATS II, 30 May 1968, 191038 GMT, frame 39G.
Colorado is shown in outline.
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Figure 2.10. ATS III, 30 May 1968, 211808 GMT, frame 48G.
Colorado is shown in outline.
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Figure 2.11. ATSIII, 30 May 1968, 233042 GMT, frame 57G.
Colorado is shown in outline.
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The climatological study also examined various dynamic and
thermodynamic features of the atmosphere in order to dis:inguish
those conditions necessary for development to take place. The
- dynamic properties of the large-scale upper level flow indicated
that in somewhat more than 50 per cent of the cases the flow at
500 mb was weak (5-10 m/s) and anticyclonic and thus did not appear
to be a significant factor. However, when a fairly strong flow pattern
(> 15 m/s) existed at upper levels, development of meso-systems
occurred only under conditions of cyclonic curvature. The dynamics
of upper level wind maxima played a corresponding role. Under
strong cyclonic flow conditions, especially in association with
dynamically induced fronts, there was evidence of a dynamic role
of the "jet stream'. Thus the role of the upper-level jet stream
in forming meso-scale systems of all types is of much less signifi-
cance than its role in specifically tornadic storm systems (Bates,
1962; Skaggs, 1967).

A strong positive vertical wind shear was evident in 50 per cent
of all cases with the remainder showing only weak to moderate wind
speeds (5-15 m/s) throughout the vertical. Strong vertica. shears
have been suggested as a necessary "evacuation' mechanism in the
development of large cumulonimbus clouds (Déssens, 1960; Newton,
1963; Bates and Newton, 1965). Others have noted that strong verti-
cal shears are not a critical feature, e. g., they do not on the average
differ for thunderstorms with and without accompanying hail (Ratner,
1961).

Convective instability has often been measured in terras of the
Showalter Index (SI) and was evaluated in this way here. A good corre-
lation of meso-system development with regions of low thermal sta-
bility was found--SI<0, 35 per cent; ST 0-3, 55 per cent; S[>+ 3, 10
per cent. However, meso-systems did not necessarily develop in
regions of maximum instability and a number of non-development days

showed regions in which the Showalter Index was negative.
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The presence of a stable layer or inversion in the lower to
middle troposphere has been postulated to play two roles in localized
release of convective development; it acts as a "lid"’ on the develop-
ment which when penetrated permits "explosive growth' to occuxr
and, secoadly, the interface provides a surface on which gravity
waves may travel in the pressure jump theory. Observations of
temperature profiles ih the Great Plains area indicated the presence
of an inversion layer about 50 per cent of the time in the region where
development took place. In most of these cases the inversion was weak
and shallcw; strong, deep inversions tended to suppress development
as might be expected. The apparent absence of a well-defined inver-
sion layer in such a large number of cases places in doubt the general
applicatioa of the '"pressure jump theory' as an initiating mechanism.

This brief climatic study has shown that mesoscale convective
systems develop under a great variety of synoptic conditions and are
associated with various features under different conditions. The fea-
tures common to all cases were the presence of a warm, moist tongue
at low levels (850 mb) and a certain amount of convective instability
(SI<+ 4). The apparent presence of an upper level short wave was
revealed in most cases. Certain features including the low-level
jet, jet streams aloft, cold air advection aloft; and a mid-tropospheric
stable layzr were found to be included in a high percentage of the
cases.

The results of this climatological study gave quantitative sup-
port to the observation that strong convective patterns favor develop-
ment in the western Great Plains one hundred to several hundred
kilometers to the lee of the Colorado Rockies. In the region imme-
diately to the lee of the mountains convection is largely suppressed
until late afternoon when cells and thunderstorms move off the moun-

tain slopes.
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Development of the convective systems has been shown to
occur over a wide range of atmospheric conditions so any “heoreti-
cal explanation of the observed patterns should be applicable under
the variety of conditions described. This will provide a basis for

evaluation of the theoretical considerations which are to follow.
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HI. REVIEW OF SLOPE WIND OBSERVATIONS AND THEORY

Descriptions of slope winds appeared in scientific literature as
early as 1840 (Fournet, 1840) and theoretical explanations may be found
back to 1879 (Hann, 1879). The first comprehensive studies of slope
wind systems were carried out in the Alps in the late 19th Century and
early theoretical deductions were made by Hann (1879, 1919). After
V. Bjerknes presented his fundamental circulation theories, Wenger
(1923) produced a new circulation theory for mountain and valley winds.
In the 1930's numerous aerological studies were made in the Alps, par-
ticularly in the vicinity of Innsbruck (for references, see Defant, 1951).
As a result of these studies, a revised version of Wenger's theory was
proposed by Wagner (1932, 1938). From a careful examination of the
daily pressure and temperature variations in the free atmosphere
within the valley Wagner found that diurnal pressure variations were
completely equalized at a level about twice the ridge height. It was
also observed that diurnal temperature variations in valleys were more
than twice as large as variations in a similar layer over the plain.
Therefore, a pressure gradient from plain to valley must exist during
the daytime with the reverse gradient at night. A descriptive discussion
of Wagner's theory is given by Defant (1949, 1951). The slope wind
theory by Wenger and Wagner finds the acceleration by applying the
circulation theorem to a triangular path in a vertical plane. The path
leads up the slope, then along an isobaric surface, and vertically back

down to the plain.

Small Scale Observations of Slope Winds

Most of the early observations of slope winds have been summa-

rized by Defant (1951). In general the thickness of the layer is not over
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200 m, being somewhat less for the nocturnal downslope flow. The
intensity of the slope wind shows a great variability with loczlity,
exposure, time of day, and synoptic conditions. Velocities of 2 to
5m sec—1 are common, while the nocturnal drainage flow is usually
weaker. Wind profiles for both upslope and downslope flow as given
by Defant (1949) in Figure 3.1 show a maximum velocity at a height
of about 30 m above the slope. Large vertical velocities in excess

of 10 m sec_1 have been measured in the updrafts over the ridges.
Wind systems which are channeled through valleys (i. e., mountain
and valley winds) show extreme variations from the profiles by Defant
and may have a depth up to 1000 m with maximum velocities occurring
at heights of several hundred meters (e. g., Davidson and Rao, 1958).

The compensating flow which overlies the slope wind is generally
weak and is frequently disguised by the prevailing winds. The pre-
sence of this return flow has been noted in a number of observational
studies (e. g., Davidson and Jaffe, 1960; Buettner and Thyer, 1965;
Fosberg, 1967); however, due to the weakness of this compornent and
its combination with a much stronger gradient wind field, little is known
about its detailed vertical structure. Fosberg has estimated a 200 m
deep return flow in his case study. Buettner and Thyer indicate that
the "anti-wind" usually has a definite upper limit.

The reversal in direction of slope flow is normally fourd to take
place 1/4 to 3/4 hours after sunrise or sunset (Defant, 1951; Sterten
and Knudsen, 1961), however, Davidson and Jaffe (1960) in a study of
valley winds in Vermont found the flow reversal to vary several hours
before and after sunrise or sunset depending on the particular valley
under study. This periodicity is probably dependent on the duration
of sunshine, cloud cover, slope angle, and roughness of the terrain.
Buettner and Thyer remark that the flow reversal occurs nearly

simultaneously at all heights.
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Sterten and Knudsen (1961) in a combined field program and
synoptic study found that an interdiurnal variation in atmospheric
pressure accompanied the mountain and valley wind system. The
forecasting of mountain and valley winds required taking into account
cloud cover and strength of the prevailing wind.

Characteristics of the thermal stability over heated slopes are
available from studies by Braham and Draginis (1960), Vul'fson (1964)
and Fosberg (1967). These reveal superadiabatic lapse rates adjacent
to the slooe in a layer several hundred meters deep. Hot superadia-
batic caps form over ridge lines and cold cores may be found over
mountain slopes. Analyses of aircraft flights in Arizona by Braham
and Draginis reveal that the convective columns originate in the slope
wind circulation which ascends the mountain slopes, converging into a
"massive column'' at the mountain top. The potential temperature 'dip"
in upper regions of this column suggests that forced ascent carries the
column tc higher levels. Vul'fson also associates the initiation of con-
vective activity over mountain peaks with the slope wind system. He
points out further that the ascending branch of the circulation tends to
intensify the instability while the descending branch has a stabilizing
effect on the atmosphere. The field observations by Braham and
Draginis and by Silverman (1960) provide some of the few data on
the distribution of moisture. These data show considerable moisture
enrichment downwind over heated slopes with most of the enrichment

occurring in narrow cores ~2 km in diameter.

Evidence of Mountain-Plain Scale Circulations

There is also evidence of a slope circulation on a much larger
scale existing between a mountain range and the surrounding plains.
Burger and Ekhart (1937) were able to deduce a daytime circulation

scheme in the Alps with a low level flow towards the mountains and

an upper level compensating current flowing radially away fI_‘Oﬂl the
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Figure 3.1. Profiles, normal to the slope, of observasd upslope
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in a cross section through the Alps. After Burger and
Ekhart (1937).
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mountains toward the plains (see Figure 3.2). Wagner (1939) and
Ekhart (1940) found a similar flow pattern on the eastern slope of

the Rockies, with a neutral level near 2500 m. The compensatory
upper level flow was found to be comparatively weak with velocities

on the order of 15 cm sec-l. This flow is also affected more strongly
by the ambient wind field than is the low level flow.

Flchn (1968) made a similar estimate for the daytime branch of
the diurnal circulation between the Tibetan plateau and the surround-
ing plains. He finds an upslope component of about 360 cm sec,-1 and
a return flow of 120 cm sec_l. It should be noted that in this case the
flow cannct be attributed to the slope alone but also includes the
effect of the heating of a broad plateau. Such diurnal circulation
systems are also evidenced for the Bolivian high plains (Flohn, 1955).
Bleeker and Andre (1951) proposed a large scale circulation cell over
the central United States to account for the suppression of thunder-
storms during the day and a maximum of nocturnal thunderstorm acti-
vity over the Great Plains. They examined the diurnal change in the
horizontal divergence and found these to be consistent with such a
large-scale circulation pattern.

Knudsen (Sterten and Knudsen, 1961) has considered a large
scale mountain and valley wind system (''monseon circulation') which
extends over the whole of southern Norway. The system is somewhat
obscured by its interaction with the coastal sea breeze. Malkus (1955)
has also described an orographic-convection system over Puerto Rico
in which sea-land effects interact with orographic effects to produce
a convective circulation on the scale of 100's of km.

An investigation of the diurnal variation of the surface geostrophic
wind over the Great Plains by Sangster (1967) revealed an appreciable
diurnal cycle with a night to day range of around 20 knots under clear
sky conditions. The maximum variation occurred near the ground

with a minimum wind at 0600 CST and a maximum at 1800 CST. The



-27-

effect of the diurnal temperature cycle was determined from the com-
ponent of surface geostrophic wind normal to an east-west line extend-

ing from Albuquerque to Nashville.

Analytical Theories of Slope Winds

The driving mechanism of slope winds is the heating (cr cooling)
of air above an inclined surface resulting in/g__hﬁq;*iﬂz,ontal temperature
gradient between two points at the same altitude along different parts
of the slope. A complete theory of slope wind must take this gener-
ating mechanism and couple it with the various modifying influences
in a mathematically tractable form. The effects of surface friction,
eddy diffusion, coriolis forces, and advection must all be considered
if they apply to the particular scale of motion under study. Further-
more, latent heat release and cloud cover may often play an impor-
tant role. The theoretical problem then becomes one of sirnplifying
the equations so that solutions may be determined and at the same
time retaining the important physical properties of the fluicl and the
flow field.

A more quantitative model than the early circulation theorems
was presented by Prandtl (1942; Defant, 1949) in which he srrived at
a steady state wind parallel to the slope (Vs) given in terms of gravity,
turbulent heat conduction, and turbulent friction in a compressible
atmosphere. The model assumed a uniform slope of infinite extent
and heat conduction normal to the slope only. The equation of motion

for flow along the slope, Vs’ may thus be given by

dv oV
It = gB0O' sing+v

on

where 3 is the coefficient of expansion of air, ¢ is the angle of the slope,
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0 ' is the variation in potential temperature due to heat conduction in
the direction n (normal to the slope), g8 6 'sine represents the buoyant
acceleration, and y is the coefficient of turbulent friction. A steady
state temperature field is possible when there is a balance between
potential temperature advection along the slope and heat loss or gain
due to eddy diffusion normal to the slope. The resulting steady state
wind is derived from a balance between buoyancy force (pressure grad-
ient) and frictional force. The velocity expression which is derived
shows that the slope wind speed is directly proportional to the tempera-
ture deviction at the slope surface. Also near the ground the slope wind
is nearly independent of the slope angle and the horizontal component is
approxima‘ely proportional to the cosine of the slope angle. Defant
(1949) found '"'splendid agreement' of the above profiles with observed
winds at a single location.

In an earlier but somewhat similar derivation Jeffreys (1922)
arrived as an expression for a stationary wind in which the wind speed
varied directly with the horizontal temperature gradient and the slope
of the ground. He assumed an incompressible atmosphere and an
equilibrium between pressure gradient, gravitational, and frictional
forces. T.eagle (1950) examined the problem of drainage wind for
a compressible fluid being cooled from below by a radiating slope
surface. The resulting expression for the drainage velocity predicted
that the mean velocity of the layer being cooled (a) is proportional to
the net outgoing radiation from the ground, (b) is inversely propor-
tional to the height to which cooling extends, (c) has the form of a
damped periodic oscillation, and (d) is inversely proportional to the
slope of the ground. The periodic oscillations in drainage winds are
at least partially confirmed by observations although the observed

amplitudes of the surges are much smaller than theory predicts.
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Fleagle concludes that the results (c) and (d) are due to the com-
pressibility and inertia of the air and the contradiction with the
resultsmobtai'n‘e;i by Jeffreys (1922), who found a direct variation
of slope velocity with angle, is attributed to Jeffreys' use of an
incompressible atmosphere.

Recently several studies have investigated the influence of a
large-scale terrain slope on the flow within the boundary layer above
such a slope. Holton (1967) considered a coupling of thermal forcing,
due to the diurnal insolation cycle, with the viscous (Ekman) bound-
ary layer. A set of three second order differential equations was
derived which described the dynamics of the boundary layer. These
are the usual time dependent Ekman equations with gravitational
terms added for the sloping terrain and a thermodynamic equation
containing the diurnal heating function. In the case of a stably strati-
fied atmosphere the effect of potential temperature advection opposes
the buoyancy force so that the diurnal boundary layer wind Oscillétion
along the slope is largely suppressed. Solutions to these ejuations
are obtained by standard methods and for conditions of neutral stabil-
ity or level ground the wind field reduces to that of the usual Ekman
spiral formula. The solutions show further that thermal effects over
sloping terrain may contribute substantially to the diurnal wind oscilla-
tion. The use of constant coefficients of eddy viscosity and heat diffu-
sion was felt to be a major weakness of the theory. However, includ-
ing time and height variation of these coefficients would require a
numerical integration of the equations.

Lettau (1966; Lettau and Schwerdtfeger, 1967) has discussed the
mechanisms of a large-scale drainage flow over the interior of Ant-
arctica. He found that when the large-scale terrain slope is gentle
and a strong surface temperature inversion persists, the thermal
"inversion wind' prevails rather than katabatic flow. A mcre quanti-

tative development of a phenomenon entitled the thermo-tidal wind has



-30-

also been given by Lettau (1967), which has more general application
to all large-scale terrain slopes. This theory encompasses the coup-
ling of the viscous and thermal boundary layers as examined by Holton
and further includes a quasi-tidal solar forcing function. By analogy
to tidal theory the dynamic response of the atmospheric boundary
layer to the harmonic forcing function is considered. The dynamical
impedance of the boundary layer is a function of the Coriolis para-
meter so that the phase lag or lead between forcing and response
functions is dependent on latitude. A qualitative application of the
theory to observations shows that it can account for the latitudinal
variation in the phase angle of thermal slope winds.

Neither of the above boundary layer approaches to slope winds
present a complete theory in that the return flow is not considered.
However, the basic principles of these developments are important
when coasidering the properties of the flow above an extended slop-
ing surface.

The interaction of the thermodynamic slope circulation with the
large-scale gradient flow has not been treated in any of these analytic
models. Effects of atmospheric stability, upwind terrain, and shape
of the mcuntain ridge should determine the penetration of prevailing
flow into leeward slope regions. Only a qualitative treatment of flow

separaticn from mountain surfaces by Scorer (1955) has been offered.

Numerical Slope Wind Experiments

The advent of high speed computer technology in recent years
has mace possible the solution of equations by numerical means.
Thyer and Buettner (1962; also Thyer, 1966) presented one of the
first nunt.erié;;l experimentvs‘ lof‘ ‘valley winds, They experimented
with various forms of the equations ahd 7grr'idﬁ networks having different

densities, finally arriving at a stream function representation of the

two-dim.ensional flow, incorporating eddy viscosity effects by the
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Fickian equation. A ground to air heat input was defined. Computa-
tional stability difficulties limited the numerical integrations to only
two minutes so time variations of the slope circulation could not be
investigated. Nevertheless, the early computations revealed flow
fields with striking similarity to those given by observations.

Orville (1964) carried out a numerical study of mountain upslope
winds which were initiated by a diurnal potential temperature oscilla-
tion at the surface. A mountain one kilometer high with a 45 degree
slope was used. The Boussinesq system of equations was employed.
(If the conclusions made previously by Fleagle (1950) are correct,
such an incompressible system may not be realistic for studying
the case of downslope flow.) Diffusion was again given by the Fickian
equation. The circulation which developed originated near the bottom
of the slope, strengthened with time, and moved up and away from the
surface. The advection of isentropes by the circulation resulted in a
packing of isentropes in the cap over the ridge. In its early stages
the upslope flow extended only about 100 m above the surface but
increased with time, particularly increasing with distance up the
slope. Velocities of about 3 m sec-1 were attained after about one
hour and a countercurrent also appeared. These results generally
conform to the observations given by Defant (see Figure 3. 1). Under
stable conditions, using a potential temperature lapse rate of 1°c
km-l, the circulation was found to develop only half as fast with a
decrease in potential temperature gradients near the mountain sur-
face. Later forms of the model (Orville, 1965, 1968a) included mois-
ture effects and were particularly directed towards a study of the form-
ation of cumulus clouds over mountain slopes.

A comparable numerical procedure was used by Fosberg (1967)
except for the form of the viscous and diffusive terms. Comparisons
of the developing solenoidal cell and energy integrals were made with
a two-day field study. The simulation was found to reproduce the major

features and processes of the slope wind and its convective chimney.
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All of the above models have been on the scale of only a few
kilometers so that Coriolis effects were neglected. Lettau (1967)
points out that Coriolis effects cannot be ignored in realistic slope
models if the horizontal extend is at least of meso-scale. A recent
paper by Magata and Ogura (1967) examined air flow over mountains
on a scale of 10's of km under the influence of heating or cooling from
below. The effect of heating along the mountain slope and the details
of the flow along the mountain slope were not resolved by the grid
scheme used. An interesting result of the experiment was the form-
ation of = series of convective cells in the unstable laygrto the lee
of the mountains.

A riumerical procedure developed by Haurwitz (1962) is of interest
even though it has not been applied to a case of sloping terrain. The
model is based on the Bjerknes circulation theorem and retains both

Coriolis and frictional forces. The resulting non-linear equation is

dr

d +
_(L____V__) a.

=—k(u2+v2)+§,—zr(]j‘- )

where k is the friction coefficient,I" is the rate of temperature change,
and 7 is the temperature difference between ascending and deséending
branches of the flow. The change in kinetic energy is thus partly due
to friction and.partly due to temperature advection. The important
advantagz of this formulation over the simpler circulation theorems

discussed earlier is that the atmospheric motions which develop are

able to modify the temperature field which drives the circulation.
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IV. THEORETICAL SLOPE CIRCULATION MODEL

Analytic solutions to the general hydrodynamic equations are
difficult to obtain because the advection terms render the equations
nonlinear, therefore, most of the analytic treatments have been
linearized to varying degrees so that in general horizontal advection
terms have been omitted and temperature profiles have been arbitrar-
ily specified. The initial organization of a convective circu.ation is
basically a non-linear process and is thus difficult to treat analyti-
cally. The primary advantage of the numerical approach is in the
retention of the non-linear advective terms in the equations. In this
way the feedback effect of the wind field itself on the original tempera-
ture field may be considered and the coupled altérations between wind
field and temperature field are retained as the motion develops. Lin-
earization of the equations to analytically tractable form deccuples
this interaction and much of the basic physics of the process is lost.

The complexity of three-dimensional flow, computer storage
limitations, and computation time demands generally restrict the
application of a three-dimensional modeling approach to simple fluid
phenomena--e. g., Deardorff (1965). Furthermore, two-dimensional
models in vertical cross-section have been found to reveal significant
features of orographically controlled circulations on both the meso-
scale--e. g., slope winds, Orville (1964, 1967)--and on the planetary-
synoptic scale--e. g., Asian monsoon, Murakami et al. (1963). The
longitudinal uniformity of the Rocky Mountains-Great Plains latitudinal
cross-section permits the introduction of such an idealizéd two-
dimensional numerical model. It is felt that this type of model
experiment is warranted and that the actual situation may be repre-

sented adequately by the system of equations and conditions cerived
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in this chapter so as to describe the general characteristics of the
Rocky Mountains-Great Plains circulation in the real atmosphere.

Alihough numerical solutions are readily obtained in principle,
the solutions are also limited in extent by the non-linear advection,
or transport terms. Finite difference approximations of the advec-
tive terms can introduce both phase and amplitude errors. The
accuracy of various finite-differencing schemes applied to advec-
tive equations has recently been investigated by Crowley (1968) and
Molenkamp (1968).

The basic hydrodynamic equations may be treated in either
advective or flux forms. For the advective form, e.g., %%-ﬂv-vg =0
(where ¢ is any arbitrary quantity), the finite difference approxima-
tions to the advection term are not necessarily momentum conserving.

In the so—calleq flux or conservation form, e.g., %— +VEV-EN-v =0,

transports appear as flux divergence which by Green's theorem may
be transiormed to surface integrals. Finite difference approxima-
tions of these terms are mass and momentum conserving if the equa-
tions are properly compared with respect to accuracy, numerical
stability, and conservation (Crowley, 1968).

The disadvantage of the flux form is that proper evaluation of
the transport terms may be quite time consuming while the advective
form may give simpler equations to be solved. Thus from practical
considerations the advective form of the equations is often invoked.
Although the advective form of the equations may not be conservative,
it is still possible that the significant quantities are approximately
conserved and the exchange of accuracy for efficiency does not nec-
essarily imply that the results are unreliable (Crowley, 1968). Var-
ious numerical experiments have found the advective formulation
suitable in local circulation problems (e.g., Pearce, 1955; Malkus
and Witt, 1959; Fisher, 1961; Ogura, 1963); in fact, Orville (1964)

found the flux form of the equations produced very irregular
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unrealistic temperature fields which did not appear in the advective
system. Based on these considerations the advective formulation
of the equations was deemed most expedient in treating the problem

at hand.

Derivation of Model Equations

General equations of motion:

du _ _ 9p
1) at - aax+fV+FX
2) W L, _pup
dt ¢ 5y y
dw _ _  3p _ n
3 g = ey, EFF,

State conditions: pg = RT and T = 6( @%— )K, where k = R/c D’ For
convenience the non-dimensional variable = is defined to replace

pressure,

T = (

P_ ) K
Py
then,

k-1
an=ir“Vp=R0'p——Vp=R—6V(—E—)K=CBV‘H
p poK K po p

The mountain slope is treated as extending infinitely in the y direction
and it is assumed that there are no changes in variables parallel to

the slope:

Bu _ _ du__du_  _am
1a) 5t - uax Waz cp98x+fV+Fx



-36-

Bv _ _ 8V _ BV
2a) vl uaX Waz fu+ F
gw _  OW 9w _ am _
3a) 5t - " Yax Vg cpe Py gt F,

Next the § and 7 variables are expanded in terms of a reference-

state equ:librium value (adiabatic) and a deviation from this refer-

ence state,
8 =6+0' , w=7w () +n'
where the primed quantities are assumed to be at least one order of

magnitude smaller than the corresponding reference-state values.

Substitution of the expanded terms into equations la) and 3a) gives:

du du du om o'

1 g 22 . A a5 . AL,

b) ot u 0% w 0z cpe 5% ch 5% + fv + Fx
aw oW W o 9 w'

3 aw _ _ 2 o . ar g%

b) Py Ul TV cp@ 52 cpe 52 g+ F

If it is assumed that the reference-state is in hydrostatic equilibrium:

—am
ch . - 8

Q|

and assurning 6 ~ 0,

] — 1
then,coélzceaTr z06—8—11—
p 9x p 9x p 9x
am om' 6 — gm! 0!
and, Cp@a_Z—Cpea_'z"g_cheaT-(l+T)g
6 0
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This gives:
du du du — 9w
1 o= _ Ly 8= o A AL
c) ot uaX Waz cpe 0% +fV+Fx
ow _ 9w _ 0w g v _ g orm'
3c) ot - " Usx “VWap *t - 6 cpe 5z F

The assumption of incompressibility is confined to the equation of
continuity since changes in density due to non-adiabatic heating are
essential to the theory. The incompressibility assumption eliminates
sound waves and allows longer time steps to be used in the numerical
integration.

Elimination of w ' from 1¢) and 3c) by cross differentiation yields

a vorticity equation which is convenient for computational purposes:

om _ _,0m _ 9 _.08v g 96" 98 _9_
5) ot uax waz faz-“g ox +8X Fz 8z Fx
where
_9ow _9u
6) M “9x oz

Since incompressible flow has been assumed, a stream function may

be defined, where
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thus,
2
6a) V ¢ = q

For convenience in the numerical analysis, numerical integrations
will be performed in terms of the stream function.
The first law of thermodynamics is represented as the equation

for specific entropy of air:

gy ..., L% g

ot Py Py 5 where

and DqS is the heat diffusion term.

<

°-

i
®||q

The basic set of equations for the model includes three prognostic
equations 2a), 5), and 8), one diagnostic equation 6a), and the defin-
ing relationships 7) and 9).

According to Ogura and Phillips (1962) (cf. Spiegel and Veronis,
1960; Dutton and Fichtl, 1969), this system of equations is suitable
for describing the motion where the potential temperature is almost
constant and ''shallow convection' is considered, i.e., z/H << 1
where H ~ 30 km (H = depth of an adiabatic atmosphere). . Phillips
(1967) suggests a somewhat less restrictive condition, z/H < 1, thus
including all convective phenomena.

The restrictions of the application of the Boussinesq approxi-
mations to "shallow convection'' has generally led to the use of a
domain 5 km or less in depth (cf. Asai, 1964; Ogura and Charney,
1962), although in his sea-breeze model Fisher (1961) used a depth
of nearly 8 km. Certainly in the upper regions the uniform density

assumption is not valid since po(z =10 km) ~0.4p O(z = 1.5 km);
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however, the character of the flow at lower levels (< 6.5 km) should
not be strongly affected and the absence of an upper boundary at a
physically unrealistic level in a motion on this scale would seem to

be an important consideration. While the magnitude of the wind
components at upper levels may not be realistic in terms of momen-
tum conservation, the general pattern of the flow should not be affected

and the important features of this circulation should still appear.

Treatment of Friction and Diffusion Terms

In general, F = f(K_,V),
m

2 >

Km = eddy viscosity
D¢ = f(KH,¢ ), KH = eddy thermal con-
ductivity

As a first approximation let:

2. . 2 _ 2 _ 2
K(x, v.2) " Kmv V; i.e., FX— Kmv u, Fy = Kmv V,FZ— KmV w
2
D¢ = KHV [0}
2 2
where VZ= 8 + 9 _
2 2
ax 0z

Assuming Km is a constant (i. e., Fickian diffusion), equation 5)

becomes

o _ _ .9 _ 0 _.0v g 386' 2
5a) 5% Uix Yoz "oz +? ax T KLV m

It will be further assumed that Km= KH= K as a first approximation.

Following Malkus and Witt (1959), Ogura (1963), and Orville (1964),
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the eddy coefficients are estimated by Richardson's empirical formula
K=0. 214/3 (Richardson, 1926; see also Sutton, 1953; Pasquill, 1962),
where ¢ is the distance between grid points. For a vertical grid inter-
val of 250 m this gives a value of about 15 m2 sec_l. Since turbulent
exchange is the link over the 10 m distance between the surface heat-
ing and the lowest grid points (see below), a value of K (= K') must
also be specified there. An initial value of K' = 0.2 m2 sec—l was
determined for the surface transfer term similarly estimated from
Richardson's formula.

A significant diurnal variation in the exchange coefficient at low
levels has been observed by such studies as Jehn and Gerhardt (1950)
and Wong and Brundidge (1966). Quite an abrupt change in the coeffi-
cient is noted near sunrise and sunset with only slight mean variations
during the intervening periods. In general the coefficient decreases
by about an order of magnitude between day and night. This varia-
tion was included in the model by reducing the surface exchange coeffi-
cient (K"} to 0.02 m2 sec_1 during periods of surface cooling (see below).

The use of non-zero eddy transfer coefficients has also been
found to act as a smoothing device which prevents rapid development

of numerical errors when advective terms dominate (Malkus and Witt,

1959).

Insolation Heating at the Surface

The driving agent of this circulation is the insolational heating
and radiational cooling of a sloping surface. In this model (following
Estoque, 1961; Fisher, 1961; Orville, 1964) this effect is specified
as a diurnal potential temperature oscillation which is applied at the
surface. This potential temperature variation at the mountain slope
gives rise to a horizontal potential temperature gradient which in turn

creates vorticity and initiates fluid motion.
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More complex methods of introducing insolational heating have
been employed--e. g., the computation of a heat balance at the earth's
surface, Magata (1965)--however, the level of sophistication in other
aspects of this model gives little justification for usirng a more refined
technique.

The surface temperature change is specified by the equation

- . i
OS =06'(z) + C(2) sin 45— 750

where 0'(z) represents the initial thermal stratification of the atmos-
phere, C (2) ‘r(epresents the amplitude of the surface temperature oscilla-
tion as a functlon of height, and t equals time in seconds along the diur-
nal sme curve. -

- Following the findings of Orville (1964) that air which is warmed
and creates vorticity through horizontal temperature gradients must be
permitted to parti;;[;;.jce in the motion if realistic results are to be
obtained, the surface potential temperature is propagated upward
by diffusion a distance of 10 m to the lowest grid points of the model
(cf. Fisher, 1961) and is then permltted to move parallel to the surface
with a velocity given by a non-centered differencing of the stream func-
tion. Thus, both turbulent heating and advective cooling can occur at
the lowest grid points.

The surface temperature amplitude function C(z) was estimated
from a combination of e;t;;gafﬂces Summer thermograph traces at
stations in northeast Colorado (provided by the Colorado State University
Hail Project) and at Berthoud Pass (provided by A. Judson of the Forest
Service), studies in the Bavarian Alps reported by Geiger (1959), obser-
vations in the Santa Cataline Mountains of Arizona reported by Braham
and Draginis (1960) and Silverman (1960), and comparisons of free air
and mountain slope observations in the Rocky Mountains by Samson

(1965) and on Brocken Mountain in Germany by Hansel (1962) were all
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included in the evaluation. On the basis of these data a surface heating
function was introduced having a diurnal temperature amplitude of 9°c

on the plain and decreasing to 5°C at the peak of the ridge.

Boundary Conditions

In order to obtain a solution to the set of equations, the values of
dependent variables must be specified at the boundaries. The upper
boundary (z = M) is treated as a rigid top (approximating the tropo-
pause). The dependent variables are held constant at the upper bound-
ary and no flow is permitted to cross it.

The two lateral boundaries are treated in different ways. Under
initial conditions in which the atmosphere is at rest no flow is per-
mitted to cross the left-hand boundary (over the mountain peak), how-
ever tangential flow is permitted at this boundary. We may thus write
u=0atx=0andw=0atz=M. The right—hand boundary (over the
plain) does not represent a physical barrier of any type since the plain
is assumed to extend indefinitely in this direction. Therefore, finite
velocities normal to this boundary are permitted. Values of the depen-
dent variables at this boundary are linearly extrapolated from the most
recent values at two internal points. This procedure has been shown by
Nitta (1962) to be stable for long wave disturbances with only slight
noise formation at high wave numbers. In this way nearly flat grad-
ients of the variables are maintained at the boundary so that fictitious
disturbances do not propagate into the grid while disturbances origi-
nating in the interior of the grid are allowed to propagate out of the
grid without reflection back into the region. At the lowest grid points
tangential flow is also the restriction. These velocities are obtained
by non-centered differences of the stream function.

To satisfy the given velocity boundary conditions, corresponding
boundary conditions must be imposed on the stream function y. All of

these conditions can be met by putting ¢ = constant at the slope surface,
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at the upper boundary, and on the vertical plane through the mountain
ridge (left-hand boundary). Since y occurs in the equations only in its
derivatives, the constant is arbitrary and is readily made zero. At

the right boundary ¢ is linearly extrapolated from two internal points.

Values of vorticity are similarly assigned to all boundaries. Cer-
tainly vorticities at the lower grid points may affect the vorticity values
one grid interval into the interior through advection and turbulent terms.
However, Malkus and Witt (1959) found their results to be rather insen-
sitive to various assumptions regarding boundary values of vorticity
and velocity. Although the vorticity will generally not be zero at the
surface due to large shears in this region, the complexity of computing
a value of vorticity here and the apparent negligible effect this has at
interior grid points (as evidenced by the models of Fisher (1961) and
Orville (1967) justifies using = 0 at the lowest grid points.

The thermodynamic variable ¢ is held constant at the upper bound-
ary. At the right-hand boundary ¢ is also linearly extrapolated from two
internal points. At the leff—hand boundary the variation of ¢ is com-
puted from the thermodynamic equation assuming reflective symmetry.
At the lower grid points heating is accomplished by diffusion from the

heated surface 10 m below. This diffusion term is given by
K!' VZqS
and is computed in the following numerical form (see Figure 4, 1).

byto, 20 B340, -2
+

(Ax)2 (Az)2

Kl

or assuming <1;0=d;2=<j>'4 andqs1 =¢3
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this reduces to

¢, ¢ o, - ¢
RS 20 L zo
(Ax) (AZz)

where Az is 10 m and Ax is given as 200 m on the mountain slope.

Advection parallel to the slope is permitted at the lower grid points.

Figure 4.1. Scheme for computing diffusion at lower boundary
grid points. ¢ , represents the actual grid point. ¢1 and
¢ 5 are located ‘on the surface.

Computational Instability

The solution of differential equations by numerical integration
yields small computational errors which arise from finite differencing

approximations to derivatives and from round-off. In order that these
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errors do not grow without bounds and rapidly destroy the validity of
the calculation, the length of the time step in the integration must be
restricted relative to the grid interval and certain other physical
parameters in the equations. It was first shown by Courant et al.
(1928) that simply decreasing the size of finite space and time incre-
ments would not guarantee a convergence of the finite-difference equa-
tion solution to that of the corresponding differential equation. For
equations of the hyperbolic type the time increment must be such that
neither fluid nor energy can propagate across a grid interval in a
single time step. The existence of computational instability also
depends on the particular finite-difference approximation being used.
For cases where the meteorological equations are linear these
conditions are well-known (Charney, 1949; Gates, 1959; Thompson,
1961), as given by the Courant-Friedrichs-Lewy linear stability
condition, (u + c)-%t); < 1l. For the case of the linearized heat-diffu-
sion equation in which advective terms are omitted and the eddy coeffi-
cient K is treated as a constant, the forward explicit extrapolation
system stability criterion is also well-known (e. g., Richtmyer, 1957)

. 2 ceps
and is given by 2RAt < 1. The non-linear cases are much more diffi-

2 =
cult to handle anélAnZo)t well understood. Richtmyer (1957) suggests that
for cases of fluid flow in the presence of heat flow, by intuition the
heat-flow equation would dominate in the limit if both equations are
treated explicitly. Thus the heat-diffusion condition should be used.
This stability criteria has been used for this computational method

by Fisher (1961) and Orville (1964). Magata (1965; Magata and Ogura,

1967) requires that both of the above conditions be met. Deardorff

(1967) also discusses the simultaneous application of both linear
stability criteria.

Since the model equations above eliminate sound waves (incom-
pressible) and the boundary conditions exclude external gravity waves

(rigid lid), the maximum disturbance velocity will be given by the
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representative velocity of internal gravity waves ~ 50 m sec“1
(Thompson, 1961; cf. Sasaki, 1959).

If it is required that both of the above stability criteria are
simultaneously satisfied for the smallest Ax and Az, the choice of
At can be simply estimated. Assuming only moderate winds (~10 m
sec-l) are generated by the slope circulation, a time step of one
minute is well within limits of the stability criteria. Baer and
Simons (1968) point out that using a time increment substantially
less than the critical one determined from linear analysis consider-

ably reduces truncation errors.

Numerical Method

A number of finite difference approximations to the hyperbolic
equations of fluid dynamics have been described in the literature
(Richtmyer, 1963) each having its theoretical and computational
advantages and disadvantages. Orville (1964) in modeling mountain
slope winds ran into serious problems using the flux form of the equa-
tions and the Lax-Wendroff differencing scheme (Lax and Wendroff,
1960). Similar problems were encountered by Fisher (1961); also
Thyer and Buettner (1962) developed early instabilities using a center
differencing technique. Orville was able to trace the irregularities
in his work to the use of centered space differencing in the advective
terms and alleviated the problem by upstream differencing of the
advective form of the equations. In later versions of his model
Orville (1967, 1968a) used upstream differencing of the advective
terms only and centered space differences in other terms combined
with non-centered time differences. Similar differencing procedures
have been used by Fisher (1961), Magata (1965), and Lavoie (1968).
The upstream differencing technique has been treated rigorously by

Courant et al. (1952). This scheme is computationally stable under
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the conditions previously defined and is frequently used because of
its simplicity.

Other differencing schemes, especially higher order types,
would no doubt be useful, e.g., Arakawa's method (Arakawa, 1966;
Lilly, 1964, 1965; Fosberg, 1967) or the Roberts-Weiss method
(Roberts and Weiss, 1966; Molenkamp, 1968). The Leap-Frog
scheme (Richtmyer, 1963) has also been used in small-scale circu-
lation problems by Malkus and Witt (1959), Lilly (1962) and Nickerson
(1965). An evaluation of the accuracy of the various finite-difference
methods as applied to the advection equation has been made by
Molenkamp (1968). Molenkamp examined the accuracy of the
upstream differencing technique for the case of a steady velocity
field where the problem becomes linear and comparisons can be
made with the analytically correct solution. He found that this
differencing scheme introduces a pseudo-diffusive effect which is
a function of the grid spacing, time increment, and velocity. Crowley
(1968) similarly shows that inaccuracies caused by the implicit diffu-
sion occur when upstream differencing is applied to pure advection
equations. The significance of this error in the more complex turbu-
lence-plus-advection problem has not been ascertained unless it can
be assumed that turbulent diffusion and advection are physically dis-
tinct processes which are mathematically separable. Orville (1968b)
suggests that the truncation error is not serious and that higher order
finite difference schemes are not necessary for local-scale models at
the present level of sophistication.

Based on present knowledge and economic expediency in terms
of computational time, the uncentered differencing scheme will be
employed for the advective terms. Fosberg (1969) has recently also
found this scheme to be computationally most efficient.

The importance of time differencing techniques in studying long-

term fluctuations has been pointed out by Lilly (1965) and Young (1968).
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More than a dozen methods have been used or suggested with various
degrees of complexity and yielding various orders of accuracy. Ini-
tially the simple Euler (forward) method was employed as in most of
the previously discussed experiments. This method retains only one
time level in the arrays and gives first order accuracy. In later
versions of the model the second order Adams-Bashforth scheme
(Lilly, 1965) was adopted in which two time levels are retained.
Lilly showed this technique to be highly stable and accurate while
retaining computational efficiency. Where comparisons were made
the Adams-Bashforth scheme gave results generally comparable to
the simple forward time differencing after integrations of several
hours.

The solution of the stream function field from the vorticity field
was carried out by the extrapolated Liebmann process (Thompson,
1961) using an over-relaxation coefficient of 0. 65. The stream func-
tion was determined to an accuracy of + 0.1 which corresponds to a
wind field accuracy of + 0,04 cm sec—1 in the u component and
+0.002 cm sec_1 in the w component. The relaxation procedure
took from 20 to 30 passes depending on the initial conditions being
studied and used 70 to 75 per cent of the 2.2 to 3.0 seconds required

for one time integration.

Grid Scheme

The problem suggests a fairly large horizontal extent while
still retaining a reasonable amount of grid detail over the mountain
slope. To keep the total number of calculations within reasonable
limits in terms of computation time, an expanding horizontal grid
was used over the plain surface where a coarse resolution was felt
to be adequate. The horizontal grid increment of 5 km over the
mountain was expanded by 5 km each increment away from the slope

to a maximum of 40 km. In this way details of the circulation near
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the slope are resolved while at the same time gross features of the
circulation are evaluated at considerable distances from the mountain
slope (see Figure 4.2). Comparable differencing methods have been
used in the horizontal by Estoque (1961) and in both horizontal and
vertical coordinates by Fisher (1961) for sea breeze models, appar-
ently without any computational difficulties.

A vertical grid increment of 250 m was used up to one level
above the mountain peak and then expanded to 500 m up to the upper
boundary. A 16 x 22 grid system was employed.

The mountain slope has a width of 35 km and a vertical extent
of 1.75 km from base to peak (as approximated from contour maps
of the northern Colorado Front Range). The plain surface extends

180 km eastward from the base of the slope. Since the plain itself

has a slight slope (typically ~1/400) a parameterization of this

effect was included by extending the distance between the actual

surface and the bottom row of grid points in such a way that the heat

diffusion produced a linear variation in the horizontal temperature

gradient. The effect of this was to produce upslope velocity com-
ponents at all lower boundary grid points during periods of heating,

which was not the case for a horizontal plain surface.

Initial Conditions

A flow chart of the numerical program is given in Figure 4. 3.
Potential temperature and ambient wind fields are specified initially.
A reference-state potential temperature of 296°C is used. When
stable conditions are specified, a potential temperature increase of
1. 0° C km_l is normally used which is supported by morning (1200
GMT) Denver soundings during summer. The ambient wind field used
similarly corresponds to upper wind conditions commonly found at
Denver during summer. More specific conditions will be described

in the individual cases discussed in the next chapter.



Z {altitude, km )

-50-

1000p-0o 0000000 o L) o . . L .
pooeovocce o . . . . . L]
G Opees sceos o . [ . . . e
peosssccsece o . . . . . .
8Opoees s eoeeoe o . . . . . .
poeeovoccoeoe o [ . [} [ o L
7009 000000 [ 3 ° . . [ ] .
poeeveccce o ° e . . . .
600 ® 2 00000 [y L] [ 3 [ ] L) [ ] [ ]
e e oo oo 0o L] L L] L] * ® L]
55000 s 0ce o0 [ L] L] [ ] L] [ .
Peeseecoe o . L] . . L] L4
40pees eeese o L] . . [ . .
*oe o . . . [ e .
se o . ] . . . L]
30 oo o . . . L) . .
ee o . . . . . .
ee o . . [ . . .
e o . ° . ° . .
2.0 oo o . ° ° . . .
s 4 o 1 o 1 2 1 2 i L3
50 75 100 125 150 175 200 L
X (km)
Figure 4.2. Computational grid mesh.
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—
EVERY |5 TIME STEPS

[comPUTE SURFACE HEATING|
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COMPUTE u,v,w

Figure 4. 3.
are defined in Preface.

PRINT OUT u,v,w,s5’

EVERY 60 TiME STEPS
TAPE THOSE ARRAYS
NECESSARY FOR
LATER COMPUTATIONS

IF DESIRED COMPUTE
AND PRINT OUT KINETIC
ENERGY, VORTICITY AND
VORTICITY COMPONENTS

| I

Flow chart of the numerical program. Symbols
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V. MODEIL RESULTS

In all of the daytime cases the circulation was initiated four hours
prio: to the time of maximum surface temperature. A careful check of
a number of thermograph traces for northeast Colorado indicated that
minimum and maximum temperatures normally occurred between
0400 to 0600 MST and 1600 to 1800 MST, respectively. Thus, the time
span tested in the model corresponds to early afternoon development.
Most integrations were carried out over a period of two hours using a
time step of one minute. This period of time appeared to be sufficient
to permit an evaluation of the development of most of the circulation
features.

Since moisture effects were not included in the formulation of the
model, the role of condensation in the release of. latent heat aloft and
in the reduction of heating at the surface could not exert its proper
controls in later stages of the circulation development. (Typically
cumulus formation over the mountain ridge is quite extensive by
1200 LT.) Extending the integration to four hours--the time of maxi-
mum surface heating--led to the generation of large upslope wind vec-
tors (~20 m sec_l) near the upper mountain slope. The reduction in
surface radiation due to cloud cover as well as low level frictional
drag due to the extremely irregular terrain over the mountain slope

would seem to act as a control on this development.

Case A-Adiabatic

The first application of the circulation model was to an adiabatic-
ally stratified atmosphere initially at rest. Evolution of the stream
function is shown in Figure 5.1 after 30 minutes, 60 minutes, and 120
minutes of real time. Displacement of the stream function center at

15 minute time intervals is seen in Figure 5.2. A rapid development
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Figure 5.2. Trajectory of the stream function center for
Case A shown at 15 minute positions.

with time is observed with the stream function center forming near the
slope-plain intersection and then moving up and away from the slope
surface. The development is similar to that described by Orville
(1964) on a smaller scale. This smaller scale would appear as local
variations in the problem under study, produced by individual peaks
and ridges.

The potential temperature field (Figure 5. 1) changes slowly
during the first hour and then undergoes a more rapid development
during the second hour when advective changes become large. A

“convective chimney'' is barely visible after one hour and at the end
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of two hours it is seen to reach a level several kilometers above the
ridge. The dominance of advective terms may also be observed in
the compression of isotherms above the lower half of the slope and
in the hear lee where the descending branch of the circulation is
strong. This descending flow extends 15 to 20 km into the plain.
After about an h(;LlI‘ a series of weak cells appears beyond the pri-
mary mountain slope circulation. These cells seem to be characteris-
tic of an unstably stratified atmosphere and have been explained in
terms of inertia-gravity wave theory (Lilly, 1960; cf. Magata and
Ogura, 1967). The scale of these disturbances in numerical experi-
ments is determined by the grid interval.

The condition of neutral stability is not characteristic even of
the troposphere during summer and thus provides only a first look
at the modeling procedure. Evening soundings (0000 GMT) over the
Great Plains will frequently show a near adiabatic layer extending as
high as 3 km above the surface, however, morning soundings typically

reveal weak stability up to this level.

Case B--Weak Stability

Typical 1200 GMT soundings during summer at Denver indicate
a potential temperature lapse rate of about IOC per kilometer in the
lower troposphere above the nocturnal inversion. This provides the
more realistic initial conditions for the second case study.

Development of the stream function under conditions of weak
stability is shown in Figure 5. 3 and displacement of the circulation
center is plotted in Figure 5.4. The vertical damping effect of the
stability is quite apparent and is especially strong during later times
in the development as seen from a comparison of Figures 5.2 and 5. 4
between 1 hour and 2 hours. The strength of the circulation near the
slope remained about the same as in the neutral case (Case A) and the

circulation center remained closer to the slope.
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Figure 5.4. Trajectory of the stream function center for
Case B shown at 15 minute positions.

The thermal pattern was similarly suppressed at later times
although a well-defined '"chimney' is evident after two hours. Static
stability decreased in regions of ascent as a result of non-adiabatic
heating advected up the slope while adiabatic heating increased the
stability in the descending current. Forced lifting at upper levels
overlying regions of ascent resulted in small potential temperature
deficits at these levels. The superadiabatic layer reached a depth
of about one kilometer over the plain after two hours and remained
soinewhat shallower over the mountain slope (Figure 5.3). At the

top of the slope the depth increased substantially, while at earlier
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times (see Figure 5. 3 at 30 minutes) the unstable layer was very
shallow at the top of the ridge. These developments are very similar
to observations reported by Fosberg (1967).

A continuous upslope flow was present up to heights of 1 to 2 km
above the plain. The depth of the flow increased near the mountain
base. Over the mountain incline the depth of the upslope wind was
about 1 km with a weaker anti-wind evident 1.5 to 2.0 km above it
(Figure 5. 5).

Vertical velocity components (Figure 5. 5) were reduced con-
siderably in the stable environment and the descending branch of the
circulation extended 50 to 75 km eastward from the slope. Even at

early times in the integration, a region of weak ascending flow formed

75 to 100 km from the slope (see Figure 5. 6). This ascending flow

pﬂg}wéisted throughout the two-hour period With a slow eastward dis-

v

e

placement and a rédﬁétion in vertical extent at later times.

Affer about an hour weak gravity waves appeared at upper levels
above the mountains, moving slowly eastward. The wind speeds asso-
ciated with these waves were very small and they appeared to have
little effect on the circulation at lower levels. Ogura (1963) and
Orville (1964) describe similar gravitational oscillatioﬁs in cases
of a stable environment.

The various terms in the vorticity equation (equation 5a in
Chapter IV) were examined at a number of grid points in order to
evaluate the contribution of individual components. Generation by
the horizontal temperature gradient dominated during most of the
first hour. Then as horizontal velocities approached 1 m sec“1 advec-
tion and dissipation terms attained the same magnitude as the genera-
tion, both terms usually opposing the generation. The Coriolis con-
tribution was generally an order of magnitude smaller than the other

effects.
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troposphere for Case B. Vectors in parentheses in-
dicate ascent at lowest levels with subsidence above.

Evolution of the vorticity field after one and two hours is seen
in Figure 5.7. The buoyancy force exerted by surface heating results
in the upslope flow of warm air creating both negative and positive
vorticities. Positive vorticities are created by forced lifting of adia-
batically cooling air. Near the slope maximum vorticities of -10—‘2
sec"1 are attained after only one hour,

The kinetic energy generated by the circulation was computed

for the entire field from the integral
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2 2 2
=fff P (u +; tw ) dx dy dz

where; was assumed to be 1.0 kg m”3 and dy was assigned a value

of 1 km. Figure 5.8 illustrates the changing kinetic energy of the

system with a slow increase at early stages of development and more

rapid changes at later times when strong vertical motions affect the

release of potential energy created by the slope heating.
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Figure 5.8. Time variation of kinetic energy as generated

by the circulation for Case B.
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Case C--Moderate Stability

In an effort to evaluate the effect of stability another experiment
was performed using a potential temperature stratification of 2. 5°C
per kilometer--a value more applicable to wintertime conditions.

The displacement of the circulation center in Figure 5.9 shows the
stronger vertical retardation of the flow as compared to Figures 5.2
and 5. 4. Th.e. inté};sity of the circulation at low levels remained com-
parable to the less stable case while stronger gravitational oscilla-
tions appeared at upper levels. An early zone of upward motion about
75 km from the slope was quickly eliminated and quite‘sti'ong descent

(~cm sec-l) occurred throughout the plain area.

40
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Figure 5.9. Trajectory of the stream function center for
Case C shown at 15 minute positions.
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Case D--Shearing Wind

Although large scale weather systems may be weak during the
summer, they still exert an influence due to a mean ambien® pattern
on which the local thermally driven circulation is superimposed. In
the case of cumulus convection, it has been found that vertical shear
may be favorable for convective development and that the convective
motion interacts with the prevailing wind (Asai, 1964; Chao and Cheng,
1966; Orville, 1967). On the other hand, linear theory (Chao, 1962;
Kuo, 1963) has shown that vertical shear tends to suppress convec-
tion. The stren:rth of the sea breeze c1rcalat10n in numerlcal studles
has also beeq found to be dependent on the prevallmg synoptlc flow
(Estoque 1962; Magata 1965) / ! /\;/’{‘ S o , T

Typical winds naleh*’t profiles at Denver lpdlcate that, particularly

above the level of the mountain ridge, a mean westerly flow is coupled

with an oscillatory wind field. A shearing wind of 2 m secwI per km
gave a good approximation to the flow on a large number of days. This
ambient flow patterri was combined withdthe initial condition of weak
stability.

The evolving perturbation stream function field is shown in
Figure 5.10 and the displacement of the slope circulation cell appears
n Figure 5.11. The effect of the prevailing mean wind was to enhance
the vertical development--e. g., as shown by a comparison of Figures
5.3 andS 10 after 60 minutes. The shear gave a Dronounced tilt to the
circulation cell above the slope (Figure 5.10 at 60 mmutes) so that part

of the cell appeared to break off and form a much larger elrculatlon
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cell out over the plain (Figure 5.10 at 120 mmutes) A well- defmed
chu\r:ney again developed above the upper mountain slope which with-

stood the tilting forces of the ambient wind., Thermal fields were

comparable to Case B. The gravity wave disturbances seemed to be

somewhat reduced by the ambient shearing flow.
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Figure 5.10. Evolution of the deviation stream function (solid lines in 102 m2 sec—l) and
potential temperature deviation (dashed lines in C deg) fields for Case D. Top of
superadiabatic region is shown by heavy dashed line (A).
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Figure 5.11. Trajectory of the solenoidal cell center for
Case D shown at 15 minute intervals.

The "chimney'' region over the mountain peak narrows and the
vertical motions increase with time (Figure 5.12). A region of ascend-
ing motion was evident 50 to 100 km leeward of the slope with vertical
velocities reaching several centimeters per second after two hours.

. ) . ' e
This region of ascent over the plain became more extensive and deve- J

—

loped somewhat larger vertical velocities than in Case B with no

B

ambient wind {cf. Figure 5. 6). Descending flow again occurred at
the grid points farthest east. (The implications of these vertical
motion fields to differential convective development are readily seen

and will be discussed further in Chapter VIL.)
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Figure 5.12. Characteristic vertical motion components
(m sec_l, scaled by order of magnitude) in the lower
troposphere for Case D. Vectors in parentheses in-
dicate ascent at lowest levels with subsidence above.

The perturbed shearing wind field after two hours is shown in
Figure 5.13. The shearing wind introduced at upper levels acted to
increase the upslope component above the plain where, after two hours,
the easterly velocity exceeded 1.0 m sec-l as compared to less than
0.5m sec—1 for Case B without the ambient wind. The depth of the
easterly flow was also found to extend to the base of the ambient
wind field.

An mterebtmg result of this integration was the apparent trans—
fer of momentum fro;r;;k;é conver"tlvhé s.-};;t_é}rilmto the mean shear flow
This is clearly seen in the 1ncreased velocity vectors at mld—tropm
spheric heights where little return flow was observed in Case B% A
similar transfer of momentum has been noted by Asai (1964) for a
numerical simulation of two-dimensional convection inder mean shear

!

conditions. This "cascade'' of energy toward larger scales in the case
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Figure 5.13.
time for Case D.

The total wind field after 120 minutes of real
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of two-dimensional turbulence has been discussed by Fjgrtoft (1953)
and Kraichnan {1967) and is attributed to the condition that mean-
square vorticity and kinetic energy per unit mass are inviscid con-
stants in two-dimensional incompressible flow.

The results of this case suggest that an ambient shearing current
aids in the development of the solenoidal field, so the evacuation con-
cept discussed in Chapter II is supported by the numerical simulation.
Whether the flow similarly eahances the formation of convective pre-
cipitation systems cannot be ascertained from this model. Orville
(1967) found that winds and the convective cell developed more rapidly

under shearing wind conditions but cloud formation was retarded.

.. Case E--Nocturnal Conditions

An extended run was carried out in an effdrt to determine the
nocturnal features of the slope circulation and to examine long-term
flow properties such as the time of flow reversal over the slope and
the plain., The flow and thermal fields of Case D (shearing wind) after
two hours of development were introduced as initial conditigﬂr}’gat a
time two nours before the descending node of 