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ABSTRACT

AN ANALYSIS OF DISCOURSE MARKERS AND DISCOURSE LABELS

AS COHESIVE DEVICES IN ESL STUDENT WRITING

This study analyzes the use of two types of cohesive device, discourse markers (Fraser,
2005) and discourse labels (Francis, 1994), in the academic arguments of native-speaking (L1)
Chinese English as a second language (ESL) first-year composition (FYC) students. Discourse
markers (DMs) are lexical expressions which signal that a semantic relationship of elaboration,
contrast, inference, or temporality holds between adjacent discourse segments. Discourse labels
are a type of nominal group lexical cohesion which makes use of unspecific abstract nouns to
label and organize stretches of discourse. Using a qualitative text analysis, the use of these
cohesive devices is examined in each case in terms of the discourse requirements of the text in
question. An analysis of native speaker (NS) writing is used for comparative purposes to
determine possible gaps between these two groups of student writers in the ability to use these
devices to construct cohesive texts, as well as to determine potential similarities and/or
differences in instructional foci for these two groups of student writers. The result of this study
suggests that these ESL student writers do not tend to have problems using DMs or retrospective
labels, but that they do tend to underuse advance discourse labels in their writing. Underuse of
advance labels was not found to be a problem in the NS arguments analyzed. These results
indicate that a knowledge gap does in fact exist between these non-native speakers (NNSs) and
NSs with regard to the tools available to them in English for constructing cohesive academic
texts. Annotated examples from the samples analyzed and specific teaching suggestions are

provided to help FYC instructors address this knowledge gap.
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CHAPTER 1: INTRODUCTION

Cohesion is an important aspect of academic writing (Gray & Cortes, 2011, p. 31), and
second language (L2) writing researchers continue to investigate ways in which cohesion may be
more effectively and efficiently taught to English language learners (see, e.g., Lee, 2002;
Mahlberg, 2006; Shea, 2011). Hinkel (2004) devotes a chapter of her book Teaching Academic
ESL Writing to the rhetorical features of cohesion and coherence; she states,

In particular various studies have noted that in academic writing cohesion represents an

important characteristic of text and discourse flow and that for L2 learners constructing

cohesive texts requires focused instruction and additional attention (Byrd & Reid, 1998;

Carrell, 1982; Hinkel, 2001a, 2002a; Ostler, 1987; Reid, 1993). (p. 279)

For many degree-seeking English language learners (ELLS), a first-year composition
(FYC) course serves as an introduction to academic writing; it may also represent one of the few
opportunities these students have for receiving the focused instruction and additional attention in
constructing cohesive texts that Hinkel mentions above. For students who wish to continue on to
postgraduate study, learning to write cohesive texts takes on an even greater importance (see,
e.g., Hyland, 2010, on the use of metadiscourse in masters and doctoral dissertations®). And for
those who intend careers as teacher-researchers in various disciplines, the importance of
constructing cohesive texts cannot be overstated (Ventola & Mauranen, 1991, p. 457).

While | take the position in the present study that the central purpose of college writing
instruction should be to prepare students to write academic discourse as it is reflected in expert
published writing (e.g., research articles; see Bolton et al., 2002, p. 173), clearly not all FYC

students aspire to careers in academia or even to postgraduate study. Yet, all students have a

pressing need to learn to construct cohesive texts in English and to read academic discourse,

! While metadiscourse falls outside the focus of the present study, there are several categories of
metadiscourse in the taxonomy Hyland (2010) presents which overlap with discourse markers, a type of cohesive
device with which the present study is concerned. Discourse markers are discussed below and in detail in Chapter 2
of the present study.



skills expected of them throughout their student careers by faculty in the disciplines (Hinkel,
2002, p. 27).2

Among the many English as a second language (ESL) students studying on American
campuses that composition instructors may encounter in a FYC course are international students
from China, who now represent “the largest international contingent” (Jiang, 2011, para. 1). The
large number of Chinese international students studying in American colleges and universities
means that FY C instructors, regardless of whether they teach mainstream or L2 sections of FYC,
will likely encounter students from this first language (L1) background in their classes. This
suggests that understanding the problems these student writers may have in constructing
cohesive texts will be of broad benefit to composition faculty. | am not proposing here that the
particular needs of ESL student writers of other L1 backgrounds should be considered second-
tier priorities in any way. Rather, the rationale for focusing on cohesion in the writing of L1
Chinese ESL students is based on the notion that even composition instructors with no previous
experience teaching non-native speakers (NNSs) may encounter these ESL students in their
mainstream FYC sections. The purpose of the present study, therefore, is to investigate what
particular challenges, if any, this significant population of ESL students faces in learning to
construct cohesive texts in English. The ultimate goal of this study, however, is to identify
possible instructional foci for the teaching of cohesion to these students.

I note here that proponents of critical discourse analysis (see, e.g., Kubota, 1997) may
take issue with the stated purpose and goal of this study, as the obvious aim here is to help these
ESL writers “learn the text and discourse conventions of the Anglo-American academy” (Hinkel,

2002, p. 255) according to which they will be evaluated. While Hinkel (2002) states, correctly, |

2 Hinkel (2002) also observes that these faculty, in contrast to, e.g., composition or English for academic
purposes (EAP) faculty, tend to be “concerned with the product of writing and...not...in the process of its creation”

(p. 28).



think, that “[i]t may be unquestionably true that there are issues of power and conflicts of
ideology that complicate the teaching and learning of Anglo-American academic discourse
frameworks,” she also argues with regard to her own study,

An underlying assumption of this research, however, and one of the demonstrable

conclusions is that NNS writers produce text that differs significantly from the text that

NS writers produce. A further assumption is that knowing what those differences are is

of value to teachers and researchers in applied linguistics. (p. 14)

The present study is also motivated to a large degree by these assumptions, and it’s with
this in mind that | take a similar position to Hinkel (2002) on the significance of L2 writing
instruction, viz., “The purpose of teaching L2 vocabulary, grammar, and text and discourse
construction is to allow university students and graduates opportunities and respect
commensurate with their academic standing” (p. 256).

Returning to the question of what Jiang (2011) describes as a “rapid increase in the
number of Chinese students in America” (para. 2), the influx of L1 Chinese NNSs on American
college and university campuses has been tied to China’s “desperate need of globally educated”
citizens (Jiang, 2011, para. 1). As a result of this need, English language teaching in China has
become a national priority. Liu and Braine (2005) state,

In the past decade or so, China has emerged as a powerhouse in English language

teaching because English is now a required subject from Grade 3 onwards and estimates

are that more than 225 million students are enrolled in primary, secondary, and university

levels in China (Mu, 2004; Zhang and Luan, 2002). (p. 625)

Yet, despite their description of China as a powerhouse in English language teaching, Liu
and Braine found that their undergraduate non-English major English as a foreign language
(EFL) subjects continue to have difficulty employing cohesive devices in their writing (pp. 631-

633). This is somewhat surprising, not only given what they say about English language

teaching in China, but also because, as they state, “English, in both written and oral forms, plays



a crucial role when these students [non-English majors] compete for further education and
employment” (p. 625).

Nonetheless, the results of their study and other studies of L1 Chinese ESL/EFL student
writing (e.g., Chen, 2006; Flowerdew, 2006, 2010; Hinkel, 2002; Zhang, 2000) suggest that
cohesion remains an important aspect of academic writing to address with these NNS writers. It
also serves as a reminder that composition instructors are most likely to encounter non-English
majors who may have had limited exposure to the tools available in English for constructing
cohesive texts (see also Hinkel, 2004, p. x).

Since the publication of Halliday and Hasan’s (1976) seminal book Cohesion in English,
studies of cohesion in L2 writing have focused on the categories Halliday and Hasan refer to as
reference, conjunction, and lexical cohesion.> Cohesive devices corresponding to the categories
of conjunctive cohesion and lexical cohesion have been found to be of particular importance to
written academic discourse (Hinkel, 2001, p. 112; see also Hyland, 1998; Flowerdew, 2003).
The importance of this finding to L2 writing research is reflected in the number of studies which
have focused on these two types of cohesive device [see, e.g., Trebits (2009) on conjunction;
Chen (2006), Liu (2008), and Shea (2009) on linking adverbials; Crossley & McNamara (2009),
Flowerdew (2010), Gray & Cortes (2011), and McGee (2009) on lexical cohesion; Liu & Braine
(2005) and Shea (2011) on both linking adverbials and lexical cohesion]. This research focus in
turn points not only to the importance of these types of cohesive device to written academic
discourse, but also to the difficulty NNSs have in putting them to effective use in their writing.

The present study is also concerned with the use of a type of cohesive device similar to

Halliday and Hasan’s conjunctive cohesion, which I refer to as discourse markers (DMs)

® According to several researchers (e.g., Khalil, 1989; Liu & Braine, 2005; Tierney & Mosenthal, 1983;
Witte and Faigley, 1981) the other two categories of cohesive device identified by Halliday and Hasan (i.e.,
substitution and ellipsis) are not commonly found in formal written discourse.

4



following Bruce Fraser’s (2005) terminology, and a subtype of lexical cohesion which I refer to
as discourse labels following Gill Francis’s (1994) terminology, in NNS student writing.
Specifically, the present study is concerned with how these cohesive devices are used in the
academic writing of L1 Chinese ESL FYC students.* (I discuss cohesion, DMs, and discourse
labels in detail in Chapter 2, which sets forth the theoretical framework of the present study.)
Fraser’s theory of DMs and Francis’s notion of discourse labeling provide the basis for the way
these devices are examined in the present study. To my knowledge, Fraser’s theory of DMs,
which takes a broader view of this type of cohesive device than Halliday and Hasan (1976) (e.g.,
by looking at discourse segments rather than sentences and by including subordinating
conjunctions, which are not included in Halliday and Hasan’s taxonomy of conjunctives), has not
been used in the L2 writing research on cohesion. Nor, to my knowledge, has Francis’s notion of
discourse labeling been used as the basis for a theoretical framework to analyze lexical cohesion
in L2 writing, though similar types of nominal group lexical cohesion have (e.g., Aktas & Cortes,
2008, utilized Schmid’s, 2000, notion of shell nouns in their study).’

The present study is a qualitative text analysis of L1 Chinese NNS and native speaker
(NS) academic arguments from a university FYC course. It examines the use of DMs and
discourse labels in terms of the requirements of the text of each of the essays analyzed. The
analysis of NS writing is used for comparative purposes in order to determine possible gaps
between these two groups of student writers in the ability to use these devices to construct

cohesive texts, as well as to determine potential similarities and/or differences in instructional

* An attempt was made to collect information regarding the Chinese language (e.g., Mandarin, Cantonese)
spoken by each of the NNS student writers who submitted essays for analysis. However, this information was not
provided by most of the writers; therefore, no attempt is made in the present study to further distinguish the L1 of
these NNS student writers.

® Hinkel’s (2002) large-scale study of L2 writing includes frequency counts of nouns which frequently
function as heads of discourse labels and related types of nominal groups.
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foci for these two groups of student writers. It is not intended to represent target use of DMs and
discourse labels.

A brief review of the prior empirical research mentioned in this chapter reveals that it
mostly consists of quantitative analyses, and, therefore, differences in the way DM- or label-like
phenomena are used in the writing of NNSs and NSs is commonly conceptualized in terms of
how frequently these items occur in NNS student writing when compared with NS (student or
expert) writing. Additionally, the research conducted within the past decade or so on phenomena
similar to that with which the present study is concerned in the writing of L1 Chinese ELLs
suggests that these student writers may tend to overuse DMs (Bolton et al., 2002; Chen, 2006;
Hinkel; 2002; Zhang, 2000) and use them incorrectly (Chen, 2006; Hinkel, 2002; Zhang, 2000).°
It also suggests that they may tend to underuse discourse labels in their writing (Flowerdew,
2010; Hinkel, 2002) and have problems using them correctly (Flowerdew, 2006, 2010).

While acknowledging the contributions of these studies to our understanding of how
these student writers use these types of cohesive device in their writing, it is hoped that the
present study will provide new insights into the way these writers use these devices by analyzing
them in terms of the needs of the text, thereby adding to our understanding of how NNSs of this
L1 background use these devices in their writing. Noble (2010) observes that

close textual analysis allows the teacher/researcher insight into not only the target

linguistic items chosen by a student, but also the absence of what might have clarified the

writer’s meaning and thus potentially the next step the writer could take to improve his or

her writing. (p. 149)

Furthermore, one of the benefits of a qualitative analysis such as this is that the use of these

items can be readily separated from other potential problems (e.g., register, style, syntax) that are

® Bolton et al.’s (2002) study of connectors also specifically investigated potential underuse of these items,
but their results did not suggest that this was a problem for these writers.
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often conflated with NNS use of cohesive devices.’ Annotated examples from the essays
sampled for analysis are intended to be illustrative, and pedagogically relevant to composition
instructors. In addition, teaching suggestions are provided in Chapter 5.2
Research Questions

This study addresses the following specific research questions raised by the prior L2

writing research with regard to L1 Chinese NNS student writers:

1. Do these writers use any DMs incorrectly, with “incorrect use” defined in terms of the context
in which they occur?

2. Do these writers overuse any DMs, with “overuse” defined in terms of the context in which
they occur?

3. Do these writers underuse any DMs, with “underuse” defined in terms of the context in which
they occur?

4. Are discourse labels problematic for these writers to use effectively in their writing, with
“effective use” defined as when the semantics of the label (i.e., the nominal group functioning as
such) and its lexicalization are fully compatible?

5. Do these writers overuse discourse labels, with “overuse” defined in terms of the context in
which they occur?

6. Do these writers underuse discourse labels, with “underuse” again defined in terms of the

context in which they occur?

" Cheng and Steffensen’s (1996) observation in their mixed-methods study of metadiscourse in NS student
writing that “[n]o optimal levels of metadiscourse have been established (and it will be difficult to do this because of
differences in writing style)” (p. 164) also contributed to my decision to conduct a qualitative text analysis.

8 Gilquin et al. (2007) lament the fact that, although “[t]he use of non-native speakers’ writing corpora has
been advocated by several linguists and a number of descriptive studies exist on important EAP topics....these
studies have had little pedagogical impact” (p. 323).



CHAPTER 2: THE THEORETICAL FRAMEWORK
Introduction

In this chapter | present the theoretical framework of the present study. First, I review the
concept of cohesion as it was first defined by M. A. K. Halliday and Rugaiya Hasan (1976).
Next, | describe DMs (conjunction in Halliday & Hasan’s terms), primarily focusing on the work
done by Bruce Fraser (2005) in this area, and their cohesive function in written discourse.
Finally, I describe a class of abstract unspecific nouns, primarily focusing on the work done by
Gill Francis (1994) on discourse labeling, and their cohesive function in written discourse.
Similar work done by John Flowerdew (2002), Halliday and Hasan (1976), Hans-Jorg Schmid
(2000), and Angele Tadros (1994) will also be reviewed.

Cohesion

In Cohesion in English, Halliday and Hasan (1976; hereafter “H&H”) define cohesion:

The concept of cohesion is a semantic one; it refers to relations of meaning that exist

within the text, and that define it as a text.

Cohesion occurs where the INTERPRETATION of some element in the discourse is
dependent on that of another. The one PRESUPPOSES the other, in the sense that it cannot
be effectively decoded except by recourse to it. When this happens, a relation of
cohesion is set up, and the two elements, the presupposing and the presupposed, are
thereby at least potentially integrated into a text. (p. 4)

According to H&H, presuppositions (to use their term) serve as “directives indicating that
information is to be retrieved from elsewhere” (p. 31) in the text, and this is achieved “through
relations in MEANING” (p. 10) that have the potential to link sentences and thereby create a text.
They state that this allows us to “interpret cohesion, in practice, as the set of semantic resources
for linking a SENTENCE with what has gone before” (p. 10; see also Hasan, 1984).

While acknowledging that cohesion occurs intrasententially and intersententially (see

H&H, pp. 6-9, for a discussion), H&H argue, “In the description of a text, it is the intersentence



cohesion that is significant, because that represents the variable aspect of cohesion,
distinguishing one text from another” (p. 9). The theoretical framework for the present study
differs in this respect from H&H and adopts Fraser’s (2005) approach to analyzing text at the
segment, rather than sentence, level (see also Witte & Faigley, 1981, for early criticism of the
sentence-level approach to analyzing cohesion).® A discourse segment “encodes a complete
message” (Fraser, p. 5). That is, it expresses a complete proposition; it may or may not
correspond to a complete sentence. The decision to adopt Fraser’s segmental approach to
analyzing discourse was primarily based on three reasons. First, although H&H maintain the
position throughout Cohesion in English that cohesion is, strictly speaking, important mainly at
the intersentential level, they are compelled to make some exceptions (see, e.g., pp. 232-233, for
a discussion of conjunctive adjuncts occurring “in written English following a colon or
semicolon”). The second reason for my decision to adopt Fraser’s discourse segment-level
approach relates to the fact that developmental L1 and L2 writers often struggle with appropriate
punctuation. This often results in problems such as “run-on sentences,” which shouldn’t be
conflated with an analysis of cohesive devices. Finally, as will be shown in the review of
Fraser’s work on DMs, a DM might signal the same cohesive relationship between two segments
of discourse punctuated, for example, by a period, a comma, or a semicolon, with little or no
difference in meaning or cohesive force. In all cases the same cohesive relationship would exist
between the discourse segments. To say, then, that only segments separated by a period (full
stop) are cohesive seems arbitrary. Therefore, both (1:13a) below, which is an example of
cohesion created by (in H&H’s terms) non-structural (i.e. intersentential) means, and (1:13b),
which is an example of cohesion created by structural (i.e. syntactic) means, will be considered

cohesive for the purposes of the present study (examples from H&H, p. 9, their numbering).

® All references below to Fraser are to Fraser (2005).
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[1:13] a. It’s raining. — Then let’s stay at home.
b. Since it’s raining, let’s stay at home.

H&H identified five lexicogrammatical categories of cohesive device: (a) reference, (b)
substitution, (c) ellipsis, (d) conjunction, and (e) lexical cohesion. The first three categories are
grammatical and the last one is of course lexical. Conjunction, according to H&H, is “on the
borderline of the two; mainly grammatical, but with a lexical component in it” (p. 6). The rest of
the present study will be concerned with two categories of cohesion: conjunctive cohesion,
although I’ve adopted Fraser’s term discourse marker; and lexical cohesion, or to be more
precise, a subcategory of lexical cohesion consisting of a class of abstract or unspecific noun, for
which 1”ve borrowed the term discourse label from Francis (1994).%°

Any discussion of cohesion must be situated within the notion of text. H&H view a text
as “a semantic unit” (p. 293). “The unity that [a text] has,” they state, “is a unity of meaning in
context, a texture that expresses the fact that it relates as a whole to the environment in which it
is placed” (p. 293). They identify three “components of texture” (p. 324)," including cohesion,
which they state is “the linguistic means whereby texture is achieved” (p. 293).

Cohesion is thus an important contributor to the overall perceived coherence of a written
discourse, yet H&H clearly state that cohesion alone does not create a coherent text (see, e.g.,
Carrell, 1982, for a strong critique of H&H’s discussion of cohesion and coherence). They say,

Cohesion is a necessary though not sufficient condition for the creation of text. What

creates text is the TEXTUAL, or text-forming, component of the linguistic system, of which

cohesion is one part. The textual component as a whole is the set of resources in a

language whose semantic function is that of expressing relationship to the environment.
It is the meaning derived from this component which characterizes a text — which

19 Although I’ve adopted the terms discourse marker and discourse label for the purposes of the present
study, | will make use of other researchers’ terms for similar phenomena when the clarity of the discussion benefits
from it or when discussing something specific to the work of a particular researcher.

! See H&H’s discussion of “texture within the sentence” and “the texture of discourse” (pp. 324-327).
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characterizes language that is operational in some context, as distinct from language that
is not operational but citational, such as an index or other form of verbal inventory.

... The concept of a textual or text-forming function in the semantic system
provides the most general answer to the question of what cohesion means....Within the
textual component, cohesion plays a special role in the creation of text. Cohesion
expresses the continuity that exists between one part of the text and another. It is
important to stress that continuity is not the whole of texture. The organization of each
segment of a discourse in terms of its information structure, thematic patterns and the like
is also part of its texture..., no less important than the continuity from one segment to
another. But the continuity adds a further element that must be present in order for the
discourse to come to life as text.

The continuity that is provided by cohesion consists, in the most general terms, in
expressing at each stage in the discourse the points of contact with what has gone before.
The significance of this lies in the simple fact that there are such points of contact: that
some entity or some circumstance, some relevant feature or some thread of argument
persists from one moment to another in the semantic process, as the meanings unfold.
But it has another more fundamental significance, which lies in the interpretation of the
discourse. It is the continuity provided by cohesion that enables the reader or listener to
supply all the missing pieces, all the components of the picture which are not present in
the text but are necessary to its interpretation. (pp. 298-299)

H&H’s important observation in the final paragraph above that the relationships between
sentences in a text exist independent of surface level cohesion, and that cohesion assists the
reader in interpreting these relationships, is a notion central to Fraser’s theory of DMs. It has
appeared frequently in the empirical research on cohesion in developmental L2 writing as well
(see, e.g., Crewe, 1990). I revisit this important notion later in my review of Fraser’s work in the
area of DMs.

Having briefly reviewed the theory of cohesion as it was originally proposed by H&H in
their seminal work in the area, | now turn to a detailed review of DMs and discourse labels and

their cohesive functions in written discourse.
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Discourse Markers

Introduction.

As noted above, for the purposes of the present study, I’ve chosen to focus primarily on
Bruce Fraser’s work in the area of DMs. According to Delahunty (2012), “The most developed
work in this area is Bruce Fraser’s” (p. 57). H&H’s work in this area, which includes a detailed
taxonomy of these cohesive devices, also contributes to the theoretical framework used in the
present study.

Fraser correctly observes that “there is no general agreement on what to call these items”
(p. 3). As noted above, nearly four decades ago, H&H referred to these cohesive items as
conjunctive relations/elements, or simply conjunction. Fraser provides a list of 15 terms
frequently found in the literature to refer to the same (or very similar) items, including discourse
connectives, discourse signaling devices, and sentence connectives (pp. 3-4).

For H&H, these items are a “type of cohesive relation...in the grammar” (p. 226). They
state that, rather than “simply an anaphoric relation” (p. 226) as most instances of reference,
substitution, and ellipsis are,

[c]onjunctive elements are cohesive not in themselves but indirectly, by virtue of their

specific meanings; they are not primarily devices for reaching out into the preceding (or

following) text, but they express certain meanings which presuppose the presence of
other components in the discourse.

....With conjunction...we move into a different type of semantic relation, one
which is no longer any kind of a search instruction but a specification of the way in

which what is to follow is systematically connected to what has gone before. (pp. 226-
227)
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Similarly, Fraser broadly defines DMs as a type of pragmatic marker “which [signals] a
relation between the discourse segment which hosts them, and the prior discourse segment” (p.
3).22 He defines pragmatic markers as follows:

These [lexical] expressions occur as part of a discourse segment but are not part of the

propositional content of the message conveyed, and they do not contribute to the meaning

of the proposition per se. Members of this class typically have the following properties:
they are free morphemes, discourse-segment initial, signal a specific message, and are

classified not syntactically but in terms of their semantic/pragmatic functions. (p. 1)

What Fraser means by “the proposition” in his definition of pragmatic markers isn’t
completely clear. Blakemore (1992), for example, observes that

it is generally recognized that what a speaker means on a particular occasion is not

exhausted by the proposition he is taken to have expressed. The hearer is usually

expected to derive other propositions which are not related in any systematic way to the

meanings of the words uttered. (p. 6)

Fraser doesn’t address the “set of propositions” (Blakemore, 1992, p. 7, emphasis in
original) that an utterance, or “discourse segment” to use his term, may express in his theory of
DMs. He focuses instead, like H&H, on the relationship between two semantically related
discourse segments that is signaled by the meaning of the DM. Therefore, when Fraser refers to
“the proposition” in his definition of pragmatic markers, | take him to mean (in Blakemore’s
words) “the proposition he [the speaker] is taken to have expressed” (Blakemore, 1992, p. 6),
although as Blakemore has observed in the passage quoted above, the hearer is typically
expected to also “derive other propositions” from an utterance.

The examples in (8) below illustrate the specific type of pragmatic marker that Fraser

refers to as DMs; the DMs are in boldface type (from Fraser, p. 3, his numbering and emphasis):

'2 Fraser’s conversational management markers, a subcategory of another type of pragmatic marker he
calls parallel pragmatic markers, are likely included in Halliday and Hasan’s taxonomy of conjunction (Now and Ok
= resumptive temporal relation; Well = continuative). However, it’s difficult to be certain because Fraser provides
so little context in his examples.
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(8) a) A: I like him. B: So, you think you’ll ask him out then?
b) John can’t go. And Mary can’t go either.
c) A: Harry is hurrying. B: But when do you think he will really get here?
d) I think it will fly. Anyway, let’s give it a chance.
e) Sue isn’t here, although she said she would be.
f) Donna left late. However, she arrived on time.
Definition.
Fraser provides the following “canonical definition” of DMs:
For a sequence of discourse segments S1 — S2, each of which encodes a complete
message, a lexical expression LE functions as a discourse marker if, when it occurs in S2-
initial position (S1 — LE + S2), LE signals that a semantic relationship holds between S2
and S1 which is one of: a) Elaboration; b) Contrast; c) Inference; or d) Temporality. (p. 5)
Like H&H, Fraser limits DMs to lexical expressions (p. 5). He differs from H&H,
however, in his approach to analyzing segmental relationships, rather than sentential
relationships, as was noted in the section on cohesion above (see also Fraser, p. 15, and the
section on semantic relationships below). Fraser, explicating his definition of DMs, observes
that “the definition specifies that S1 and S2 are single contiguous discourse segments. While
generally true, there are exceptions” (p. 5), as he illustrates in example (10) below (p. 5, Fraser’s
numbering), “where the DM however relates non-contiguous segments” (p. 6):
(10) A: I don’t want to go very much.
B: John said he would be there.
A: However, | do have an obligation to be there.
“In addition,” says Fraser, “the segments need not consist of a single utterance” (p. 6),
although he states that such instances are “relatively infrequent” (p. 6). In (11a) below, for
example, he explains that “the however relates its host segment to the previous three segments”

(p. 6), and in (11b), “essentially relates the following three segments to the previous one” (p. 6;

examples also from Fraser, p. 6, his numbering):
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(11) a) He drove the truck through the parking lot and onto the street. Then he almost cut
me off. After that, he ran a red light. However, these weren’t his worst offenses.
b) You want to know the truth? Essentially, John stayed away. Jane came but
didn’t participate. And Harry and Susan fought the entire evening.

According to Fraser’s definition, S1 and S2 each must encode “a complete message” (p.
5). By “complete message,” | take Fraser to mean a complete proposition, and more specifically,
“the proposition [the speaker] is taken to have expressed” (Blakemore, 1992, p. 6; see also the
discussion related to Fraser’s definition of pragmatic markers above). Note that the discourse
segments may or may not be separated in written discourse by a period, as the following
examples from Fraser illustrate (p. 6, his numbering):

(12) a) Water freezes at 32 degrees but boils at 212 degrees.

b) The movie is over, so we might as well go directly to the party.
c) A: Fred is a real gentleman. B: On the contrary, he’s a boor.

Fraser’s definition of DMs also permits elision, as example (12a) above and the examples
from Fraser which follow show (p. 7, his numbering), where “the S2 has had part of the full
discourse segment content elided” (p. 6):

(13) a) A: Jack ate a hamburger. B: 1 did too.

b) Jane wants to leave, but not me.
c) A: I’'m hungry. So (what should I make of that)?
d) She’ll go before John.

In contrast to the examples in (13) above, the following example (from Fraser, p. 7, his
numbering) contains a “lexical expression which has the potential to function as a DM [but] is
prevented from doing so because there is not a complete message in S2 which can be related to

S1” (Fraser, p. 7):

(14) e) A: How is Sue going to get there. [sic] B: She’ll go however [in whatever way]
she can.

Fraser’s basic definition of DMs claims that DMs occur in the S2-initial position.

Similarly, H&H observe that “[a] conjunctive adjunct normally has first position in the
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sentence...and has as its domain the whole of the sentence in which it occurs” (p. 232).
However, Fraser and H&H allow for “an alternative form of the DMs [which] may be placed in
the S1-initial position, often with adjustments to the segment” (Fraser, p. 7). For example
(Fraser, p. 7, his numbering):

(15) a) He came back because he loved her./He loved her. Because of that, he came

b) ?gﬁﬁ'didn’t take the letter. Instead, he left it./Instead of taking the letter, John left
it.

Fraser glosses the term signal in his definition of DMs as follows: “By using the term
‘signal’ | mean that the DM marks a relationship between S2 and S1 which the speaker of S2
intends the hearer to recognize” (p. 8). Congruent with H&H’s theory of cohesion, Fraser
argues, “A DM does not “create’ a relationship between two successive segments, since the
relationship must already exist for the S1-DM+S2 sequence to be acceptable” (p. 8). Similarly,
H&H argue that “the underlying semantic relation” is what “actually has the cohesive power” (p.
229). They say,

This explains how it is that we are often prepared to recognize the presence of a relation

of this kind even when it is not expressed overtly at all. We are prepared to supply it for

ourselves, and thus to assume that there is cohesion even though it has not been explicitly

demonstrated. (p. 229)

Much of the empirical research lends support to Fraser’s and H&H’s argument (see, e.g., Crewe,
1990). Fraser’s example (12), repeated below, illustrates the point:
(12) a) Water freezes at 32 degrees but boils at 212 degrees.
b) The movie is over, so we might as well go directly to the party.
c) A: Fred is a real gentleman. B: On the contrary, he’s a boor.
Fraser states that in example (12a) “the but...signals that a contrast exists between S2 and

S1 and the hearer is to interpret the sequence while being aware of this” (p. 8). In (12b), he

states that “the so...signals that the conclusion conveyed in S2 is justified by the message
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conveyed in S1” (p. 8). And “the on the contrary in (12c) signals disagreement of the second

speaker with the message of the first” (p. 8). He argues that “[t]hese relationships, and perhaps

others, exist between the sequence of S2 and S1 in (12), whether or not there is a DM present”

(p. 8). This topic is taken up again in the section below, addressed from the perspective of the

syntactic properties of DMs.

Syntactic Properties of Discourse Markers.

Fraser’s and H&H’s syntactic categorization of DMs overlap a great deal. Fraser places

all DMs into one of the following five syntactic categories: (a) coordinate conjunction, (b)

subordinate conjunction, (c) preposition, (d) prepositional phrase, and (e) adverb (pp. 10-11; cf.

H&H, p. 231). Following is a list of the five categories with examples (from Fraser, p. 11):

a)
b)

c)
e)

COORDINATE CONJUNCTIONS (and, but, or, nor, so, yet,...)

SUBORDINATE CONJUNCTIONS (after, although, as, as far as, as if, as long as,
assuming that, because, before, but that, directly, except that, given that, granting
that, if, in case, in order that, in that, in the event that, inasmuch as, insofar that, like,
once, provided that, save that, since, such that, though, unless, until, when(ever),
whereas, whereupon, wherever, while,...)

ADVERBIALS (anyway, besides, consequently, furthermore, still, however, then,...)
PREPOSITIONS (despite, in spite of, instead of, rather than,...)

PREPOSITIONAL PHRASES (above all, after all, as a consequence (of that), as a
conclusion, as a result (of that), because of that, besides that, by the same token,
contrary to that, for example, for that reason, in addition (to that), in any case/event,
in comparison (with that), in contrast (to that), in fact, in general, in particular, in
that case/instance, instead of that, of course, on that condition, on that basis, on the
contrary, on the other hand, on top of it all, in other words, rather than that,
regardless of that,...)

Fraser also identifies three variations of prepositional phrases, outlined below (p. 11), as

well as “synonymous DMs but of different morphological form which fall into two syntactic

categories, depending on whether it is placed with S1 or S2” [p. 12; refer to Fraser’s example

(15) above].
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a) Fixed Form: above all, after all, as a conclusion,...

b) PREP+that (where that refers to S1): despite that, in spite of that, in addition to

c) t[?l?/lt:;).f this/that (where that refers to S1): as a result of that, because of that, instead

of doing that, rather (than do/that)

With respect to the placement of DMs, Fraser observes that it is “the syntactic category of
each DM that determines where it may occur in S2” (p. 12). Therefore, according to Fraser, all
DMs may occur in S2-initial position “with the possible exception of though” (p. 12), and this
position is the only one that coordinating and subordinating conjunctions may occupy (p. 12).
DMs that are prepositions, prepositional phrases, and adverbials, according to Fraser, “have a
much greater latitude syntactically, some occurring in S2-final position, with others occurring in
both the final and medial position” (p. 12). The examples below (from Fraser, p. 12, his
numbering) illustrate his observations regarding the placement of DMs:

(20) a) A: You must go today. B: But | (*but) don’t want to go (*but).

b) We started late. However, we (however) arrived on time (however).
c¢) The trip was tiring. Despite that, he (*despite that) remained cheerful (despite
d) :[Ah:a'lt')ﬁe movie is over. B: Then we (*then) should head for home (then).

Fraser observes that subordinating conjunctions “must be retained for syntactic reasons”
(p. 13). Aside from the syntactic requirement of some DMs, however, Fraser claims that in some
cases “the presence of a DM is optional,” as in examples (21a-b) below (from Fraser, p. 13, his

numbering),

(21) a) A: We started late. B: (But) we arrived on time.
b) He didn’t pick up the letter on the table. (Instead/Rather,) he left it lying there.

where the intended semantic relationship between the discourse segments in each sequence
would be easily recoverable if the DM were omitted, “while in other cases...it must be present
for an acceptable sequence to occur” (p. 13). Although it isn’t completely clear what Fraser

means here by “an acceptable sequence,” especially in the light of his argument that “[a] DM

18



does not ‘create’ a relationship between two successive segments, since the relationship must
already exist for the S1-DM+S2 sequence to be acceptable” (p. 8), | take him to mean either one
or both of the following: (a) although a semantic relationship exists between adjacent discourse
segments independent of the presence of a DM, omitting the DM would result in a sequence
which is difficult to process or which would seem semantically anomalous; (b) the “present and
intended” relationship between the discourse segments would not be “recognized, absent the
presence of a DM forcing recognition that a specific relationship is present and intended”
(Fraser, p. 14); both scenarios are perhaps especially relevant to written discourse.

If Fraser’s claim that in some cases a DM “must be present for an acceptable sequence to
occur” is interpreted on the basis of (a) above, then Fraser’s (21c) below (p. 13, his numbering)
provides an example of a sequence which would be difficult to process without the DM

present,’®
(21) c) Fred a gentleman? On the contrary, he is a boor.

while H&H’s (5:2d) below (p. 229, their numbering but my emphasis) provides an example of a

sequence that would at least seem semantically anomalous with the DM omitted:
[5:2] d. He was very uncomfortable. Nevertheless he fell asleep.

If Fraser’s claim regarding the required presence of a DM is interpreted on the basis of
(b), then Fraser’s (21d) below (p. 13, his numbering) provides an example in which the “present
and intended” relationship between the discourse segments would not be readily available to the

reader without the DM present:

3 It should be noted here that whether or not my interpretations of Fraser’s claim regarding those cases in
which a DM is required “for an acceptable sequence to occur” are in fact what he has in mind, he nevertheless
intends examples (21c-d) to illustrate such cases.
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(21) d) Harry didn’t arrive on time. In any event, the meeting was late in starting.

In contrast to the sequence in (21c), the sequence in (21d) would not be particularly difficult for
the reader to process with the DM omitted; nor would it seem semantically anomalous with the
DM omitted, in contrast to the sequence in (5:2d). Rather, in the case of (21d) it is the potential
for the reader to miss the “specific relationship [which] is present and intended” (Fraser, p. 14)
by the writer without the DM present to signal it. In fact, the semantic relationship that would
most likely be inferred by the reader “absent the presence of a DM” would be that the meeting
was late in starting as a result of Harry’s arriving late.
Whether a DM is optional or required “for an acceptable sequence to occur,” however,
Fraser claims that
in no case does the DM create the relationship between S2 and S1. Whatever the
relationship, it is present due to the linguistic interpretation of the segments, taken
together with the discourse context, and the DM merely makes clear what relationship the
speaker intends. (p. 13)
Despite this, he clearly states as well that “this does not mean that DMs are redundant” (p. 13).
In the examples in (22) below (p. 13, Fraser’s numbering),
(22) a) This flight takes 5 %2 hours. There’s a stop-over in Paris.
b) This flight takes 5 % hours, and there’s a stop-over in Paris.
c) This flight takes 5 % hours, because there’s a stop-over in Paris.
d) This flight takes 5 % hours. So, there’s a stop-over in Paris.
e) This flight takes 5 Y2 hours, but there’s a stop-over in Paris.
f) This flight takes 5 %2 hours. After all, there’s a stop-over in Paris.
Fraser claims, “Whereas the sequence in (22a) enjoys all of the DM relationships indicated in

(22b-f),...it is doubtful that all the relationships would be recognized, absent the presence of a

DM forcing recognition that a specific relationship is present and intended” (pp. 13-14).
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Semantic relationships.

According to Fraser, DMs signal a relationship between two adjacent segments of
discourse in one of three ways, shown below with examples (p. 14, Fraser’s numbering).

(23) a) SYNTACTIC REQUIREMENT (and, although, but, or, since, so, while, whereas)

b) ANAPHORIC EXPRESSION (as a consequence (of that), as a result (of this/that),
because (of this/that), besides that, contrary to that, despite that, for that reason,
in addition (to that), in comparison (with that), in spite of that, in that case,
instead (of this/that), on that basis, on that condition, rather (than this/that),
regardless (of that))

C) IMPLIED BY MEANING OF THE DM (above all, accordingly, after all, all things
considered, also , alternatively, analogously, as a conclusion, besides, by the
same token, consequently, contrariwise, conversely, correspondingly, equally,
further(more), hence, however, in particular, likewise, more accurately, more
importantly, more to the point, moreover, nevertheless, nonetheless, on the
contrary, on the other hand, on top of it all, otherwise, similarly, still, then,
therefore, thus, what is more, yet)

Fraser states, “In (23a), where the DMs are conjunctions, the syntactic properties of the
DMs require that there be two discourse segments” (p. 14). Leaving out (23b) for the moment,
in (23c) he states that it is the meanings of the DMs which signal a relationship between two
discourse segments (p. 14). These two ways in which segmental relationships are signaled by
DM s are relatively straightforward when compared with the anaphoric expressions in (23b).

In cases where a relationship is signaled by an anaphoric expression, such as those in
(23b), Fraser states that “the anaphoric that, which is often elided, indicates that there is a
previous segment which serves as the S1 for the relationship” (p. 14). In addition to the
demonstratives this or that, H&H state that “there may by a nominal group with noun Head, the
demonstrative or other reference item functioning as Deictic. In order for the total expression to
be conjunctive, any form of reference will serve provided it is anaphoric” (p. 231). Example

(5:4) below (from H&H, p. 231, their numbering) illustrates the point. Example (5:4d) contains

the anaphoric reference item his instead of a demonstrative. And examples (5:4c and d) contain
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what | will be referring to as discourse labels in the present study (i.e., move and caution,
respectively); H&H refer to these as general nouns below.

[5:4] The captain had steered a course close in to the shore.

a. Asaresult,

b. As aresult of this, they avoided the worst of the
c. As aresult of this move, storm.

d. As aresult of his caution,

H&H claim that

conjunctions express one or other of a small number of very general relations, and it is
the conjunctive relation rather than the particular nominal Complement following the
preposition that provides the relevant link to the preceding sentence. This
Complement...is frequently a purely anaphoric one, typically a demonstrative, this or
that; or, if it is a noun, it is quite likely to be a general noun...which does no more than
make explicit the anaphoric function of the whole phrase. (p. 232)

Fraser identifies three “possible syntactic arrangements of DMs in sequences, ignoring
the initial/medial/final option” (p. 15) discussed above. These are (p. 15, his numbering):

(24) a) S1, DM+S2.
Coordinate Conjunction: John left late, but he arrived on time.
Subordinate Conjunction: John was sick because he had eaten spoiled fish.
b) S1. DM+S2.
Coordinate Conjunction: John left late. But he arrived on time.
Adverbial: John left late. However, he arrived on time.
Prepositional Phrase: John came late. After all, he’s the boss.
Preposition: John left late. Despite that, he arrived on time.
c) DM+S1, S2.
Preposition: Despite the fact that John left late, he arrived on time.

According to Fraser, there are more than 100 DMs in English that express one of four
basic semantic relationships, “with sub-classifications within each of these basis [sic] relations”

(p. 15). The four basic semantic relationships he identifies are shown below with examples (pp.
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15-16, his numbering). | have retained Fraser’s formatting, with the “primary DM” of each class
(as he has defined it) in boldface; the other DMs are “ordinary members” (p. 15).*

(25) a) CONTRASTIVE MARKERS (CDMs) but, alternatively, although, contrariwise,
contrary to expectations, conversely, despite (this/that), even so, however, in spite
of (this/that), in comparison (with this/that), in contrast (to this/that), instead (of
this/that), nevertheless, nonetheless, (this/that point) notwithstanding, on the other
hand, on the contrary, rather (than this/that), regardless (of this/that), still,
though, whereas, yet

b) ELABORATIVE MARKERS (EDMS) and, above all, also, alternatively, analogously,
besides, by the same token, correspondingly, equally, for example, for instance,
further(more), in addition, in other words, in particular, likewise, more
accurately, more importantly, more precisely, more to the point, moreover, on
that basis, on top of it all, or, otherwise, rather, similarly, that is (to say)

C) INFERENTIAL MARKERS (IDMs) so, after all, all things considered, as a
conclusion, as a consequence (of this/that), as a result (of this/that), because (of
this/that), consequently, for this/that reason, hence, it follows that, accordingly, in
this/that/any case, on this/that condition, on these/those grounds, then, therefore,
thus

d) TEMPORAL MARKERS (TDMS) then, after, as soon as, before, eventually, finally,
first, immediately afterwards, meantime, meanwhile, originally, second,
subsequently, when

Space prohibits a detailed review here of H&H’s similar (though not identical)
classification of conjunctive relations (to use their term), in which they categorized nearly all of
these items into the following four basic semantic relationships: (a) additive, (b) adversative, (c)
causal, and (d) temporal.™> However, from the point of view of the present study, H&H’s
taxonomy is valuable primarily because of two important ways in which it differs from Fraser’s.
The first is the relatively fine-grained classification of DMs it provides, based on the more
specific semantic meaning(s) of each item and the relationship(s) signaled (see H&H, p. 244 ff.).

Although Fraser doesn’t provide a detailed taxonomy like H&H do, he argues for a

“polysemous approach” to the meaning of individual DMs (p. 18). He says,

14 Although Fraser sometimes uses the term paradigm DM for primary DM, and regular DM for ordinary
DM, I’ve elected to use the terms primary DM and ordinary DM throughout for the sake of consistency.

> H&H also include a small residual fifth category in their taxonomy which they call Continuatives,
primarily comprised of the six DMs now, of course, well, anyway, surely, and after all.
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Specifically, | take each DM to have a CORE MEANING of a general nature (for example,

for but, the meaning is “simple contrast”), with various meaning nuances triggered as a

function of (i) the core meaning of the specific DM, (ii) the interpretations of S2 and S1,

and (iii) the context, linguistic and otherwise. (p. 18)

By taking into account “the core meaning of the specific DM,” Fraser’s approach to the
meaning of DMs is similar to H&H’s approach to classifying conjunctive relations. However, by
considering the interpretations of the segments in question and the contexts in which they occur,
Fraser’s polysemous approach to DMs paves the way for an even more nuanced interpretation of
individual DMs. In example (28) below (from Fraser, p. 18, his numbering),

(28) a) Water boils at 2112 [sic] degrees but mercury boils at a much higher temperature.

b) Mary is thin. But she still weighs more than me.

c) A: John is right here. B: But I just saw him on TV.

d) John died. But he wasill.

e) A: The flowers are beautiful. B: But they’re plastic.

f) A: We had a very nice meal. B: But did you ask him about the money he owes us?
Fraser explains that “the interpretation of the sequences in (28)...emanate from the same core
meaning of but” (p. 18):

For example, the interpretation of (28a) is one of direct contrast of S2 and S1, that of

(28Db) is one of contrast and rejection of an inference drawn from S1, that of (28c) is of

contrast and challenge of an inference drawn from S1, and so forth. (p. 18)

In each of these instances, however, Fraser observes that it is a matter of “the various
nuances being derived” by the hearer/reader (p. 19). He further observes in a footnote, “The
polysemy of DMs varies greatly, with the primary DMs in each subclass having considerably
more than most of the ordinary members of the subclass” (p. 33). (See also, e.g., H&H, p. 257,
for their discussion of s0.). He argues,

The specific meaning of some DMs is relatively opaque, with the primary members of

the subclasses (and, but, so, then) by far the least transparent. For example, but signals

only that S2 is in “simple contrast” with some aspect of S1 (e.g., the explicit message
conveyed, an implied message, a presupposed proposition, a felicity condition of S1,

etc.), with nothing further specified; the work of interpretation of this fine-grained
reading must be done primarily by the recipient relying on the interpretation of S2 and S1

24



and the contextual information. On the other hand, the meaning of in comparison, for
example, is relatively transparent and the relationship signaled can be read off the
meanings of the words. (p. 22)

The second important way in which H&H’s taxonomy differs from Fraser’s is in the
distinction they make between “external’” and “internal” conjunctive relations (pp. 239-241), a
distinction upon which their taxonomy is largely based. Defining “external” and “internal”
relations, they say

communication is itself a process, albeit a process of a special kind; and...the salient
event in this process is the text. It is this that makes it possible for there to be two closely
analogous sets of conjunctive relations: those which exist as relations between external
phenomena, and those which are as it were internal to the communication situation. (p.
240)

According to H&H, in the following example (p. 239, their numbering)

[5:14] a. Next he inserted the key into the lock.
b. Next, he was incapable of inserting the key into the lock.

Each of these sentences can be seen, by virtue of the word next, to presuppose some
preceding sentence, some textual environment. Moreover in each case there is a relation
of temporal sequence between the presupposed sentence and this one; both [5:14a and b]
express a relation that is in some sense ‘next in time’.... But the ‘nextness’ is really
rather different in the two instances. In (a), it is a relation between events: the preceding
sentence might be First he switched on the light—first one thing happens, then another.
The time sequence, in other words, is in the THESIS, in the content of what is being said.
In (b), on the other hand, the preceding sentence might be First he was unable to stand
upright; here there are no events; or rather, there are only LINGUISTIC events, and the time
sequence is in the speaker’s organization of his discourse. We could say the time
sequence is in the ARGUMENT, provided ‘argument’ is understood in its everyday
rhetorical sense and not in its technical sense in logic (contrasting with ‘operator’). The
two sentences are related as steps in an argument, and the meaning is rather “first one
move in the speech game is enacted, then another’. (pp. 239-240)

Example (5:14a) above, then, illustrates the external relation, and (5:14b), the internal
relation. However, even though H&H, as noted above, base their classification of conjunctive
relations largely on the external/internal distinction, they observe, “The line between the two is

by no means always clearcut; but it is there, and forms an essential part of the total picture” (p.
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241). Ventola and Mauranen (1991), in fact, found that the internal relations expressed by DMs
in scientific research articles “play a particularly important role in marking the various stages of
the global structure when the text is unfolding” (p. 463). Fraser’s examples (28a and b) above
also provide a fairly clear contrast between the external/internal distinction in the contrastive
semantic relationship (to use Fraser’s terms), respectively, where, according to H&H, “the
underlying meaning is still “‘contrary to expectation’; but the source of the expectation is to be
found not in what the presupposed sentence is about but in the current speaker-hearer
configuration, the point reached in the communication process” (pp. 252-253). More
specifically, they describe this as the internal adversative relation with the meaning “‘as
against’”: “The meaning is something like ‘as against what the current state of the
communication process would lead us to expect, the fact of the matter is...”” (p. 253).

Sequencing of Discourse Markers.

In Fraser’s words, the sequencing of DMs “occurs quite often” (p. 23). He describes two
ways in which sequences of DMs occur based on his analysis of the British National Corpus. He
says,

A sequence of DMs typically occurs when two DMs occur as a part of S2...where the

first DM in the sequence is one of the primary DMs (and, but, so, then), and the second

DM, not necessarily following directly..., is one of the other [ordinary] members of the

subclass (e.g. for the Contrast Class: but vs. however/nevertheless/on the contrary,

instead, rather, in comparison, despite that,...). Subordinate conjunctions may not be a

second DM in a sequence, and two ordinary members of the same subclass (e.g., the

subclass of Contrastive Discourse Markers) typically do not occur in a sequence... (pp.

23-24)

The sentences in example (36) below (from Fraser, pp. 23-24, his numbering) illustrate Fraser’s

preceding observations regarding the sequencing of DMs:
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(36) a) John went swimming, but, in contrast, Mary went sailing.
b) John went swimming and, in addition, he rode his bicycle.
c) John went swimming, so as a result, he won’t be home for dinner.
d) John went swimming; then, afterwards, he went sailing.
e) We started late. But, we arrived on time nevertheless.
Another possibility, according to Fraser,
is where a primary DM of one subclass occurs as the first in a sequence with an ordinary
member of another subclass (e.g. but [CDM]+as a result [IDM]). The first DM (always a
coordinate conjunction) signals the major relationship between S2 and S1 (contrast,
elaboration, inference, temporality), while the second DM signals a more specific
relation, not within the first relation’s domain. (p. 24)
The sentences in example (38) below (from Fraser, pp. 24-25, his numbering) illustrate the DM
sequencing possibility just described.
(38) a) He walked to town but, as a result, he caught a cold.
b) He was sick and thus he was unable to work.
c) He was home, and yet he hadn’t spoken to his wife.
d) She criticized him. Then, for that reason, he left her.
Fraser makes the important point “that when there are different subclasses present in the
DM sequence, each class condition must be satisfied” (p. 25), as the sentences in (39) below (p.
25, his numbering) show:
(39) a) He walked to town. But, as a result, he caught a cold.
b) He walked to town. But, *as a result, he didn’t want to visit with Mary.
c) He walked to town. *But, as a result, he was the winner.
Table 1 below (adapted from Fraser, p. 25) represents what Fraser refers to as the
“general possibilities of sequences” (p. 25) of primary and ordinary DMs from each subclass.

The asterisk in the table indicates all ordinary contrastive DMs with the exception of however.
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Table 1
General Possibilities of DM Sequences

Primary DM Ordinary CDM Ordinary EDM Ordinary IDM Ordinary TDM
CDM (but) All* All All All

EDM (and) Some All Nearly All All

IDM (so) None Few All All

TDM (then) Some Some Some some

Finally, Fraser adds in a footnote to his paper an observation regarding DM sequences
that I include here, as the present study deals with developmental L2 writers; he says, “Of the
four paradigm [primary] DMs, only and+so and and+then occur among the combination
possibilities” (p. 33; see also H&H, p. 237 ff.).

Discourse Labels

Introduction.

Flowerdew (2002) has observed that “Halliday and Hasan (1976) were the first to draw
attention to the important role played by lexis in textual cohesion” (p. 143).** H&H referred to
this as lexical cohesion, which they defined as “the cohesive effect achieved by the selection of
vocabulary” (p. 274). They further identified a subcategory of lexical cohesion they referred to
as general nouns. They described these as being “[o]n the borderline between grammatical and
lexical cohesion....because a general noun is itself a borderline case between a lexical item
(member of an open set) and a grammatical item (member of a closed system)” (p. 274). “The
class of general noun,” according to H&H, “is a small set of nouns having generalized reference
within the major noun classes, those such as “human noun’, “‘place noun’, ‘fact noun’ and the

like” (p. 274). They identified the following examples of general nouns (p. 274):

'® Unless otherwise indicated, all references to Flowerdew below are to Flowerdew (2002).
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people, person, man, woman, child, boy, girl [human]
creature [non-human animate]

thing, object [inanimate concrete noun]

stuff [inanimate concrete mass]

business, affair, matter [inanimate abstract]

move [action]

place [place]

question, idea [fact]

“From a lexical point of view,” according to H&H, “they are the superordinate members of
major lexical sets, and therefore their cohesive use is an instance of the general principle
whereby a superordinate item operates anaphorically as a kind of synonym” (p. 275). The
sentences in example (6:1) below (from H&H, pp. 274-275, their numbering) illustrate the

anaphoric cohesive function of general nouns:

[6:1] a. Didn’t everyone make it clear they expected the minister to resign? — They did.

But it seems to have made no impression on the man.

b. ‘I should like to be a little larger, sir, if you wouldn’t mind,” said Alice: ‘three
inches is such a wretched height to be’.
‘It’s a very good height indeed!” said the Caterpillar angrily, rearing itself
upright as it spoke (it was exactly three inches high).
‘But I’m not used to it!” pleaded poor Alice in a piteous tone. And she thought
to herself, ‘I wish the creatures wouldn’t be so easily offended!’

c. What shall I do with all this crockery? — Leave the stuff there; someone’ll come
and put it away.

d. We all kept quiet. That seemed the best move.

e. Can you tell me where to stay in Geneva? I’ve never been to the place.

f. Henry seems convinced there’s money in dairy farming. | don’t know what gave
him that idea.

The interpretation of the general nouns in (6:1) above, like all instances of anaphora, is
possible only by reference to the preceding text (H&H, p. 275). These are, therefore, clear
examples of anaphoric cohesion created by general nouns. However, it is also clear from
example (6:1) that some of the general nouns, at least as they are used here, presuppose (to use
H&H’s term) longer stretches of discourse than others. Flowerdew, whose work on signaling

nouns overlaps considerably with H&H’s work on general nouns (as well as Francis’s, 1994,
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work on discourse labels and others who have researched what Schmid, 2000, refers to as “shell-
noun-like phenomena” [p. 75]), argues, “From these examples it is clear that no distinction is
made between what [l refer] to as signalling nouns... and what Francis (1988) calls lexical
equivalents” (pp. 143-144). Discussing H&H’s (6:1c-f) above, Flowerdew contrasts (6:1c and
e), where he observes that the meaning of stuff and place “can be recovered with reference to a
single noun phrase in the preceding clause, crockery and Geneva respectively” (p. 144), with the
general nouns in (6:1d and f), which “have a lexical signalling function” (p. 144), where “the
meaning of move and idea can only be recovered by processing the whole of the previous clause”
(p. 144). Flowerdew’s conclusion is that

Halliday and Hasan’s work is important for drawing attention to the general phenomenon

of nouns with a generalized reference, but it fails to make the distinction

between...lexical signalling and the less complex (from the point of view of cognitive

processing) lexical equivalents. (p. 144)

In addition to the distinction made by Flowerdew above, Schmid (2000) describes what
he refers to as “peripheral cases of shell nouns” (p. 275).*" Schmid, directing his argument for
these “peripheral cases” to his category of circumstantial shell nouns (i.e., “nouns referring to
situations, times, locations, manners of doing things and conditions for doing things” [p. 275]),
also argues for the exclusion of concrete general nouns from the class of shell nouns because
they “do not contribute to conceptual partitioning” (p. 276): '8

[N]ouns like place and time or area and stage have the effect of conceptual

encapsulation. As opposed to the world of objects and organisms, which is inherently

fragmented and structured into individuals, the temporal dimension and three-

dimensional space are both unstructured continua. Locative and temporal expressions
help the human conceptualizer to partition these continua by singling out specific

17 All references below to Schmid are to Schmid (2000).
18 A concrete noun has been defined as a “noun that denotes an entity that can be apprehended by any one

of the five senses, e.g., sneeze, floor, paper,” and an abstract noun as a “noun that denotes entities apprehended by
the mind, e.g., truth, belief” (Delahunty & Garvey, 2010, pp. 185-186).
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portions. In this respect, time and place are more similar to abstract nouns like fact or

aim, which partition portions of the amorphous abstract domain...than to concrete

general nouns like person, creature or object. Although they are semantically just as
unspecific as time and place, the latter three nouns do not contribute to conceptual
partitioning, since they are used to refer to individuals. Therefore concrete general nouns
are excluded from the class of shell nouns, whereas the general locative and temporal

nouns are included, even though they are of course situated on the fringe of the class. (p.

276) %

These arguments made by Flowerdew and Schmid may perhaps be bridged by the
external/internal meaning distinction mentioned earlier in the discussion of DMs. H&H applied
this notion to what I’ve called DMs in this study (conjunctive relations in their terms) but not to
lexical cohesion. Specifically regarding the present discussion related to H&H’s class of general
noun, external meanings which express “a relation between meanings in the sense of
representations of ‘contents’, (our experience of) external reality” (H&H, p. 240) may be said to
correspond to unspecific concrete nouns, which in turn are readily expressed as “lexical
equivalents.” Internal meanings which express “a relation between meanings in the sense of
representations of the speaker’s own ‘stamp’ on the situation—nhis choice of speech role and
rhetorical channel, his attitudes, his judgments and the like” (H&H, p. 240) may be said to
correspond to abstract nouns, which in turn are better suited for use as “signalling nouns,” to use
Flowerdew’s term. (For a complete discussion of Schmid’s detailed approach to unspecificity
and abstractness, see Schmid, pp. 63-81.) The external/internal meaning distinction provides
another way of understanding why the general nouns place and idea in (6:1e) and (6:1f),
respectively, repeated below, are different.

[6:1] e. Can you tell me where to stay in Geneva? 1’ve never been to the place.

f. Henry seems convinced there’s money in dairy farming. | don’t know what gave
him that idea.

9 In contrast to the use of place as a concrete general noun in H&H’s example (6:1e), Schmid’s argument
here relates to the use of place as an abstract noun and to the use of object as a concrete general noun, although he
notes on p. 75 that object may be used as an abstract noun. As will be shown in the next two sections, nouns are
identified as discourse labels by their function as such in text.
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Definition.

As previously mentioned, for the present study | have chosen to adopt primarily Gill
Francis’s (1994) work in this area, and therefore her term discourse label. 2 However, work
which overlaps with Francis’s research has also been done by (besides the aforementioned
Flowerdew, H&H, and Schmid) Tadros (1994) in her research on prediction, particularly with
respect to the predictive categories of enumeration and advance labeling.?** The work of these
researchers contributes to the framework adopted for the present study as well.

Francis’s work on discourse labels has been chosen as the basis for the framework for the
present study for several reasons. To begin, she uses the term labeling to refer to “a type of
nominal-group lexical cohesion” that is “used to connect and organize written discourse” (p. 83).
In fact the title of Francis’s monograph is Labelling discourse: An aspect of nominal-group
lexical cohesion. First and most important to the present framework, then, are the foci of her
research: the cohesive function and discourse organizing role of “an inherently unspecific
nominal element” (Francis, p. 83). Second, according to Francis, this “type of cohesion...is
extremely common in the press and in all discourse of an argumentative nature” (p. 100), the
latter being the focus of the present study. Furthermore, and related to the preceding observation
regarding argumentative discourse, she says, “Labels also have much in common with what
Widdowson (1983: 92) refers to as a general or ‘procedural’ vocabulary which structures and
supports the more specific, field-related vocabulary of academic texts” (p. 88; see also Gray &

Cortes, 2011, p. 39). Finally, in contrast to Schmid’s work on shell nouns, which is primarily but

20 All references below to Francis are to Francis (1994).
2L All references below to Tadros are to Tadros (1994).

22 See also Nation (2001) for a brief pedagogically-oriented discussion of “discourse-organizing
vocabulary” (pp. 211-214).
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not exclusively focused on the intraclausal relationships signaled by these nouns (see
Flowerdew, 2003, p. 315 ff., for a critique of this aspect of Schmid’s work), and H&H’s
sentence-level analysis of general noun cohesion, Francis’s focus on labels “which operate
cohesively across clause boundaries” (p. 83) aligns most closely with Fraser’s use of segments in
his work on DMs. Table 2 below provides a list of the researchers whose work in this area has
contributed to the theoretical framework for the present study, and their terminology for the

“shell-noun-like phenomena” they have researched.

Table 2

Researchers and Terminology Used for ““shell-noun-like phenomena™
Researcher Terminology
1. Halliday and Hasan (1976) General nouns
2. Francis (1994) Discourse labels
3. Tadros (1994) Enumerables, advance labels
4. Schmid (2000) Shell nouns
5. Flowerdew (2002) Signaling nouns

Francis broadly defines discourse labels as follows:

The main characteristic of what will be termed a label is that it requires lexical

realization, or lexicalization, in its co-text: it is an inherently unspecific nominal element

whose specific meaning in the discourse needs to be precisely spelled out (Winter 1982,

1992). (p. 83)

She claims that “any noun can be the head noun of a label if it is unspecific and requires
lexical realization in its immediate context, either beforehand or afterwards” (p. 88). According
to Francis’s data, the most common head nouns functioning as discourse labels are: approach,
area, aspect, case, matter, move, problem, stuff, thing, and way (p. 89; see also additional
examples listed on p. 89). Francis also observes “that many labels have a complex nominal-

group structure, and can be seen as ‘double-headed’ (as in the terms set out by Sinclair 1989 for

nominal groups containing of)” (p. 89). Examples from her data include: state of affairs, course
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of action, and level of activity (p. 89). However, based on the fact that discourse labels are
identified by their function as such in text (described in the following section), Francis states, “It
is impossible to attempt any exhaustive listing of nominal-group heads which can function as
labels” (p. 88).

An observation made by Francis related to the cohesive function and discourse
organizing role of discourse labels which is particularly relevant to L2 (and developmental L1)
writing instruction, is “that there is a tendency for the selection of a label to be associated with
common collocations. Many labels are built into a fixed phrase or ‘idiom’ (in the widest sense of
the word), representing a single choice” (p. 100). “These clusters,” she states, “are readily
available, to be drawn on as the common currency of written and spoken communication” (pp.
100-101). Examples provided by Francis include: ‘the move follows...”, *...to solve this
problem’, and “...to reverse this trend’ (p. 100). In example (3) below (from Francis, p. 85, her
numbering), the discourse label this problem (italics in original) collocates with the phrasal verb
to get around (bold type added):

3 ...the patients’ immune system recognised the mouse antibodies and rejected them.

This meant they did not remain in the system long enough to be fully effective.

The second generation antibody now under development is an attempt to get
around this problem by ‘humanising’ the mouse antibodies, using a technique
developed by...

Although Francis’s “recognition criteria” (to use her terms) for inclusion of a nominal
group in the category of labels are perhaps not as precise as, for example, Schmid’s criterion for
“shell-nounhood” (to use his term; see Schmid, p. 3), when coupled with the provision she has
made that the lexical realization of the label be in the form of a “replacement clause [emphasis

added]” (p. 84), her definition is nonetheless particularly suitable to the purposes of the present

study. It does, however, result in a somewhat limited taxonomy of the phenomenon (cf. Schmid,
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pp. 294-297). Nevertheless, it can be noted that Francis and Schmid cover much of the same
ground in their work with regard to classifying this phenomenon. For example, two of Schmid’s
shell noun classes, linguistic and mental shell nouns, correspond with three of Francis’s
metalinguistic label groups. And Schmid’s other classes are largely subsumed by Francis’s
broader discussion of advance and retrospective labels, at least when they perform a discourse
labeling function within argumentative discourse. These various types of discourse labels will be
described in the following section.

Functions in written discourse.

Francis identifies two types of label based on how they function cohesively in the text:
retrospective labels, where the label “follows its lexicalization,” and advance labels, “[w]here
the label precedes its lexicalization” (p. 83). In other words, retrospective labels function
anaphorically, and advance labels function cataphorically. Examples (30) and (31) below (from
Flowerdew, p. 153, his numbering but my italics) illustrate a retrospective label and an advance
label, respectively.

(30) He cannot borrow enough money. This problem is really getting him down.
(31) He has a problem. He cannot borrow enough money.

Following Francis, | have organized my discussion of the functions of discourse labels
according to their cohesive function in the text, which | describe in more detail in the following
subsections. Before doing so, however, it should be noted that, while both types of discourse
label are perhaps capable of performing “[a] whole array of more or less specific functions”
(Schmid, p. 14), there are three defining functions (in Schmid’s terms) which stand out in the
research conducted by Flowerdew, Francis, and Schmid. Schmid, for example, claims that shell
nouns (to use his term) are “a unique linguistic phenomenon” in part because “they combine the

three functions of characterization, concept-formation and linking, which are otherwise
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performed separately, each by different types of linguistic elements” (p. 19). Specifically, he

states,

1. Shell nouns serve the semantic function of characterizing and perspectivizing complex
chunks of information which are expressed in clauses or even longer stretches of text.

2. Shell nouns serve the cognitive function of temporary concept-formation. This means
that they allow speakers to encapsulate these complex chunks of information in
temporary nominal concepts with apparently rigid and clear-cut conceptual
boundaries.

3. Shell nouns serve the textual function of linking these nominal concepts with clauses
or other pieces of text which contain the actual details of information, thereby
instructing the hearer to interpret different sections of a text together. (p. 14)

These three functions can be observed in Flowerdew’s examples (30) and (31) above.

Advance labels.

I begin with advance labels which, according to Francis and H&H, are not as common as
retrospective labels. Francis describes advance labels as serving the organizing function of
telling the reader what to expect (p. 85). Schmid similarly discusses “cataphoric signposts which
are used by writers to guide readers through their texts” (p. 350). This organizing and guiding
function is shown in example (1) below (from Francis, p. 84, her numbering),?

1 1 understand that approximately 12 per cent of the population is left-handed. Why,
then, should there be such a preponderance of right-handed golfers which extends, |
am informed, to club level? In reply to that question a golfing colleague of mine
offered two reasons.

The first was that beginners usually start with handed-down clubs, which are
usually right-handed. The second was that, for technical reasons, left-handed
individuals make good right-handed golfers.

in which Francis says,

Two reasons, here, allows the reader to predict the precise information that will follow,
which is an explanation for ‘the preponderance of right-handed golfers’. In order to meet
these expectations, the nominal group (including, of course, two) has to be fully
lexicalized in what follows, and these replacement clauses (Winter 1982) have to be

2 Francis’s examples are taken from “the Bank of English collection of corpora held at Cobuild,...and, in
particular, the corpus containing a series of complete editions of The Times” (Francis, 1994, p. 83). | have retained
Francis’s italicization of the advance label in the example.
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fully compatible with the semantics of reason. Thus the label clearly has an organizing

role which extends over the whole of the next paragraph.

If there are additional lexical modifiers or qualifiers within the nominal group,

they too have to be lexicalized in the replacement clause or clauses. (p. 84)

Note that Francis states that the advance label Two reasons in her example (1) “allows
the reader to predict [emphasis added] the precise information that will follow.” Her observation
aligns with Tadros’s notion of Prediction, which she defines as “a prospective rhetorical device
which commits the writer at one point in the text to a future discourse act” (p. 70).

Tadros proposes the notion of prediction as a framework for analyzing the discourse
structure of expository text. That is to say, the notion of prediction is not limited to nominal
group lexical cohesion; rather, it “refers to an interactional phenomenon—a commitment made
by the writer to the reader, the breaking of which will shake the credibility of the text” (pp. 69-
70). However, two of her six categories of prediction, enumeration and advance labeling,
overlap with Francis’s work on advance labels. Tadros states that prediction is realized in the
text as

a pair, the first, predictive, member (symbol V), signals the prediction which has to be

fulfilled by the second, predicted, member (symbol D). A member may consist of one or

more sentences in a member (see Tadros 1981, 1985). (p. 70)

In the following example (from Tadros, p. 70) of the predictive category of
enumeration,**?

[1] (1) Two problems arise in this case. (2) First, there is the universal alibi which exists
as long as we have no independent indicator of a change in tastes...

(3) Second, the possibility is admitted in theory that some demand curves might slope
upwards.

(Lipsey 1963: 154) %

2+ Examples in Tadros (1994) are unnumbered. However, for ease of reference, | have numbered the
examples from Tadros that have been included in this paper

% Tadros notes that “the sentences have been numbered for convenience and the signals italicized” (p. 70).
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it is clear that Tadros is dealing with a phenomenon similar to the one Francis is dealing with in
her example (1) above, but from within a different framework. Tadros states,
In sentence (1) above there a [sic] specific numeral, ‘two’, followed by a noun of the type
I have called Enumerables...whose referents in the first instance are signalled as to
follow in the text. The occurrence of such a signal commits the writer to enumeration,
which, in this example, comes in sentences (2) and (3). (p. 70)
Turning to how the predicted (D) member of enumeration is realized in the text so as to
be recognized by the reader, Tadros states,
Cognitively, of course, the D [predicted] member will have to correspond to the V
[predictive] member—that is, a reason signalled must be a reason given. But to the
unwary readers, of whom there are many, this might not be readily available, so, in order
to help the reader recognize the enumerated text, the writer will use certain devices such
as: special features of layout, numbering, punctuation, sequencing markers (first, second,
etc.), lexical repetition and grammatical parallelism (identical sentence structures). (p.
73)
In the light of the present study’s focus on the cohesive and discourse organizing functions of
DMs and discourse labels, Tadros’s inclusion above of what she has called “sequencing
markers” (i.e. temporal discourse markers [TDMs] in this study, following Fraser’s terminology)
among the devices used by writers “to help the reader recognize the enumerated text” is of
particular interest. This is, of course, because she draws attention to the fact that both types of
device, sequencing markers and enumeration (to stay with her terms), are often used together to
(in Francis’s words) “connect and organize written discourse” (p. 83). Tadros’s example (1)
above and Francis’s example (1) above provide illustrations of discourse label-DM
combinations.
Retrospective labels.

Francis states that “[a] retrospective label serves to encapsulate or package a stretch of

discourse” (p. 85) that precedes it (see also Schmid, pp. 339-348, for a detailed discussion,

?® See Tadros, p. 70, for the texts from which she draws her examples and the abbreviations she uses for
them.

38



situated within several cognitive theories of anaphora, of how shell nouns function
anaphorically.) According to Francis,

The head nouns of retrospective labels are almost always preceded by a specific deictic

like the, this, that or such, and may have other modifiers and qualifiers too. The whole

nominal group functions very much like a...reference item. In this respect labels are very

similar to the general nouns identified by Halliday and Hasan (1976: 27).2" (p. 85)

For Francis, like Flowerdew, the important thing in determining whether or not a nominal
group is functioning as a retrospective label is that “there is no single nominal group to which it
refers: it is not a repetition or a ‘synonym’ of any preceding element” (Francis, p. 85). Rather, a
retrospective label

is presented as equivalent to the clause or clauses in replaces, while naming them for the

first time. The label indicates to the reader exactly how that stretch of discourse is to be

interpreted, and this provides the frame of reference within which the subsequent

argument is developed. (Francis, p. 85)

In example (3) below (from Francis, p. 85, her numbering), repeated here from the earlier
discussion of the collocational tendency (to use Francis’s term) of many discourse labels,

3 ...the patients’ immune system recognised the mouse antibodies and rejected them.

This meant they did not remain in the system long enough to be fully effective.

The second generation antibody now under development is an attempt to get
around this problem by “humanising’ the mouse antibodies, using a technique
developed by...

Francis states,

The retrospective label this problem is preceded by its lexicalization, and thus it tells the

reader to interpret the rejection of the mouse antibodies as a problem. This

characterization, which is anticipated by the description of the antibodies as not being

‘fully effective’, aligns the preceding clauses with what is to follow, and provides a

framework for the solution to be described. (p. 85)

Referencing H&H’s seminal work on the cohesive function of general nouns, Francis

describes the text organizing function of retrospective labels in their terms:

% See also H&H, p. 275; see Gray (2010) and Gray and Cortes (2011) for a discussion of demonstratives
and lexical cohesion.

39



Like general nouns, too (and indeed like this and that without a following noun),
retrospective labels have the ability to refer to “text as fact’: in Halliday and Hasan’s
terms “the referent is not being taken up at face-value but is being transmuted into a fact
or areport’ (p. 52). A label refers to and names a stretch of discourse, aligning it with the
ongoing argument, which now continues in terms of what has been presented as ‘fact’.

(. 86)
It should be noted here that although Francis claims that “[a] label refers to and names a stretch
of discourse...which now continues in terms of what has been presented as ‘fact’,” it is perhaps

more accurate to speak in terms of “*claim,” which does not presuppose the truth of the

‘lexicalization’” (G. Delahunty, personal communication, January 2, 2013), than “fact.” This is
of particular importance within the context of teaching discourse labels to developmental writers
because, according to Delahunty (personal communication, January 2, 2013), “Many students,
and not just ELLs, fail to make a distinction between words that presuppose and words that do
not presuppose the truth of their lexicalizations.”

Continuing her discussion of the text organizing function of retrospective labels, Francis
observes that

they signal that the writer is moving on to the next stage of his/her argument, having

disposed of the preceding stage by encapsulating or packaging it in a single

nominalization. This no longer has any prospective potential...

Thus these labels have a clear topic-shifting and topic-linking function: they
introduce changes of topic, or a shift within a topic, while preserving continuity by
placing new information within a given framework. This signalling function is
reinforced by an orthographic division: clauses containing retrospective labels are usually
paragraph-initial. (pp. 86-87)

Like Francis, Schmid notes that “shell nouns can be credited with an organizational
function in texts” (p. 350), observing, again like Francis, that “...shell-noun phrases are in fact

often used to signal discourse topic changes” (p. 343). According to Schmid, this is “extremely

frequent in textbooks and other types of expository writing” (p. 351). He attributes the
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frequency of this “signposting strategy” in these types of discourse to the authors’ desire “to
structure their texts as clearly as possible” (p. 353).

It was noted above that Francis has observed that “clauses containing retrospective labels
are usually paragraph-initial.” Schmid, addressing this tendency, states, “The crucial relation
between the two notions of discourse topic and paragraph is that the beginnings of paragraphs
are understood as either representing topic boundaries as such, or as containing linguistic
elements that signal topic boundaries, so-called ‘topic boundary markers’ (Brown and Yule
1983: 94)” (pp. 349-350). He therefore proposes “that not only conjunctions like but, however
and so (van Dijk 1977: 139-140) function as topic boundary markers and topic changers or
shifters, but also shell nouns” (p. 350). On this basis, Schmid states that “anaphoric signposts,”
in addition to the three basic shell noun functions of linking, concept-formation, and
characterization, “[preserve] (discourse) topic continuity, by relating the new paragraph to the
previous ones, and...[mark] the topic change, by serving as a starting-point for new information
(cf. Francis 1986: 66)” (p. 351).

As a discourse organizing device, Francis states that “[a] retrospective label may extend
its topic-linking capacity over a very small stretch of discourse” (p. 87), where it “has a very
local organizing role” (p. 87). However, she notes that “[i]n other cases, the use of a
retrospective label may help organize a much longer stretch of discourse, providing the main link
that unifies two major structural elements” (p. 87). This is shown in example (6) below (from
Francis, p. 87, her numbering),

6 Sir, As Lech Walesa visits London this week, | trust someone will raise with him the

threat to women’s rights in his so-called ‘new democracy’.
The Polish government is on the verge of outlawing abortion, which has been free
on demand since 1956. This move in itself is deplorable, but is made far worse by the

fact that contraception is virtually unobtainable. As in many eastern European
countries, women have become accustomed, rightly or wrongly, to relying on abortion
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as a means of choosing their family size. Under the new Polish law doctors will face
imprisonment if caught performing illegal terminations and women will only be
permitted abortions if life is at risk...

in which she states,

The stretch of discourse which is labelled by this move is short, but the rest of the letter is

of some length: it is devoted to an evaluation of the move as deplorable, and to giving the

reasons why. The label, then, comes at the boundary between the Situation and

Evaluation sections of a lengthy Situation—Evaluation—Basis for Evaluation discourse

pattern (Winter 1982, 1992). It faces both backwards and forwards: backwards to

encapsulate and reenter as given the situation described in the preceding paragraph, and

forwards to evaluate it. The whole letter, then, is about this move and nothing else. (p.

87)

Both Francis and Schmid address the issue of anaphoric noun phrases and “fuzzy
reference” (to use Francis’s term), in which the “retrospective label does not necessarily refer to
a clearly delimited or identifiable stretch of discourse: it is not always possible to decide where
the initial boundary of its referent lies” (Francis, p. 88). According to Francis, this in fact “may
be explained in terms of the intrinsic cohesive function of retrospective labels: they are used, like
the anaphoric this, to tell the reader to section off in his or her mind what has gone before” (p.
88). This has a rhetorical effect: “The precise extent of the stretch to be sectioned off may not
matter: it is the shift in direction signalled by the label and its immediate environment which is
of crucial importance for the development of the discourse” (Francis, p. 88). Schmid, comparing
the very similar functions of anaphoric noun phrases with fuzzy reference to anaphoric
demonstratives, argues

It is precisely in order to make sure that readers will be able to identify the antecedents...

that speakers use anaphoric shell-noun phrases rather than single demonstrative

pronouns. Shell-noun phrases like this idea, this remark, this move or this issue are both

more informative and more rigid as designators than demonstrative pronouns are. They
allow speakers to help readers to interpret their anaphoric references. (p. 343)
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Metalinguistic labels.

Francis defines metalinguistic labels as

nominal groups which talk about a stretch of discourse as a linguistic act, labelling it as,

say, an argument, a point or a statement. In other words, they are labels for stages of an

argument, developed in and through the discourse itself as the writer presents and
assesses his/her own propositions and those of other sources. Unlike, say, problems and
issues, which exist in the world outside discourse, they are ad hoc characterizations of the

language behaviour being carried out in the text. (p. 83)

Thus these labels “are metalinguistic in the sense that they label a stretch of discourse as
being a particular type of language” (Francis, p. 89). Based on the commonly held assumption
“that written text is interactive” (Tadros, p. 69), metalinguistic labels are of particular importance
to the writing of argumentative discourse because they “are used by the writer to forge
relationships which are located entirely within the discourse itself: they instruct the reader to
interpret the linguistic status of a proposition in a particular way” (Francis, p. 89).

Francis places all head nouns of metalinguistic labels into four groups: (a) ‘illocutionary’
nouns, (b) ‘language-activity’ nouns, (c) ‘mental process’ nouns, and (d) ‘text” nouns (p. 90).
She notes that “there is some blurring and overlap between” (p. 90) several of the metalinguistic
categories, viz.,

between the illocutionary and language-activity types of label on the one hand, and the

mental-process type on the other. The world of cognition is mirrored in the world of

discourse, and the views and opinions we hold are often seen in terms of the way they are
expressed. Thus all the nouns in these sets are in fact located on a cline, and their two

aspects of meaning shade imperceptibly into each other. (p. 92)

Schmid also notes the similarity between linguistic and mental shell nouns (to use his

terms again) in his taxonomy, although he approaches the issue from the reporting function they

have in common:
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Linguistic and mental shell-noun uses have a lot in common. The most
fundamental parallel lies in their predominant function: linguistic shell-nouns can be used
to report UTTERANCES, and mental shell nouns can be used to report IDEAS. However,
since speakers only have direct access to their own ideas, their reports on the thoughts of
other people also depend on language. (p. 184)

I begin with illocutionary nouns and language-activity nouns. Francis distinguishes
illocutionary nouns on the one hand, which she says are “nominalizations of verbal processes,
usually acts of communication; they typically have cognate illocutionary verbs” (p. 90), from
language-activity nouns on the other, which she states are “nouns which refer to some kind of
language activity or the results thereof. They are similar to illocutionary nouns, but they do not
have cognate illocutionary verbs (though they may have cognate verbs)” (p. 91).

Examples of illocutionary nouns include: argument, claim, conclusion, explanation,
observation, rejection, statement (Francis, p. 90; see p. 90 for additional examples). Example (7)
below includes two examples of illocutionary head nouns in labels (from Francis, p. 90, her
numbering):

7 As we left this meeting, my wife said: ‘Potter has gone barmy, and they don’t know
what to do.” I could not bring myself to believe she was right. | only accepted this
explanation when my wife confided her suspicions to a friend, a psychiatrist, who
exclaimed: “That’s a terrible thing to say about your child’s therapist.” This level of
denial convinced me that it was true.

Examples of language-activity nouns include: account, comparison, description,
example, reasoning, summary, and way (of putting it) [Francis, p. 91; see p. 91 for more
examples]. Francis also includes here “nouns referring to the results of discourse-patterning and
stylistic operations carried out on language data” (p. 91), such as: conundrum, corollary, image,

imagery, irony, metaphor, and paradox, as well as gossip and heresy “which are used primarily

to evaluate verbal activity” (p. 91). In example (9) below (from Francis, p. 91, her numbering),
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9 Rather as the great king of Babylon, Nebuchadnezzar, was obliged to listen to Daniel,
the prophet of the oppressed people of Israel, so Saddam the tyrant of Baghdad has
been forced to listen to the spokesmen of the Kurds, a people he despises. The
Western powers should not spoil this irony.

irony functions as the language-activity head noun in the retrospective label this irony. Asa
metalinguistic label it functions to “instruct the reader to interpret the linguistic status of [the]
proposition” (Francis, p. 89) expressed in the stretch of discourse which precedes it (i.e., it labels
it) as an irony which, in this context, | take to have “the shell-noun specific meaning...described
by the entry *a situation that seems strange and unexpected or amusing, or the reason it is like
this’ in LDOCE3 [Longman Dictionary of Contemporary English, 3rd ed.]” (Schmid, pp. 74-75).

Before moving on to mental-process nouns, it should be noted that Schmid similarly
divides the class of linguistic shell nouns in his taxonomy, which he says “allow speakers to
portray linguistic activities and their contents and products” (p. 131), into illocutionary and
propositional uses; these correspond to Francis’s illocutionary nouns and language-activity
nouns, respectively. According to Schmid, the former are much more common than the latter (p.
135). Taking a slightly different approach than Francis to differentiating these two uses, Schmid
says the illocutionary use “allows the SPEAKER to direct the focus of attention on the
communicative intentions which he or she imputes to the ORIGINAL SPEAKER’S ORIGINAL
UTTERANCE” (p. 135), while the propositional use “[focuses] on the information given in, or the
propositional content expressed by, the ORIGINAL UTTERANCE” (p. 135). Schmid, again in a way
similar to Francis, observes that illocutionary uses are often distinguishable from propositional
uses in that the nouns used to express the former are typically “morphologically derived
from...speech-act verb[s]” (p. 135).

Mental-process head nouns are defined by Francis as those which “refer to cognitive

states and processes and the results thereof. They include nominalizations of mental-process
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verbs of the type that are used to project ideas, like think and believe, but not all of them have
cognate verbs” (p. 92). As previously noted, Schmid’s class of mental shell nouns overlaps with
Francis’s mental-process nouns. Although space prohibits further discussion here, see Schmid,
pp. 184 ff., for a detailed discussion of these nouns as well as “[t]he correspondence between the
linguistic and the mental domain” in his taxonomy. Examples from Francis’s data include:
analysis, finding, hypothesis, idea, interpretation, notion, theory, (point of) view (p. 92; see p. 92
for additional examples). For example (Francis, p. 92, her numbering):

10 At a press briefing in London during the inaugural meeting of the bank’s board of
governors, Henning Christophersen, vice-president of the European Commission,
said: “The EBRD must not be a political institution, but plainly and simply a bank.”

This view contrasted with that of Jacques Attali, the president of the European
Bank, who regards the bank’s role as political and economic.

Francis defines text nouns, the final type of metalinguistic label identified in her research,
as “nouns which refer to the formal textual structure of discourse” (p. 93). According to Francis,
“There is no interpretation involved: they simply label stretches of preceding discourse whose
precise boundaries they define” (p. 93). More recent work in the area of metadiscourse (e.g.,
Hyland, 2010), while overlapping to some degree with Francis’s work on metalinguistic labels,
corresponds most closely to her work on text nouns. Examples of text nouns include: excerpt,
page, paragraph, passage, quotation, section, term, and terminology (Francis, p. 93; see p. 93 for
additional examples). For example (Francis, p. 93, her numbering):

11 “Projects are also introducing changes in teaching styles. Increasingly these are
geared towards providing students with the opportunity to develop initiative,
motivation, problem-solving skills and other personal qualities. Central to this
approach is the transfer to students themselves of the responsibility for managing
their own learning and applying their own knowledge.’

That quotation comes not from the Plowden report, but from the Technical

and Vocational Education Initiative review of 1985. Is it very different from what we
found in the best primary schools?
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Evaluative function of discourse labels.

Schmid states that “shell nouns provide speakers with powerful tools for the
characterization, perspectivization, and indeed even manipulation, of their own and other
speakers’ ideas” (p. 8; see also Schmid, p. 7, for further discussion). He observes, for example,
how “speakers who report utterances by means of linguistic shell-content complexes leave their
mark both on the characterization of the utterance entailed in the shell noun and on the
representation of the report given as shell content” (pp. 132-133). Flowerdew states that
“[s]ignalling nouns may be introduced with an evaluative function” (p. 153) by one or both of
the following means: “through the choice of noun (e.g. insight vs. distortion, truth vs.
fabrication)” and “through the introduction of pre- or post-modifiers: (e.g. down-to-earth
approach, unnecessarily modest contention)” (p. 153).

Choice of noun as head of label.

It was mentioned earlier that Francis’s “major criterion for identifying an anaphorically
cohesive nominal group as a retrospective label is that...it is presented as equivalent to the
clause or clauses it replaces, while naming them for the first time” (p. 85). That is, it is presented
as given information, or “what the speaker is treating as information that is recoverable to the
hearer” (H&H, p. 27).% But it is only presented as such, observes Francis, “since the label does
not have a ‘synonym’ in the preceding discourse, and its head is actually a new lexical item” (p.
86). At the same time, she observes that labels “have interpersonal meaning, and may, in fact,
add something new to the argument by signalling the writer’s evaluation of the propositions

which they encapsulate” (p. 93). She states,

% Information structure is comprised of given and new information. H&H define the latter as “what he [the
speaker] is treating as non-recoverable” (p. 27).
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Some head nouns of labels, for example statement, belief and view can be termed
‘attitudinally neutral’, though they may well take on “positive’ or ‘negative’ meanings in
discourse, according to the lexical environment in which they are used. Others
necessarily indicate either a negative or a positive attitude towards the preceding
propositions. (p. 93)

In example (12) below (from Francis, p. 94, her numbering), Francis argues that “the
label this claim is clearly a distancing device, enabling the writer to convey skepticism as to its
validity” (p. 94):

12 ...led me to wonder whether politicians are becoming more cavalier in their use of

data. John Major, speaking of the government’s new council tax in the Commons 10
days ago, said: ‘Over 70 per cent of people will be gainers under the scheme.’

As it happened, at the exact time he was making this claim, I and other
correspondents were being briefed on the tax by senior Treasury officials.

According to Francis, “There are few head nouns which, if unmodified, classify their
referents in positive terms: those that can be termed positive usually indicate the writer’s
identification with the status and validity of the referent, such as fact and finding” (p. 94). They
also presuppose the truth of their lexicalizations, whereas those which may be termed negative
do not (G. Delahunty, personal communication, January 2, 2013). In example (15) below (from
Francis, pp. 94-95, her numbering), Francis states that “the results obtained by the Accident
Research Unit are endorsed as information” (p. 94):

15 The Accident Research Unit at Birmingham University has been investigating the

outcome of real-life car accidents for the past 25 years. Each year, the Cooperative
Crash Injury Study (of which we are part) investigates 850 car accidents in which
people are injured or killed.

We thoroughly examine the vehicle with particular reference to the occupant
protection systems, of which the seatbelt forms a fundamental part. We combine this
information with detailed medical and police records as well as information provided
on questionnaires supplied voluntarily by the accident victims themselves.

Modification of head nouns of labels.

Francis distinguishes three types of meaning expressed by modifiers of head nouns of

labels, based on “the three Hallidayan metafunctions” (p. 84; see also H&H, pp. 26-28, for a
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brief overview): (a) ideational, (b) interpersonal, and (c) textual, to which she appends
comparative epithets which “are similar to textual modifiers in that they may have both
retrospective and prospective functions” (p. 99; see also H&H, pp. 275-277, for a discussion of
the use of attitudinal modifiers with general nouns).

According to Francis, modifiers that have a primarily ideational function “add to the
meaning of the head noun by classifying it or defining it, making its participant role more
explicit” (p. 95). The ideational meaning of the modifier, like the head noun, must be
“compatible with,” perhaps even “recoverable from,” the label’s co-text (Francis, p. 95).

17 This week dentists up and down the country are being asked to hand out sweets as part of

a ‘tooth-friendly” promotion to boost sales of sweets being sold as ‘kind to teeth’.

Manufacturers of this new confectionary concept are providing dentists participating in

this week’s National Smile Week with free samples to give away on open days aimed at

encouraging more people to visit their dentists.
In example (17) above (from Francis, p. 95, her numbering), Francis argues, “Both new and
confectionary are ideational modifiers in the sense that they are far more informative than
concept would have been on its own in encapsulating the whole idea of the sweets being sold as
‘kind to teeth’” (p. 95). Moreover, she states that “[t]he economy of the device, in allowing a lot
of information to be presented as a single given package, is particularly apparent” (p. 96) in this
example.

Interpersonal modifiers “evaluate the propositions they encapsulate” (Francis, p. 96).
The “economy of the device,” to use Francis’s terms, is evident here too. She states, “Where the
nominal group acts as a single cohesive unit, this evaluation is slipped in as part of the given
information” (p. 96). Such an evaluation may be “a new indication of the writer’s attitude” or it

may “spell it out more fully” (Francis, p. 97). The latter is the case in (21) below (from Francis,

p. 97, her numbering), where the attitude communicated by the interpersonal modification
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thoughtless and stupid “is predictable from the compatible lexis of the previous sentences”
(Francis, p. 97):

21 London’s cab drivers take an aristocratic thrashing in the current edition of their
magazine Taxi. The Earl of Winchilsea and Nottingham, the Liberal Democrat peer
and staunch defender of cabbies, writes in warm terms about the trade in general but
blasts those drivers who refuse to pick up fares in Parliament Square because they do
not like the destinations.

‘Because of this thoughtless and stupid attitude, it is becoming more difficult
to continue the fight against minicabs’, thunders the earl.

Example (21) illustrates an additional reason why a writer might elect to use a label with
a neutral head noun like attitude. Francis states,

Writers seem to choose the labelling device because of the modification options it offers:

by choosing a nominalization like attitude they can get in their evaluation without having

to make a special point of it. Attitude, then...is primarily a carrier for its modifiers. In
other words, it is easy to see here what the motivation is for choosing a lexically cohesive
device rather than a grammatical one like ‘Because of this, it is becoming more

difficult...” (p. 97)

To summarize, then, when head and modifier(s) of a label “function as a single cohesive
unit” (Francis, p. 97), Francis states, “In some cases the modifiers seem to be simply an
extension of the meaning of the head, and in others they seem to be more important in encoding
the writer’s message than the heads which carry them” (p. 97). In all cases, however, the head
nouns of these labels “cannot be omitted...as the result would be ungrammatical” (Francis, p.
97).

However, Francis observes that not all labels function “as a single cohesive unit,” noting
that “very often the label is the Complement of the deictic. In such cases...only the head is

presented as given, while the modifiers are presented as new, and have prospective meaning” (p.

97). This is illustrated in the following example (from Francis, p. 97, her numbering):
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22 ‘| feel mentally like a pink worm fed on pink nougat’, he observed.

Readers of his later books might suppose this to be an accurate description of
his mental state from cradle to grave, but in fact, as an Oxford undergraduate just
after the first world war (in which, extraordinarily, he had been a military instructor),
Nichols was a brilliant success.

Francis states, “Here the modifier accurate is prospective in a way that it would not be in a label
like this accurate description: it is precisely the word accurate which carries the discourse
forward....Description, here, just seems to be a convenient carrier for this modifier” (pp. 97-98).

Although Francis states, “The most common modifiers found in labels...are those which
encode interpersonal meaning quite unequivocally” (p. 96), she notes that in some cases
modifiers have an interpersonal meaning and, at the same time, an ideational meaning, as
example (19) below (from Francis, p. 96, her numbering) shows. Here she observes that in
addition to the “classificatory role” of the modifier hotly-debated, “there is something hyperbolic
about this particular choice of epithet which conveys the writer’s attitude towards the issue” (p.
96).

19 How free range is a free-range chicken? After months of deliberation, the European
Commission has come up with an official answer, or rather three answers, to this
hotly-debated question: there is free range, traditional free range and total free range.
The Brussels mandarins have devised the three-part definition to satisfy a
commendable desire for a common standard throughout the European Community
while at the same time, and more questionably, enabling all the main types of free-
range chicken on the market to qualify.

Textual modifiers are defined by Francis as “those which contribute directly to the
organizational role of labels: they help to order messages with respect to each other and signal
the relationships between them” (p. 98). She continues,

Textual modifiers differ from ideational and interpersonal modifiers in important

respects. First, they are always presented as new information, even when the rest of the

nominal group is presented as given, and even when they occur clause-initially in
unmarked Themes. Second, and obviously related, the labels in which they occur are not

co-referential with the preceding text. In Hasan’s (1984) terms, they participate in
similarity chains, but not identity chains. (p. 98)
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Regarding Francis’s second point, that “the labels in which they occur are not co-
referential with the preceding text,” Schmid similarly observes about what he refers to simply as
“cohesive adjectives,”

On the basis of Halliday and Hasan’s notion of “comparative reference” (1976: 76), these

items can be understood as suggesting that the anaphoric noun phrases and their

antecedents are similar in certain respects and therefore belong to one class of things. (p.

347)

Textual modifiers of head noun labels “include post-deictics like same, similar, different,
next, further, other and another, and numeratives like second and third (Francis, p. 98).
According to Francis, “Of these, another is by far the most common” (p. 98). Congruent with
Francis’s observations, Schmid says, “The most important and frequent items are next, (an)other,
different, same and the ordinal numbers first, second, etc.” (p. 347). Textual modifiers such as
these, with their message-ordering and relationship-signaling functions, play a discourse
organizing role similar to some types of DMs, as defined by Fraser.

24 In his inauguration speech, for example, Mr Walesa stressed the need for good

relations with neighbors, but forgot to mention Czechoslovakia. This reminded
Prague of the sourness that has crept into relations between their president, Vaclav
Havel, and Mr Walesa since the revolution of 1989. Another blunder: the outgoing
president, General Jaruzelski, was not invited to the inauguration ceremony.
These issues of given/new, co-reference vs. “comparative reference,” and the message-ordering
and relationship-signaling role of textual modifiers are summed up in Francis’s discussion of the
combined anaphoric and cataphoric function of Another blunder in example (24) above (from
Francis, p. 98, her numbering):

Here, blunder encapsulates Mr Walesa’s failure to mention Czechoslovakia. While

blunder is presented as given, however, another is new and refers forwards to another

omission of the same sort. In other words, the head noun is retrospective, but the
nominal group as a whole is predictive. In this example, the nominal group is structurally

cataphoric, that is, cohesive within the clause (Halliday and Hasan 1976: 78). (Francis,
1994, p. 98)
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Schmid states that, “[sJuch backward characterizations by means of comparative cohesive
adjectives do not come out of the blue, but are carefully prepared by speakers (or more typically
writers)” (p. 348).

In addition to discourse labels which are “structurally cataphoric,” such as the one in
example (24) above, Francis states, “Where the prospective reference extends beyond the clause,
however, such nominal groups may be both retrospective labels (excluding the textual modifier)
and advance labels” (p. 98). These are more to the point of the present study. In example (25)
below (from Francis, p. 99, her numbering), A similar argument functions as both a retrospective
and an advance label:

25 Mr Budd has had no direct connection with politics or the Tory party but, like Sir

Terry, he was closely identified with the monetarism of the early Thatcher years.

A similar argument may work against Gavyn Davies, chief UK economist at
Goldman Sachs, the US investment bank. Mr Davies has been widely identified with
Labour although his only links were a stint 15 years ago in Jim Callaghan’s office,
and marriage to Neil Kinnock’s private secretary.

Francis observes that textual modifiers such as the ones in examples (24) and (25) “are
extremely useful as discourse-organizers” (p. 99), noting:

First, they establish a wide range of degrees of contrast, from ‘sameness’ to “difference’

between the co-classified items. At the same time they can be used to sequence the

stages of an argument: the numeratives like first and second, in particular, sequence quite
explicitly. Hence these modifiers have a metalinguistic function: they may sequence the
points in an argument or events in the world, but even in the latter case, the progression is
determined by textual considerations. What the writer is asking and answering is not

‘How many things happened, and in what order?’, but rather ‘How many events do | need

to cite, and in what order shall I present them?” (p. 99)

Example (16.15) below (from Schmid, p. 348, his numbering) is of particular interest for
several reasons.?° First, it contains an advance label, two reasons; Tadros refers to this as type

(c) enumeration, that is, “the occurrence of a numeral, exact or inexact, in association with [an]

Enumerable” (p. 72). Next, it contains the paragraph-initial label The second danger which

2% Schmid notes the source as “The Economist, 17 January 1998, p. 34-35.”
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functions in both an anaphoric and a cataphoric manner: the head noun danger is retrospective,
but the label as a whole functions as a structurally cataphoric advance label (see Francis’s
discussion following her [24] above). Finally, the temporal DM (to use Fraser’s terminology)
First is used “in order to help the reader recognize the enumerated text” (Tadros, p. 73).

(16.15) ...the book is still dangerous to the government for two reasons. First, it may
encourage people to believe that an embittered Mr Brown is bidding [sic] his
time until he can exact revenge by ousting Mr Blair. In fact, while Mr Brown
still harbours ambitions to become prime minister [...], his relationship with the
prime minister is nevertheless a lot closer than many other chancellors have
enjoyed. “You cannot be with Gordon for an hour without him phoning Tony or
Tony phoning him,” says a cabinet colleague.

The second danger is that the book brings into open all the bitchy Westminster
gossip about...

In Schmid’s terms,
The first sentence sets up the text structure of the following two paragraphs by
introducing two reasons why a certain book is dangerous. The first reason is then
introduced by the numerative text signal first, and the second reason by the shell-noun
phrase the second danger. This noun phrase has the welcome double effect that it
reminds readers that the previous paragraph was about a danger and informs them that the
complementing clause is about a second danger. (p. 348)
According to Schmid, this approach to organizing discourse is a common one; he states,
“Especially when the first realisation follows directly after the signpost, shell-noun phrases are
not often used to signal the realisation” (p. 358).
Comparative epithets modify head nouns of labels in a way similar to textual modifiers.
As mentioned above, Francis states that “[c]omparative epithets, and to a lesser extent equatives
and superlatives as well, are similar to textual modifiers in that they may have both retrospective

and prospective functions” (p. 99). This dual retrospective-prospective function occurs in the

label a more bombastic explanation in (26) below (from Francis, p. 99, her numbering),
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26 He always pronounced the word “heard’, as if spelt with a double e, “heerd’, instead
of sounding it “herd’, as Boswell recorded was most usually done. Perhaps this was
partly a hangover from Sam’s early Staffordshire pronunciation, but,
characteristically, he had a more bombastic explanation when challenged: ‘He said
his reason was that if it were pronounced “herd”, there would be a single exception
from the English pronunciation of the syllable “ear”, and he thought it better not to
have that exception.’

in which Francis says,

Here, explanation encapsulates the sentence beginning ‘perhaps’, which counts as a

partial explanation of Johnson’s pronunciation, to be contrasted with the more bombastic

one then attributed to Johnson himself. Therefore the nominal group, while its head is a

retrospective label, has a prospective function as an advance label. (p. 99)

Alternatively, Francis notes that “the use of even before more...signals a relation of
comparative affirmation” (p. 100). In the label even more drastic projections in example (27)
below (from Francis, p. 100, her numbering), she observes that “both projections are presented
as being on a scale, from drastic to more drastic” (p. 100). Compare the meaning of the
modification even more drastic in the label in (27) below with a more bombastic in the label in
(26) above:

27 According to a report submitted to an east-west migration conference in Vienna

earlier this year, some 1.4 million people left the post-communist countries last year.
Figures submitted to the European Commission in Brussels suggest that 800,000 a
year could be entering western Europe from the east. There are even more drastic
projections emerging from the Soviet Union: between 1.5 million and eight million
Soviet citizens are said to be ready to move westwards.

Discourse label patterns in text.

In describing the patterns in which advance labels are realized in text | draw primarily on
Tadros’s research on enumeration and advance labeling; | draw on both Francis and Schmid in
describing the patterns in which retrospective labels are realized in text. Although the discussion

included here is not intended to be comprehensive (for a comprehensive overview of the

lexicogrammatical patterns of shell nouns, see Schmid, pp. 294-297), it should nonetheless be
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useful to composition and L2 writing instructors as they approach the teaching of discourse
labeling to NNSs. This is of course because instructors of NNSs can utilize the often strong
working knowledge of English grammar that these developing writers have frequently acquired
from previous ESL/EFL instruction.

Advance labels.

Although Schmid provides an extensive description of the lexicogrammatical patterns in
which shell nouns occur, his focus regarding the cataphoric patterns he identifies is primarily
intraclausal. While this largely intraclausal focus doesn’t exclude the use of shell nouns in an
advance discourse labeling function, this function doesn’t take center stage in his work. It does,
however, take center stage in Tadros’s research on prediction, and therefore her extensive
treatment of the patterns in which the predictive categories of enumeration and advance labeling
are realized in text is more suitable to the purposes of the present discussion. Schmid’s research
will contribute briefly to the discussion as well.

Before turning to a detailed description of enumeration and advance labeling, however, it
should be noted again that the notion of prediction is not originally intended as a description of
nominal group lexical cohesion. Rather, it is “a prospective rhetorical device which commits the
writer at one point in the text to a future discourse act” (Tadros, p. 70). As will become evident
in a moment, this “prospective rhetorical device” comprises elements in addition to what | refer
to as advance discourse labels in this study. What these other elements are depends on the
specific criteria for predictive membership in the categories of enumeration and advance labeling
that Tadros has identified; I, in turn, interpret these criteria as patterns in which advance

discourse labels may be realized in the text.
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I approach the discussion of enumeration and advance labeling by revisiting Tadros’s
general description of how prediction is realized in the text:

Each of these categories consists of a pair, the first, predictive, member (symbol V),

signals the prediction which has to be fulfilled by the second, predicted, member (symbol

D). A member may consist of one or more sentences in a member (see Tadros 1981,

1985).% (p. 70)

Tadros describes the predictive category of enumeration as consisting of a predictive V
member that “carries a signal that commits the writer to enumerate