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ABSTRACT

COMPARISON OF EEG PREPROCESSING METHODS TO IMPROVE THE PERFORMANCE OF THE P300 SPELLER

The classification of P300 trials in electroencephalographic (EEG) data is made difficult due the low signal-to-noise ratio (SNR) of the P300 response. To overcome the low SNR of individual trials, it is common practice to average together many consecutive trials, which effectively diminishes the random noise. Unfortunately, when more repeated trials are required for applications such as the P300 speller, the communication rate is greatly reduced. Since the noise results from background brain activity and is inherent to the EEG recording methods, signal analysis techniques like blind source separation (BSS) have the potential to isolate the true source signal from the noise when using multi-channel recordings. This thesis provides a comparison of three BSS algorithms: independent component analysis (ICA), maximum noise fraction (MNF), and principal component analysis (PCA). In addition to this, the effects of adding temporal information to the original data, thereby creating time-delay embedded data, will be analyzed. The BSS methods can utilize this time-delay embedded data to find more complex spatio-temporal filters rather than the purely spatial filters found using the original data. One problem that is intrinsically tied to the application of BSS methods is the selection of the most relevant source components that are returned from each BSS algorithm. In this work, the following feature selection algorithms are adapted to be used for component selection: forward selection, ANOVA-based ranking, Relief, and recursive feature elimination (RFE). The performance metric used for all comparisons is the classification accuracy of P300 trials using a support vector machine (SVM) with a Gaussian kernel. The results show that although both BSS and feature selection algorithms can each cause significant performance gains, there is no added benefit from using both together. Feature selection is most beneficial when applied to a large number of electrodes, and BSS is most beneficial when applied to a smaller set of electrodes. Also, the results show that time-delay embedding is not beneficial for P300 classification.
K-12 SUMMARY

Since I was involved with the GK-12 program, one specific objective is the ability to communicate graduate level research at the K-12 level. This summary is intended to provide an overview of my thesis work targeted at K-12 students. There is a condition called “locked-in syndrome” that occurs when a person has become completely paralyzed and can no longer communicate. This could result from an accident or from a disease that causes paralysis. When a person is completely paralyzed and does not even have control of their facial muscles, there is no way to communicate even a simple “yes” or “no” answer. They end up becoming trapped in their own body. A brain computer interface (BCI) has the ability to restore basic communication to a person like this through their brain waves.

Electrical activity is constantly being generated by neurons in the brain. The BCI system observes this brain activity using sensors that are put into a cap that the person wears on their head. The person can change their brain waves depending on what they are thinking, and the BCI system can pick up on these changes to perform some action for the user, such as driving a wheelchair, moving a prosthetic arm, or controlling their computer. Since it is only using the person’s thoughts and does not require any muscle movements, a paralyzed person can successfully use a BCI. The basic communication and control that a BCI can provide will greatly enhance the quality of life for a locked-in patient. The work in this thesis focuses on one specific BCI called the P300 speller. This spelling program allows the person to type one letter at a time by flashing each letter on the screen in front of them. If the person is looking for the specific letter that they want to type, each time that letter is flashed, a spike in the brain activity is generated. By detecting this spike, it is possible to determine which letter the person wants to type. However, it is challenging to detect this spike because it is very small, and it is mixed in with a lot of other brain activity. The other brain activity is referred to as “noise” because it makes it difficult to see the spike, just as a lot of extra noise can make it difficult to hear someone else speak. The brain activity is recorded with many sensors that are placed around the head. The work in this thesis compares different mathematical approaches for combining the signals from all of these sensors in order to reduce the noise. If the noise can be reduced, the spike is easier to detect, and this results in a BCI with a better performance that is
more accurate when choosing the letter that the person wants to type. The results show that using certain mathematical approaches, a person can type up to 50% faster.
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Chapter 1

Introduction

The field of brain-computer interfaces (BCI) has emerged from the desire for new assistive technology, targeted at patients who are paralyzed and have lost all means of communication. Some specific target populations are patients with spinal cord injury or patients with amyotrophic lateral sclerosis (ALS), which is a neurodegenerative disease that can result in the loss of voluntary muscle movement. Many patients may still retain some voluntary control of their facial muscles which can be used as a reliable trigger for communication or the control of some external device. However, in some patients, the disease can progress to a point that will cause “locked-in” syndrome, which is a condition where the patient is awake and fully aware but cannot communicate with the outside world due to complete paralysis. In these cases, a BCI has the potential to establish a communication channel directly from the patient’s brain signals to the computer. There are two factors that must be considered for a BCI system: finding a brain signal that the patient can reliably and voluntarily control without the use of any muscular movements, and developing the analysis software that must detect these specific brain signals. Although BCIs currently only allow for limited communication, they have shown good potential for the basic control of a mouse cursor, a speller program, a wheelchair, a prosthetic arm, or some other external device, which can greatly increase the quality of life for a locked-in patient.

The brain signals used for a BCI can be obtained either through invasive or non-invasive recording methods. Research has been conducted using implanted electrodes on primates [1, 2, 3], and later, the BrainGate™Neural Interface System was developed by Cyberkinetics Neurotechnology Systems, Inc. and successfully implanted in humans [4]. These implanted electrodes allow for a very accurate reading of the electrical activity over a small portion of the brain. However, non-invasive methods are attractive since they do not require any surgical procedures, and the performance has been shown to be comparable to implanted electrodes by Wolpaw and McFarland [5] when using
more a sophisticated adaptive algorithm. In this work, the data is obtained through non-invasive electroencephalographic (EEG) recordings from a set of electrodes placed directly on the scalp using the International 10-20 system as shown in Figure 1.1. Each electrode detects the electric potential of synchronized neuronal activity occurring in that area of the brain. Since the electric potentials must pass through the skull, the EEG signals are inherently very noisy, which presents many challenges for signal analysis and pattern recognition.

Figure 1.1: This shows the electrode placement for a 64-channel EEG system using the International 10-20 system. The image is taken from [6].

There are many different approaches for BCIs, each having their own advantages and disadvantages, but they can generally be grouped into two categories. In the first category, the user voluntarily switches between a small set of mental tasks that each produce different brain patterns, where each mental task is associated with a specific action. The most commonly used tasks are motor imagery, such as imagining a hand or foot moving. The second category, which this thesis targets, uses evoked responses from external stimuli that are presented to the user. The user focuses their attention on a specific stimulus that elicits an event-related potential (ERP) in the EEG signals. The computer detects this ERP to determine the user’s desired action.
1.1 P300 Speller

One of the more well studied ERPs is the P300 response, which is characterized by a large positive deflection in the voltage starting about 300 ms after the onset of the stimulus, as shown in Figure 1.2. The P300 response is elicited by the “oddball” paradigm, in which repeated stimuli are presented to the user, and there is a specific target stimulus that rarely occurs among the more common non-target stimuli. Each time the target stimulus is presented to the user, the P300 response appears in the EEG signals. Although the P300 response is known to occur with different forms of stimuli, such as auditory stimuli [7], only visual stimuli is considered here.

![Figure 1.2](image-url)

**Figure 1.2:** This plot shows the averaged P300 response at electrode Cz for Subject C, displaying a large positive peak from about 300–600 ms. This data was recorded at the Colorado State University Occupational Therapy lab using a 32-channel Biosemi system. More detail is given in Section 3.1.

Farwell and Donchin [8] first utilized the P300 response to create a BCI that allows the user to type a single letter at a time, referred to as the P300 speller. A $6 \times 6$ grid of characters (although it can be larger) is displayed to the user, as shown in Figure 1.3. The rows and columns of this grid flash at a constant rate, about eight times per second. The user must focus their attention on the letter that they want to type. A P300 response is elicited each time the row or column containing the target letter is flashed. This falls into the oddball paradigm because the random flashing is unpredictable but expected, and the probability of the target stimulus is only $\frac{1}{6}$ when using a $6 \times 6$ grid. It is then possible to identify the target letter from the intersection of both the target row and target column. Therefore, character recognition is broken up into two distinct tasks: the classification of the target row, and the classification of the target column. To classify a row, a window of data (e.g. a one-second window) is taken directly after the flashing of each of the six rows. The P300 response should be visible in only the row containing the target letter. Therefore,
the row associated with the window of data that most closely resembles a P300 is determined to be the target row. The same concept is used to find the target column. The target row and column determine the desired letter, and this is referred to as character classification.

![P300 speller grid](image)

Figure 1.3: This shows a $6 \times 6$ P300 speller grid that was used for the BCI Competition III. The image is taken from [9].

One of the main challenges of P300 classification is the low signal-to-noise ratio (SNR). The P300 response is hard to distinguish amongst the background noise, caused by ongoing electrical activity in the brain. Therefore, the low SNR is inherent to this problem and is usually overcome by averaging together many subsequent trials. Figure 1.4 shows 20 individual target P300 trials, and it is clear to see how much noise is included in single trials and how difficult it is to find the true P300 signal. Figure 1.5 shows the effect of averaging together both target and non-target trials. If the background noise is assumed to be random Gaussian noise, as more trials are averaged together, the noise is effectively diminished, which makes the true P300 response more prominent. Although this makes the classification task easier, the drawback is that the system needs many more repeated trials to make one decision, resulting in a speed-accuracy tradeoff. In the context of the P300 speller, the user must stare at their target letter until the system has collected enough repeated trials to make the decision. This reduces the communication rate, and therefore, one of the current goals of this field is to reliably detect P300 responses using fewer averaged trials, with the eventual goal of single-trial classification.
Figure 1.4: This plot shows 20 randomly selected individual P300 trials recorded from Subject C plotted on top of each other. It is clear to see the amount of noise in a single trial, which makes it difficult to detect the P300 signal.

Figure 1.5: This plot shows the effects of averaging trials together. The same 20 target trials from Figure 1.4 are averaged together and shown with 20 non-target trials. As more trials are averaged together from (a) - (f), the distinction between target and non-target trials is made more clear.
1.2 Related Work

1.2.1 State of the Art

A literature review of the field does not show any single P300 detection system to be the state of the art. Krusienski, et al., [9] report the results of a comparison of different classifier algorithms, which shows that stepwise linear discriminant analysis (SWLDA), a fairly simple linear classifier, and support vector machines (SVMs) perform well compared to the other classifiers. Unfortunately, it is difficult to directly compare between many of the approaches presented in the literature because they use data recorded from different labs and different subjects, which can vary greatly. There are two well known benchmark P300 datasets provided from the BCI Competition II [10] and the BCI Competition III [11]. Several different approaches were able to achieve 100% accuracy using only 4-8 averaged trials [12, 13, 14, 15] on the BCI Competition II data. Kaper, et al., [12] used a straightforward approach with a Gaussian SVM to achieve perfect results with 5 averaged trials. Xu, et al., [13] applied independent component analysis (ICA) using a priori information to select the best components to enhance the target responses. They then used a fairly simple peak-picking method to obtain 100% classification with 5–8 averaged trials. Bostanov [14] proposed a distinctly different approach that used a continuous wavelet transform to extract features from each trial and classified with linear discriminant analysis (LDA) to achieve perfect results with 6 averaged trials. The dataset from the BCI Competition III proved to be more challenging, with the best results coming from Rakotomamonjy and Guigue [16], who employed an ensemble of SVMs to obtain an accuracy of 96.5% using 15 averaged trials. The authors use an ensemble of 17 different SVM classifiers each trained on a different portion of the training instances in order to be more robust to variability between trials. This short list shows that there are many different approaches that all perform well, and it is not immediately clear whether one approach is better than the rest across multiple subjects.

Of course, the real test is to look at the online performance with actual patients. Some initial studies have been performed on ALS patients [17, 18] that show the P300 speller is a plausible system to use with severely disabled patients. Using three ALS patients, Sellers and Donchin [17] use a simplified P300 BCI to choose between only four options. The results show that two of the ALS patients were able to achieve offline accuracies comparable to the control group of able-bodied patients. Nijboer, et al., [18] found that four ALS patients with severe paralysis were able to achieve a mean online accuracy of 79% using the P300 speller interface. They also showed that the P300 response remained stable over a period of 40 weeks in all patients. These studies are promising.
and indicate that the P300 speller is a viable option for text communication with severely disabled patients.

Although the P300 speller has been studied extensively and is one of the more well established BCI systems, a recent review of the field by Mak, et al., [19] concludes that more work still needs to be done to optimize the speed, accuracy, and consistency before the P300 speller is practical to use with disabled patients. This becomes even more relevant when considering that ALS patients can display widely varying ERP responses between subjects. Paulus, et al., [20] found that 12 out of 16 ALS patients displayed abnormal P300 responses in regards to the latency, shape, and amplitude. This suggests that a reliable BCI system must be able to adapt to the unique responses of each subject’s ERP and be robust enough to handle the variations between trials within a subject. It is standard practice to train the BCI system for each new subject, allowing it to only learn the characteristics of that individual’s ERP. Therefore, some approaches might have difficulty if they use a priori information to make assumptions about the temporal and spatial characteristics of the standard P300 response, especially when applied to abnormal ERPs from ALS patients.

1.2.2 Blind Source Separation

Blind source separation (BSS) methods are based on the assumption that the observed signals from a multi-channel recording are produced from a mixture of several distinct source signals. In the context of EEG recordings, many spatially distinct brain sources are believed to contribute to the overall observed EEG signal. ICA, PCA, and MNF have all shown to be successful at removing artifacts in EEG [21, 22, 23] through BSS. Artifacts are considered to be any sort of EEG contamination resulting from biologically generated or external sources. Some examples are muscle activity, eye blinks, or 60 Hz line noise. Each of these BSS methods are known to isolate the artifact activity into individual source components. Compared to P300 source extraction, artifact extraction is a much easier task since the contaminating signals are usually large relative to the ongoing EEG activity. When used for P300 classification, only ICA has been applied and shown to isolate the P300 signal into source components [13, 24, 25, 26, 27]. The literature lacks comparative studies of ICA to other simpler methods like PCA and MNF.

Makeig, et al., [28, 29, 30] applied ICA to averaged ERP trials and confirmed that the observed signal is comprised of many spatially distinct and independent brain processes. Therefore, the application of BSS to P300 trials has the potential advantage of finding the corresponding spatial filters to isolate these independent sources. Xu, et al., [13] applied ICA to P300 data and used a priori information about the spatial and temporal characteristics of the standard P300 response.
to select the most relevant source components. Their algorithm selects components with larger amplitudes from 250–400 ms and stronger contributions from electrodes Cz, C1, and C2 that were later used for classification. Although it worked well for that single subject, as explained above, the disadvantage of using \textit{a priori} information is that each subject’s P300 response can vary significantly, especially in ALS subjects. Piccione, et al., [25] and Li, et al., [27] also applied ICA and both used different forms of \textit{a posteriori} template matching to select the most relevant source components. Wang and James [26] applied spatially constrained ICA to P300 trials also using an \textit{a posteriori} template matching algorithm, but it requires the manual selection of the best component to use as a template. Their results showed that this method increased character classification from 51.6% to 96.8% on the BCI Competition II dataset. Hill, et al., [24] classified auditory P300 trials with and without ICA to find that ICA generally improved the accuracies across all subjects, by up to 14% over the original data without applying ICA. They also applied recursive feature elimination (RFE) [31] to the resulting source components but found that although many components did not contribute to the performance, the elimination of these irrelevant components did not increase the accuracy.

Since traditional ICA (referred to here as spatial ICA) must be used on multi-channel recordings, it is not possible to use with only a single channel. However, Davies and James [32] introduced the concept of single channel ICA that utilizes time-delay embedded data. Time-delay embedded data uses the original data from one channel lagged by one or more time samples to introduce a new lagged dimension, essentially creating a new ‘channel’ that is utilized by the BSS method. When using only a single channel with lagged data, ICA produces components which are a linear mixture of the lagged time samples without any spatial information, thereby creating a purely temporal filter. The authors applied single channel ICA to ictal EEG recordings [32] and P300 recordings [33] to find that it is able to successfully separate meaningful sources. However, quantitative analysis showed that it is inferior to spatial ICA, which is to be expected since more data is available in a multi-channel recording. James, et al., [34] further extended this idea to a create spatio-temporal ICA method that uses time-delay embedded data from multi-channel EEG recordings to obtain a set of source components derived from spatio-temporal filters. Their results show that spatio-temporal ICA better isolates the ictal activity than traditional spatial ICA. Davies, et al., [35] use the same spatio-temporal ICA algorithm applied to P300 data, and they visually show that it is able to extract a source component resembling P300 activity. However, no quantitative analysis is performed.
1.3 Contributions

This work contributes to the field of P300 classification by analyzing several preprocessing techniques as a way of maximizing the meaningful information from the original data. In the following experiments, the classifier is kept constant to best isolate the effects of the different preprocessing steps. Specifically this work looks at the contribution of several BSS methods, ICA, PCA, and MNF. It is hypothesized that the BSS methods will isolate the meaningful P300 information into several source components, necessitating the selection of only the most relevant components. The component selection process is performed by the application of different feature selection algorithms adapted for this task: forward selection, ANOVA ranking, Relief [36], and SVM recursive feature elimination [31]. Using these algorithms, no a priori information is used and no assumptions are made about the characteristics of the P300 response. The only criteria is to find the most distinguishing information between target and non-target trials. The feature selection algorithms are also applied to the original data without BSS for channel selection in order to better understand the contribution from these algorithms. The following experiments are run on EEG data using the full set of electrodes and on EEG data using only a subset of 8 electrodes that have already been found to be meaningful for P300 classification [37]. Although a full set of electrodes provides more information, a smaller set of electrodes is desirable for practical reasons due to the lower cost and higher usability for in-home use with patients. The preprocessing steps exhibit different performance trends depending on the number of available electrodes, and the differences are explored in these experiments.

Another contribution of this work is to study the effects of time-delay embedding by adding lags to the data. The inclusion of temporal information allows the BSS methods to find more complex spatio-temporal filters, rather than purely spatial filters. Spatio-temporal filters have the potential to account for phase delayed coherence between electrodes. If activity in two separate areas of the brain are synchronized with a phase delay, the spatial BSS methods cannot recognize this. An ERP analysis by Makeig, et al., [38] using ICA found several source components containing essentially the same information except with a phase delay. The spatial BSS methods isolate these as independent components even though they are clearly dependent on each other. Therefore, the effects of temporal information in addition to spatial information are explored in the context of P300 classification.

The main objective of this work is to find a set of automated preprocessing steps that can be applied to the raw data to best extract meaningful ERP components from noisy EEG data. Utilizing time-delay embedded data, BSS, and feature selection algorithms, the effects of each of these
steps will be analyzed to gain insights into the preprocessing steps that are most beneficial across
different subjects, ensuring that the methods are able to adapt to inter-subject differences by making
no assumptions about the characteristics of the P300 response. Although the experiments here
use a support vector machine (SVM), the preprocessing steps are independent of the classification
algorithm and can potentially be used in other systems, but it remains to be seen how well the
results generalize to other classifiers. It is important to remember that the other components of the
BCI system require further analysis in this context, such as other feature extraction techniques like
wavelet transforms and other classifiers like neural networks or SWLDA. It is likely that there are
interaction effects between all of these choices.

Overall, the contributions of this thesis are the comparison of multiple BSS methods, some of
which have not been applied to this problem before, and the comparison of several feature selection
algorithms that have been adapted for source component selection and channel selection. All possible
combinations are explored to analyze any interaction effects between algorithms. The experiments
are run on three different datasets, two subjects from the BCI Competition III dataset [11] and
one subject recorded from the Colorado State University Occupational Therapy lab. A comparison
of these approaches across multiple subjects is seldom found in the current literature of the BCI
field. Therefore, this work will contribute to the overall understanding of the effect of different
preprocessing steps when used for P300 classification.

1.4 Overview

The thesis is laid out as follows: Chapter 2 defines all algorithms that are used in the experiments
for this work. The three BSS algorithms, time-delay embedding, and SVMs are all mathematically
defined, while each feature selection algorithm is described in detail based on how they are applied
in this work. Chapter 3 describes the datasets used and details the steps used in all experiments,
which can be followed in order to reproduce any of the results. Chapter 4 explains the results of
all experiments and includes figures that show the comparison of performances between different
approaches. Chapter 5 concludes this work by providing a more in-depth discussion of the results
and several different avenues for future work.
Chapter 2

Algorithms

In order to better understand the different approaches that were used in the experiments, a detailed explanation of all algorithms is provided in this chapter. Support vector machines (SVMs) are first described to understand how the classification of target/non-target trials is applied in this context. The general approach towards all BSS algorithms is first described before detailing the differences between the three specific algorithms used in this work. Then, the process of creating time-delay embedded data from the original dataset is described, and it is explained how this relates to BSS since, in this work, time-delay embedding is only ever used by the BSS algorithms. Finally, the four feature selection algorithms are described based on how they are used for either component selection or channel selection.

2.1 Support Vector Machines

A support vector machine (SVM) [39] is a large-margin binary classifier. Given a set of training data from two classes, an SVM will find the hyperplane that separates samples from the two classes with a maximum margin. The training set for an SVM consists of paired instances $x_i$ with a class label $y_i$. A training set containing $N$ instances with $f$ features is represented by $\{(x_i, y_i) | x_i \in \mathbb{R}^f, y_i \in \{-1,1\}\}_{i=1}^N$. If the data is linearly separable, the optimization problem can simply be formulated as

$$\min_{w,b} \|w\|^2$$

s.t. $y_i(w \cdot x_i + b) \geq 1$

with the separating hyperplane designated by $w \cdot x + b = 0$. When an unseen instance $x$ from the test set is classified, the decision function is $f(x) = w \cdot x + b$. If $f(x) < 0$, the instance lies on one side
of the hyperplane and \(x\) is classified as belonging to the first class (i.e., \(y = -1\)), and if \(f(x) > 0\), \(x\) is in the second class (i.e., \(y = 1\)).

If the data is not linearly separable, the formulation can be modified to become a soft-margin classifier. Misclassifications are now allowed with a given penalty that is regulated by the penalty parameter \(C\) that must be chosen in advance. The optimization problem is now stated as

\[
\min_{w, b} \|w\|^2 + C \sum_{i=1}^{N} \xi_i^2 \\
\text{s.t. } y_i(w \cdot x_i) \geq 1 - \xi_i, \xi_i \geq 0.
\]

The variable \(\xi_i\) can be seen as a slack variable. The soft-margin formulation finds a hyperplane solution that is a trade-off between maximizing the margin and the amount of error allowed with a given penalty parameter \(C\).

The above formulations, only allow for linear classification, but these can be extended by applying the kernel trick for nonlinear classification. A data instance \(x\) can be mapped into some higher-dimensional (or even infinite-dimensional) space by a given mapping \(x \mapsto \Phi(x)\). If only the dot product between two instances is needed, which is the case in the dual formulation of the SVM, the kernel trick can be used so that the mapping is never explicitly computed for any instances. A kernel function \(K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j)\) is defined that efficiently computes the equivalent of the dot product of \(x_i\) and \(x_j\) in the higher-dimensional space. In this work, a Gaussian radial basis kernel is used that is defined as

\[
K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2).
\] (2.1)

Based on optimization theory, the SVM optimization problem can be reformulated as its dual problem. The dual is an equivalent optimization problem that is formulated using Lagrangian multipliers. The SVM optimization problem in its dual form is

\[
\max_{\alpha} \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j K(x_i, x_j) \\
\text{s.t. } \sum_{i=1}^{N} \alpha_i y_i = 0, \alpha_i \geq 0.
\] (2.2)

The decision function is \(f(x) = \sum_{i=1}^{N} y_i \alpha_i K(x_i, x) + b\), which still classifies an instance \(x\) depending on whether the value of \(f(x)\) is positive or negative.

In this context, the SVM is utilized by training it with target and non-target instances using feature vectors created from the time samples of the signals from a one second window in each of the channels being using. The implementation used for this work is from the R package \textit{e1071} [40].
2.2 Blind Source Separation

Blind source separation (BSS) methods are based on the assumption that the observed signals from a multi-channel recording are produced from a mixture of several distinct source signals. They attempt to isolate the original source signals by applying a transform to the set of observed signals. The classic example used to describe BSS methods is the cocktail party problem. In the “cocktail party,” there is a room with several people speaking simultaneously, and their voices are considered to be the independent sources in this problem. There are also several microphones set up throughout the room recording a mixture of all the voices (sources). Using the information from all of the recording channels (microphones), the BSS methods attempt to transform this data into a set of the original independent source signals.

The BSS methods accomplish this by finding a set of basis vectors to transform the original data, where the three different methods use different optimization criteria to find these basis vectors. The observed signals \( X(t) = [x_1(t), x_2(t), x_3(t), \ldots, x_n(t)] \) consisting of \( n \) channels are assumed to originate from some unknown linear mixing of \( p \) source signals \( S(t) = [s_1(t), s_2(t), s_3(t), \ldots, s_p(t)] \), defined as

\[
X(t) = AS(t).
\]

Here, \( A \) is the unknown mixing matrix of dimensions \( n \times p \). It should be noted that in order to solve this problem, the mixing matrix must be overdetermined (i.e., \( n \geq p \)). If there are more sources than recording channels, it is impossible to completely isolate each source. In this work, an assumption is made for simplification that the number of sources is equal to the number of channels, \( p = n \). Therefore, the mixing matrix \( A \) is \( n \times n \). The BSS method then attempts to find the corresponding unmixing matrix \( W \) that best estimates the original source signals, as in

\[
\hat{S}(t) = WX(t).
\]

Here, \( \hat{S}(t) \) is the estimation of the source components \( S(t) \). It is also possible to find an estimate of the original mixing matrix \( A \) by taking an inverse of the resulting unmixing matrix, as in \( W^{-1} \). Using the mixing matrix \( A \), it is then possible to project the components back to reconstruct the original data, shown by

\[
X(t) = W^{-1}\hat{S}(t) = A\hat{S}(t) = AWX(t).
\]

It is also possible to select only a single source component \( \hat{s}_j(t) \) and project it back to find the contribution from component \( j \). \( X^{(j)}(t) \) denotes the signals in \( X(t) \) that originated from the source
$s_j(t)$ and is defined as

$$X^{(j)}(t) = a_j s_j(t) = a_j w_j X(t). \quad (2.3)$$

The variable $a_j$ refers to the $j^{th}$ row in $A$, and $w_j$ refers to the $j^{th}$ column in $W$.

The unmixing matrix $W = [w_1, w_2, w_3, \ldots, w_n]$ consists of a set of basis vectors, where each column vector $w_i$ is associated with a single source, and can be thought of as a spatial filter. Each basis vector provides weights for a linear mixture of the channels from the recorded data $X(t)$ that results in a single source component. This is especially relevant when it is known that the sources are spatially distributed across the recording channels. Therefore, there will be many references to the spatial filters associated with sources, which are derived from the associated basis vector. Figure 2.1 provides a visual example of an extracted source and its associated spatial filter from an 8-channel EEG recording.

![Figure 2.1](image-url)
2.2.1 Principal Component Analysis

Principal component analysis (PCA) [41] is a method to find a linear transformation of the data that maximizes the variance of the transformed data. Using PCA, the transformation is constrained to be orthogonal. This problem is solved using the eigenvectors of the covariance matrix $X^TX$, as shown in

$$X^TX\alpha = \lambda \alpha$$

where $\alpha$ is an eigenvector with a corresponding eigenvalue $\lambda$. The set of all eigenvectors constitute the new orthogonal basis that the data is projected on.

PCA can be used for BSS on EEG data recorded with $n$ channels by applying it to the covariance matrix across the $n$ dimensions. The bases obtained from this process are linear combinations of the $n$ channels, which represent the set of spatial filters for the source components.

2.2.2 Independent Component Analysis

Independent component analysis (ICA) is a concept that can be applied to any set of random variables to find a linear transform that maximizes the statistical independence of the output components. Whereas PCA relies only on the second-order statistics of covariance, ICA can be seen as a higher-order generalization of PCA that does not require orthogonality. Comon [42] rigorously defined ICA as an optimization problem to minimize the mutual information between the source components. He presented an efficient algorithm using higher-order statistics to measure the notion of non-Gaussianity that corresponds with statistical independence.

To understand how non-Gaussianity relates to statistical independence, it is necessary to understand the central limit theory, which states that the sum of many independent processes tends towards a Gaussian distribution. Therefore, if $S(t)$ is assumed to be a set of truly independent sources, the observed mixed signal $X(t)$ will be more Gaussian by the central limit theory. A single estimated source $\hat{s}_i(t)$ is a linear mixture of $X(t)$ given by the weights in the spatial filter $w_i$. The $w_i$ that maximizes the non-Gaussianity of $\hat{s}_i(t)$ is used to find the closest approximation to the true independent source $s_i(t)$. Therefore, the optimization criteria is to find the unmixing matrix that maximizes non-Gaussianity in all of the source components.

There are many different implementations of ICA that each use different metrics for statistical independence. Based on the comparison of several ICA algorithms applied to BCI applications by Kachenoura, et al., [43], we chose to use FastICA [44], utilizing the R implementation in the package fastICA [45]. FastICA uses kurtosis as a measure of non-Gaussianity, which is a fourth-
order statistic defined as $E\{X^4\} - 3$ for signals with a mean of zero and unit variance. It indicates whether a probability distribution is sub-Gaussian, Gaussian, or super-Gaussian. A super-Gaussian distribution contains a more acute peak around the mean and long tails. It is usually the result of a signal that does not normally vary much but contains large infrequent deviations. A sub-Gaussian distribution is represented by a lower, wider peak. An assumption is made that white noise is Gaussian, and the most independent sources are furthest from a Gaussian distribution. A signal with negative kurtosis is sub-Gaussian, while a signal with positive kurtosis is super-Gaussian, and a Gaussian distribution has a kurtosis equal to zero. A signal that is super-Gaussian with a higher kurtosis means that much of the variation in the signal is caused by large deviations that occur infrequently causing a heavy tailed distribution that is more common in many independent signals. FastICA finds the set of source components that correspond to the kurtosis extrema.

2.2.3 Maximum Noise Fraction

Maximum noise fraction (MNF) is an algorithm that was first proposed to eliminate noise from satellite images. It was later adapted as a BSS technique for time series data by Hundley and Kirby [46, 47]. It attempts to decompose the signal into source and noise components, based on the assumption that the observed signal $X$ is created by a combination of sources $S$ and noise $N$, as in $X = S + N$. An assumption must also be made that the sources and noise are orthogonal, that $S^T N = 0$ and $N^T S = 0$. The algorithm then finds the basis vectors $\alpha$ that maximize the SNR, where SNR is defined as

$$SNR = \max_{\alpha \neq 0} \frac{\|S\alpha\|}{\|N\alpha\|} = \max_{\alpha \neq 0} \frac{\alpha^T S^T S \alpha}{\alpha^T N^T N \alpha}$$

With the assumption that the sources and noise are orthogonal, the following equality holds

$$\frac{\alpha^T X^T X \alpha}{\alpha^T N^T N \alpha} = \frac{\alpha^T (S + N)^T (S + N) \alpha}{\alpha^T N^T N \alpha} = \frac{\alpha^T S^T S \alpha}{\alpha^T N^T N \alpha} + \frac{\alpha^T N^T N \alpha}{\alpha^T N^T N \alpha} = \frac{\alpha^T S^T S \alpha}{\alpha^T N^T N \alpha} + 1$$

Therefore, the optimization equation can be rewritten as

$$SNR = \max_{\alpha \neq 0} \frac{\alpha^T S^T S \alpha}{\alpha^T N^T N \alpha} = \max_{\alpha \neq 0} \frac{\alpha^T X^T X \alpha}{\alpha^T N^T N \alpha}$$

(2.4)

Since $X^T X$ is easily computed with the input data $X$, only the noise covariance $N^T N$ is unknown and must be characterized. If the source signals are smooth, the noise covariance can be approximated as the covariance of the difference between the original signal $X$ with the same signal shifted by one time sample $X_S$, so that $N^T N \approx (X - X_S)^T (X - X_S)$. This characterizes the noise as large fluctuations from one sample to the next, which generally corresponds with the higher frequency components. Equation 2.4 can be solved using the generalized singular value decomposition to find
the basis vectors \( \alpha \), resulting in the source components that are then sorted in order of decreasing SNR.

### 2.3 Time-delay Embedded Data

Time-delay embedded data is created by adding a new lagged dimension using the same data from one of the original channels, only shifted (or lagged) by one or more time samples. The original recorded data \( X(t) \) with \( n \) channels is represented as

\[
X(t) = \left[ x_1(t), \ x_2(t), \ \ldots, \ x_n(t) \right]
\]

where \( x_i(t) \) represents a column vector of all time samples recorded from channel \( i \) starting at time 0. The data can then be shifted by \( \tau \) time samples so that \( x_i(t + \tau) \) represents a column vector of time samples from channel \( i \) starting at time \( \tau \) instead of time 0.

\[
X(t + \tau) = \left[ x_1(t + \tau), \ x_2(t + \tau), \ \ldots, \ x_n(t + \tau) \right]
\]

In order to create the modified time-delay embedded data matrix \( X^*(t) \), \( d \) new lagged dimensions are added from each of the original channels, creating a new matrix that is \( nd \)-dimensional from the original \( n \) dimensions.

\[
X^*(t) = \left[ \ X(t), \ X(t + \tau), \ X(t + 2\tau), \ \ldots, \ X(t + d\tau) \ \right] \tag{2.5}
\]

This effectively adds temporal information to each individual time sample. In the original data matrix \( X(t) \), a single point at time \( t \) contains one time sample from each of the \( n \) channels, therefore encompassing purely spatial information. The corresponding point in \( X^*(t) \) contains the same spatial information from the \( n \) channels as well as a window of temporal information between time \( t \) and time \( t + d\tau \). With this additional temporal information, the BSS methods result in spatio-temporal filters that have the potential to extract temporal correlations between source activity in separate locations of the brain. Figure 2.2 displays a simple example that shows the advantages of temporal information. There are four sources that are each represented by sine waves at a specific frequency. However, the first two sources are the same frequency, only with a phase shift. The four sources are mixed together into three recording channels. When using spatial BSS, the algorithms do not find any correlation between the phase-delayed sources and are unable to extract independent sources using three channels. However, when only a single lagged dimension is included in the data, both ICA and MNF are clearly able to extract components that have the same frequencies as the original sources. The spatio-temporal BSS algorithms result in six components since there are six dimensions.
including the lags. With the temporal information, the two phase-delayed sources can be thought of as originating from a single source that causes temporally correlated but spatially distinct activity. PCA was not able to extract the independent sources, most likely due to the orthogonal constraint on the basis vectors.

### 2.4 Component Selection

When applying BSS, the objective is to minimize the mutual information across the channels, resulting in source components that can capture very specific brain activity. The set of source components can contain some signals that are relevant for classification as well as signals that are irrelevant. Figure 2.1 shows a relevant source component that contains a signal capturing the positive P300 peak. However, in the same set of components, one source extracted only the visual response to the stimuli that is found in both target and non-target trials, as shown in Figure 2.3. Since this activity is common among all trials, it does not provide any distinguishing information for the classifier, and therefore, it is believed that the application of a component selection step can eliminate these irrelevant components.

The following feature selection algorithms were adapted for source component selection, but they can also be used identically for channel selection on the original data. When applied to the original data without BSS, certain electrodes can be entirely eliminated because they are not useful for P300 detection. Each algorithm returns a ranking of the components (or channels) by relevance. In addition to the ranking, it is necessary to determine the optimal number of components. Using a separate validation set, the top $m$ ranked components were selected, as $m$ varied from 1 to a preset maximum of 20, to find the $m$ that resulted in the highest validation accuracy using an SVM. Thus, the top $m$ ranked components were selected to be used for the final data transform.

#### 2.4.1 Forward Selection

Forward selection is a greedy algorithm that is popular for feature selection [48]. It attempts to find the best features by analyzing the performance of certain subsets of features using the same learning algorithm that is later used for classification, in this case an SVM. Starting with an empty set, each component was added, and the accuracy was assessed. The component with the highest validation accuracy was selected and added to the current set. New components were recursively added to the set in this fashion, and the components were ranked based on the order they were added.
Figure 2.2: Comparison of the three BSS methods with and without time-delay embedding. The four original sources (a) are sine waves at different frequencies, except that the first two are the same frequency with a $\pi/2$ phase shift. The four sources are artificially mixed together into three channels that represent the observed recordings (b). The source components are shown (c)–(h) for each BSS method as the standard spatial algorithm and as the spatio-temporal version when applied to time-delay embedded data containing one lag.
Figure 2.3: An example ICA source component from Subject C. The original 8 channels are shown on the left with alternating target and non-target trials. The start of a target trial is indicated with a red solid line. The scalp map visualizes the spatial filter associated with this component. The sign of the weight is indicated by the color: green (light gray) for positive, and red (dark gray) for negative. The magnitude of the weight is relative to the size of the circle. The linear combination of the original 8 channels using the given spatial filter produces the single source component as shown on the right in blue. This source component contains activity associated with the visual processing of the flashing stimuli that occurs around 100–200 ms in both the target and non-target trials. As seen in the spatial filter, this component contains a large contribution from the back of the head over the occipital lobe where visual information is processed in the brain.
2.4.2 ANOVA Ranking

This algorithm is based on the analysis of variance (ANOVA) statistical test, which has been utilized previously for feature selection [49]. The ANOVA test was applied to individual features using trials from both classes in order to determine the level of significant difference between the means of each class. Since each feature represents a single time sample associated with one component, the ANOVA scores were averaged over all time samples for each component. The averaged ANOVA scores were then used to rank the components.

2.4.3 Relief

Relief was originally developed by Kira and Rendell [36] as an efficient heuristic estimator of feature weights. In this case, the features are individual time samples in the signals, so the algorithm was adapted for component selection by averaging the feature weights across all time samples for a given component. Using a set of training instances from both classes (target and non-target), a random sample is chosen, and the two nearest neighbors from each class are found, the nearest hit (same class) and the nearest miss (opposite class). The weights for each feature are updated based on rewarding short distances to the nearest hit and longer distances to the nearest miss. The adapted Relief implementation in these experiments uses the $L_1$ distance measure and the five nearest neighbors from each class based on an extension proposed by Kononenko [50]. The components were ranked based on their averaged feature weights.

2.4.4 Recursive Feature Elimination

RFE is tied closely with the learned weights from an SVM model. It removes features with the smallest weights since they have the least influence on the margin and recursively retrains the SVM to remove the next set of weights. Lal et al. [31] adapted this for reverse channel elimination, and the same concept is used here by averaging the SVM model weights across each component. At each iteration, the bottom $\frac{1}{4}$ of the components with the smallest weights were removed due to the large amount of computational resources required for this algorithm. The final components are ranked based on their averaged weights.
Chapter 3

Experimental Methods

This chapter describes in detail the steps used to generate all results in this thesis. The datasets from all three subjects are first described. Then, a step-by-step description of the experimental flow is provided. Some steps are optional, which are noted, but all possible steps based on the application of BSS and/or feature selection are described from beginning to end. All parameter choices are explained based on the results of several pilot experiments. Then, the hypotheses are explicitly stated while describing the set of experiments that were run in order to test these hypotheses.

3.1 Datasets

The first dataset is taken from the BCI Competition III, dataset II [11] that contains responses obtained using the P300 speller paradigm as described by Farwell and Donchin [8]. There are two subjects in the dataset, referred to as Subject A and Subject B, containing 2550 target trials each. The data were originally sampled at 240 Hz and decimated by a factor of 2. The data were recorded using a 64-electrode cap, but some of the experiments use only a subset of 8 channels (Fz, Cz, Pz, Oz, P3, P4, PO7, PO8). Krusienski, et al., [37] empirically showed that this subset of electrodes achieved the best performance across many subjects.

The second dataset was recorded at the Colorado State University Occupational Therapy lab using the Biosemi active electrode system. The paradigm for this study consisted of a grid of flashing letters with only the letter in the middle of the screen changing with each flash. The subject was asked to focus their attention on the middle letter and count the occurrences of a specific target letter (“b”, “d”, or “p”). The probability of occurrence for the target letter was 0.25. The data were originally sampled at 1024 Hz and decimated by a factor of 8. The data were recorded with a 32-electrode cap, but again, some of the experiments use only 8 channels (Fz, Cz, Pz, Oz, P3, P4, PO3, PO4). 540 target trials were recorded from a single subject, a 23-year-old able-bodied female,
referred to as Subject C. Figure 3.1 shows several trials of the training data for each subject.
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(a) Subject A

(b) Subject B

(c) Subject C

Figure 3.1: Training data for each subject. 5 individual trials are averaged together for one of the trials shown here, which is the same that is used to train the BSS algorithm and the SVM. The target and non-target trials are alternately concatenated, with a red solid line indicating a target trial and a black dashed line indicating a non-target trial.

### 3.2 Work Flow

The entire work flow described below details the steps taken for a single experiment with a given approach and was performed independently for each subject. The output is a set of preprocessing steps and an SVM model used for future classification. Using data from only a single subject, the algorithm can adapt to the individual differences in each subject’s P300 signal, allowing for better classification results on the same subject. This is the standard practice for most BCI systems, requiring each subject to first undergo a training session before the BCI system can be used.

All data were first bandpass filtered from 0.23 Hz to 30 Hz. The data were then normalized for zero mean and unit variance. This was especially necessary for the BCI Competition data since each character in the sequence was a separate data segment containing 15 repetitions of the flashing of
all 12 rows/columns, and some individual data segments had much larger amplitudes. Therefore, each data segment was normalized independently, and each channel was also treated independently. The trials used for classification consist of one-second long windows after each stimulus onset that are extracted from the continuous signal in each data segment. If time-delay embedded data was utilized though, the additional lagged dimensions were added before the data was segmented into one-second trials. Therefore, using \( n \) channels and \( d \) lags, the original \( n \)-dimensional continuous signal becomes a \( nd \)-dimensional time-delay embedded data matrix that is then used for extracting the one-second trials. As explained above, the time-delay embedded data allows the BSS methods to extract spatio-temporal filters than can account for more complex brain dynamics. However, in the experiments in which BSS was not applied, there is no reason to include additional lagged dimensions because it does not add any new data. Without applying BSS, the feature vector used for the SVM is produced from all time samples in each of the channels. If time-delay embedded data was used, this would only result in redundant features since there would be identical time samples in the lagged dimensions. Therefore, when later discussing the results of time-delay embedding, it is only used in the context of BSS.

A subset of the non-target trials was randomly selected to produce a balanced dataset with the same amount of target and non-target trials. All trials were then randomly partitioned into training, validation, and test data, using dataset fractions of 0.3, 0.3, and 0.4, respectively. At this point, the training set consists of an equal number of individual target and non-target trials. It is possible to average together groups of these trials to produce training data that has a cleaner P300 signal as shown in Figure 1.5, but it is not immediately clear whether this is beneficial. Some initial pilot experiments were run to test the effects of averaging trials together in the data used to train the BSS algorithm as shown in Figure 3.2. At first it might seem that having a more reliable and consistent P300 signal in the training data would allow the BSS method to extract more meaningful components. For instance, Figures 2.1 and 2.3 were produced using 100 averaged trials because the larger number of averaged trials produced source components that were easily reproducible and visually looked more meaningful. However, when used for P300 classification, the number of averaged trials in the test data usually only varies from 1 to 15. Therefore, it seems that the components obtained from a BSS method on training data with fewer averaged trials does indeed carry over better to test data using fewer averaged trials. In all remaining experiments, the number of averaged trials applied to the BSS training data was fixed at 5 averaged trials, which was arbitrarily chosen based on these results. After the training data was averaged together, target
and non-target trials were alternately concatenated together to produce the training data used for BSS. Since class labels are not used for BSS methods, the training data essentially consisted of one continuous signal for each channel containing one-second windows of alternating P300 and non-P300 responses, as shown in Figure 3.1.
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Figure 3.1: Results of changing the number of trials averaged together for the training data for BSS. Results are from Subject A when using ICA without any feature selection. The classification accuracies are shown as the number of averaged trials in the test data varies from 1 to 15. Three different experiments were run with the number of averaged trials set to 1, 10, or 100, which only applies to the training data used for ICA. These results show that a smaller number of averaged trials applied to the training data allows ICA to extract more meaningful source components used for classification.

If one of the BSS methods was used, the transform matrix was applied to both the training and validation data. At this point, feature selection was an optional step to find the final set of features used to train the SVM. For the best performance of the feature selection algorithms, they should be applied to the same type of data that will be used for training the SVM. The number of trials averaged together for this training data is a separate parameter than the number of averaged trials used for the BSS training data. Again, this parameter will have an effect on the performance, and it is unclear what the optimal number of averaged trials is. As more trials are averaged together, the training data becomes less noisy, but it also reduces the number of instances in the training set. Figure 3.3 shows the effects of increasing the number of averaged trials used for the SVM training data. As can be seen, the effect is different depending on the number of averaged trials used on the test set. Since a more general classifier is desired that performs well on test data with a varying number of averaged trials, the parameter was fixed for 5 averaged trials on the training data for the
A special step was required if time-delay embedded data was used. Figure 3.4 shows a source component obtained from ICA with a spatio-temporal filter applied to the time-delay embedded data. It is clear to see that the source component itself is hard to interpret, but once it is projected back to the original data space using Equation 2.3, it is more meaningful. The projection shows the contribution of this individual component to the original 8-channel recording. If all components were projected back and summed together, it would reconstitute the original data exactly. Therefore, all components were projected back to the original data space, but it was necessary to keep them separate for the feature selection step. This greatly increases the memory requirements and computational demand of this step. As an example, an 8-channel recording with 9 additional lagged dimensions would produce 80 source components. Since each individual component is projected
back to the original 8 channels and kept separate, this produces 640 dimensions in the projected data space that the feature selection algorithms operate on. For \( n \) channels and \( d \) lags, the number of dimensions required for this step is \((d + 1) \cdot n^2\). Because of this, the time-delay embedding experiments were only run on the 8-channel data.

Figure 3.4: Results from Subject C of ICA applied to 8-channel data with 10 lags. The original 8 channels are shown in (a). After the lags were added to this data, ICA was applied, and one of the resulting components is shown in (b). The single component is projected back to the original data space showing its contribution to the 8 recorded channels as shown in (c).

Once the training and validation data was averaged together (and projected back if necessary), feature selection was applied. Using one of the algorithms defined in Section 2.4, it was either applied for component selection (if BSS was used) or channel selection (if BSS was not used). The algorithm was applied to the training data to find the weights for each channel/component to rank them. After the channels/components are ranked, it is still necessary to find the optimal number of channels/components to use. The validation dataset was used for this purpose. As \( m \) varied from 1 to 20, the top \( m \) ranked components were selected, and an SVM was trained on the training data, and the validation accuracy was found on the validation dataset. The \( m \) that was associated with the highest validation accuracy signified the optimal number of channels/components to use.

In all experiments, the maximum number of components allowed was set to 20. This proved to be sufficient in most cases because the optimal number was usually below 20. If time-delay embedding was used for BSS, and the components were all projected back, the final set of optimal components was summed together in the original data space.
The final training data for the SVM was generated by applying the BSS transform (if applicable), averaging 5 trials together, and selecting the final set of selected components/channels. If no BSS was applied, the feature vector was created from all time samples in the final set of selected channels. If BSS was performed without time-delay embedding, the feature vector was created from all time samples in the final set of source component signals, and if BSS was performed on time-delay embedded data, the final set of components are projected back to the original data space and summed together, and the feature vector was created from all time samples from the projected signals using all \( n \) channels.

A Gaussian kernel is used for the SVM in all experiments. Figure 3.5 shows a comparison between using an SVM with a linear kernel and an SVM with a Gaussian kernel. There is no significant difference between the choice of kernels in this case. Using a Gaussian SVM, there are two parameters that must be selected: the cost penalty \( C \), and the \( \gamma \) parameter in the Gaussian kernel function defined in Equation 2.1. For each experiment, these two parameters were tuned through a grid search of all possible parameter combinations of \( C = \{10, 100, 1000\} \) and \( \gamma = \{10^{-7}, 10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}\} \) using cross-validation on the training set.
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Figure 3.5: Results comparing a linear SVM with an SVM using a Gaussian kernel. Results are shown for Subject A using a subset of 8 channels (a) and the full set of channels (b).

To generate the test data, the same BSS transform was applied (if used), and the same set of components/channels was selected. In order to assess how well the classifier performs with different numbers of averaged trials, it is standard practice to assess the accuracy as the number of averaged trials varies, in this case from 1 to 15. Therefore, the same test set was reused for single trial
classification, 2 averaged trials, 3 averaged trials, etc.

3.3 Experiment Design

The first hypothesis was that the application of a BSS method would transform the data to contain more meaningful information, and that the application of feature selection would allow for the elimination of any irrelevant or noisy source components. To test this, all possible combinations of BSS methods and feature selection algorithms were run. With the possibility of three BSS methods (or not using one) and four feature selection algorithms (or not using one), there are 20 possible approaches that were compared. These experiments were run on 8-channel data and the full set of channels in order to understand the differences based on the number of electrodes available. Although an 8-channel system is much more practical and more desirable to use in a patient’s home, there is still much research being performed that uses the full set of electrodes.

The second hypothesis was that the addition of temporal information for BSS through time-delay embedded data would allow for more complex spatio-temporal patterns to be extracted from the brain activity. The temporal information has the ability to capture phase-delayed coherence between electrodes that can result in a more reliable indicator of P300 source activity. Therefore, it was hypothesized that BSS performed on time-delay embedded data would result in better performance for P300 classification over using purely spatial information. In order to test this, the classification accuracies were assessed as the amount of temporal information was varied by changing the number of lagged dimensions $d$, as shown in Equation 2.5. Experiments were run with $d = 0$, which is the same as purely spatial information, up to $d = 15$. Also, the effect of the number of time samples between each lagged dimension was analyzed by varying the parameter $\tau$. Experiments were run with a fixed $d$ while $\tau$ varied from 1 to 20.

The performance metric used was the classification accuracy using a Gaussian SVM. To obtain the final results shown for each approach, we ran 10 repetitions with different random partitions, ensuring that the same partition was used when comparing between approaches. It was also controlled to make sure that a different set of random partitions was used for the final results than was used for choosing any of the parameters described above in Section 3.2. Many existing approaches report their accuracies on character classification of the BCI Competition III dataset by grouping the responses together from the same rows and columns and determining the target row and the target column. However, only the effects of binary classification on target and non-target trials are studied here. While the binary classification accuracies can be used successfully to assess the performance of a
classifier, they cannot be directly compared to the results in the literature. However, by analyzing only binary classification results, this allows for a consistent comparison between datasets, since Subject C was not recorded using the P300 speller paradigm with flashing rows/columns.
Chapter 4

Results

The results of the experiments that were described above are presented in this chapter. While the observations of the performance trends are noted with the results, a more in-depth discussion is saved for the next chapter. First, the results are shown from using the full set of electrodes, and then the results are shown from running the same experiments on the subset of 8 electrodes. Finally, the last section describes the results that explore the performance of time-delay embedded data.

4.1 Comparison of BSS Methods

Although experiments were run on all possible combinations of BSS methods and feature selection algorithms for each subject using the full set of electrodes and a subset of 8 electrodes, it is not possible to visually display all the results here. A summary of all approaches is shown in Table 4.6 averaged across all subjects, and the individual results for each subject are included in the Appendix. The results of the comparisons between approaches were analyzed with a two-way ANOVA model for a fixed subject and fixed number of averaged trials (10). Tests of pairwise comparisons of the average accuracies between methods were considered, and Tukey’s method was used to control the experiment-wise error rate.

4.1.1 Full Set of Electrodes

The following results are from the experiments run on the full set of electrodes, which correspond to 64 channels in Subjects A and B and 32 channels in Subject C. To first analyze the effects of BSS without using any feature selection, Figure 4.1 shows each of the three methods applied to each subject’s data. The accuracies of the original data (using no BSS or feature selection) are always shown with a solid black line as a reference. The first observation is that BSS shows different results depending on the subject. The accuracy is decreased in Subjects A and C, but all three BSS
algorithms significantly improve the performance in Subject B ($p < 0.001$). Immediately, it is clear how hard it is to generalize the results of different approaches across many subjects. In all subjects, the results from the three BSS methods are comparable to each other.

The application of BSS to the full set of electrodes results in 64 (or 32) source components. As stated above, the application of feature selection can eliminate many of the irrelevant source components. Figures 4.2, 4.3, 4.4, 4.5 show the results of applying forward selection, ANOVA ranking, Relief, and RFE, respectively, after applying BSS. Depending on the subject and the BSS algorithm, the feature selection step generally increases the performance, except for when using ANOVA ranking. The largest performance gain comes from applying RFE. There are also interesting trends that can be seen in the relative rankings of the three different BSS methods. Although there is hardly any difference between the methods when applying only BSS as in Figure 4.1, the feature selection step causes more separation in the relative performances. Again, it is not consistent between subjects, but surprisingly, the simplest method, PCA, performs the best in most cases. This is seen especially in Subject A where PCA is significantly better than ICA in all cases ($p < 0.01$). MNF is also a simple method based on second-order statistics that performs well in many of the cases on Subjects A and B. However, it is interesting to note that the relative ranking of MNF and ICA are reversed in Subjects B and C. ICA is the most complex algorithm that utilizes higher-order statistics, but there is only one experiment (Subject C in Figure 4.3) where ICA is significantly better than either of the other two methods, in this case MNF ($p < 0.05$).

When RFE is applied after BSS as in Figure 4.5, the performance is increased over the baseline in all subjects. However, in order to better understand whether the performance increase was due
Figure 4.2: Comparison of the three BSS methods as applied to the full set of electrodes when using forward selection to select the relevant components.

Figure 4.3: Comparison of the three BSS methods as applied to the full set of electrodes when using ANOVA ranking to select the relevant components.

Figure 4.4: Comparison of the three BSS methods as applied to the full set of electrodes when using Relief to select the relevant components.
to the BSS method or feature selection, Figure 4.6 shows the results of PCA used in conjunction with RFE compared to the results of each used in isolation. RFE provides a significant performance boost in Subject A ($p < 0.05$) and Subject B ($p < 0.001$) whether or not PCA is applied beforehand. Similar results can be seen in Figure 4.7 that shows the same comparison for forward selection. In each case, the performance of only applying feature selection is the same or better than the other two approaches. One exception is Subject C in Figure 4.6 that suggests a slight improvement from the application of PCA and RFE combined, but it is not significant. Figure 4.8 shows the same comparison for MNF and RFE that displays similar trends with another exception of Subject B, where the combination of MNF and RFE results in a slightly higher performance gain, but again, it is not significant. The same trends are seen for ICA as well, except that the performance is even lower, especially in Subject A, as seen in Figure 4.9. Only forward selection and RFE were mentioned in these experiments because when analyzing ANOVA ranking and Relief, the trends are inconsistent, but it generally decreases the accuracy even further whether applied to the original data or to the BSS components. Other than the exceptions mentioned above, the combination of BSS with feature selection does not provide any additional advantages over the application of only the feature selection algorithm. Therefore, when using a full electrode array, the main cause for performance gains comes from channel selection.

Since it is seen that the application of BSS does not provide any additional advantages, the feature selection algorithms are further analyzed in the context of channel selection on the original data. Since each algorithm returns a ranking of the channels by relevance, it is possible to ignore the optimal number of channels returned and use the top $m$ ranked channels instead, as $m$ varies...
Figure 4.6: Comparison of PCA using RFE for feature selection along with the results of PCA and RFE each independently applied to the original data. Results are from the full set of electrodes.

Figure 4.7: Comparison of PCA using forward selection to select the relevant components along with the results of PCA and forward selection each independently applied to the original data. Results are from the full set of electrodes.

Figure 4.8: Comparison of MNF using RFE for feature selection along with the results of MNF and RFE each independently applied to the original data. Results are from the full set of electrodes.
Figure 4.9: Comparison of ICA using RFE for feature selection along with the results of ICA and RFE each independently applied to the original data. Results are from the full set of electrodes.

from 1 to 20. This provides better insight into the relative channel ranking of each algorithm, which is shown in Figure 4.10. The accuracies are shown here only for single trial classification, but the trend stays the same as the number of averaged trials increases. Although there is not much of a difference between the algorithms in Subject C, forward selection and RFE are clearly better in Subjects A and B. ANOVA ranking and Relief do not perform better than the baseline using the top 20 ranked channels, but forward selection and RFE are able to exceed the baseline performance with only 2–5 channels. In Subject C, the same accuracy can be achieved using only the single best channel. It is interesting to note that although 64 (or 32) channels of data are available, there are only a few channels that are necessary for classification, and the elimination of irrelevant channels increases the performance. Figure 4.11 shows the same results using the optimal number of channels returned from each algorithm while varying the number of averaged trials applied to the test data.

In general, these results show that both forward selection and RFE are better algorithms to use for channel selection. The optimal number of channels for each algorithm is listed in Table 4.1, and this shows that RFE is able to achieve good performance while still selecting the fewest number of channels. Tables 4.2, 4.3, and 4.4 show the average channel ranking (over 10 repetitions) for each feature selection algorithm for Subjects A, B, and C, respectively. First, it is clear to see that different channels are ranked higher depending on the subject, indicating that the spatial distribution of each subject’s P300 signal is unique. Also, forward selection and RFE produce rankings that are more similar to each other as opposed to ANOVA ranking and Relief, which is why they show similar performance.
Figure 4.10: Comparison of feature selection algorithms used for channel selection on the full set of electrodes. Accuracies are shown for single trial classification as the number of top ranked channels varies from 1 to 20. The results from the original data are flat because all channels are always being used.

Figure 4.11: Comparison of feature selection algorithms used for channel selection on all electrodes when the optimal number of channels is used.

Table 4.1: Average number of optimal channels chosen by each feature selection algorithm for each subject when applied to all electrodes.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Subject A</th>
<th>Subject B</th>
<th>Subject C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward selection</td>
<td>13.45</td>
<td>11.00</td>
<td>8.09</td>
</tr>
<tr>
<td>ANOVA ranking</td>
<td>14.81</td>
<td>13.36</td>
<td>9.72</td>
</tr>
<tr>
<td>Relief</td>
<td>13.36</td>
<td>15.64</td>
<td>6.45</td>
</tr>
<tr>
<td>RFE</td>
<td>12.00</td>
<td>8.91</td>
<td>6.45</td>
</tr>
</tbody>
</table>
Table 4.2: The top 8 ranked channels (out of all possible channels) for Subject A.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Subject A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward selection</td>
<td>Po7  Pz  Cpz  P7  Fc1  Cz  Po8  Fc5</td>
</tr>
<tr>
<td>ANOVA</td>
<td>F1  Fc1  Fcz  T10  C6  Fc4  F3  Af4</td>
</tr>
<tr>
<td>Relief</td>
<td>Fc1  Cz  Oz  Fz  Cpz  C4  F1  C6</td>
</tr>
<tr>
<td>RFE</td>
<td>Po7  Po8  Cpz  Pz  P7  Cz  Iz  P5</td>
</tr>
</tbody>
</table>

Table 4.3: The top 8 ranked channels (out of all possible channels) for Subject B.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Subject B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward selection</td>
<td>Po8  Cpz  Po7  Pz  O1  Cz  C6  Cp3</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Po8  F7  Ft8  T10  C6  F6  Fc5  Af3</td>
</tr>
<tr>
<td>Relief</td>
<td>Po8  P8  Fc5  Fpz  P6  F8  F7  Af7</td>
</tr>
<tr>
<td>RFE</td>
<td>Po8  Cpz  O1  Po7  Cz  Pz  P8  Po4</td>
</tr>
</tbody>
</table>

Table 4.4: The top 8 ranked channels (out of all possible channels) for Subject C.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Subject C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward selection</td>
<td>T7  CP1  FC1  Cz  FP1  C3  P7  F7</td>
</tr>
<tr>
<td>ANOVA</td>
<td>FC1  CP1  F4  Cz  Pz  P3  C4  T7</td>
</tr>
<tr>
<td>Relief</td>
<td>Cz  T7  CP1  Pz  C4  FC1  CP2  P3</td>
</tr>
<tr>
<td>RFE</td>
<td>Cz  T8  T7  CP1  P7  C3  P8  P3</td>
</tr>
</tbody>
</table>
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4.1.2 Subset of Electrodes

The same set of experiments was also run on the subset of 8 electrodes for each subject as specified in Section 3.1. This is important because it represents a smaller set of electrodes for a more practical system that can be used in a patient’s home. Figure 4.12 shows the results of applying each of the BSS methods to the 8-channel data. In contrast to the full set of electrodes, the results from this experiment show that BSS significantly improves the accuracy in all subjects: Subject A \( (p < 0.001) \), Subject B \( (p < 0.0001) \), and Subject C \( (p < 0.05) \). Also, each of the three methods performs equally well.

Figure 4.12: Comparison of the BSS methods without component selection on the 8-channel data.

Figure 4.13 shows the results of the same BSS transforms, except with the application of RFE for component selection. The performance is almost unchanged, and in a few cases, the performance degrades slightly. Only RFE is shown here since it has already proven to be one of the better feature selection algorithms. However, the results from the other feature selection algorithms were still analyzed and found to be almost identical. It is clear that the elimination of components after BSS provides no additional advantages.

Again, it is necessary to analyze whether the performance gains are due to BSS or the feature selection step. Since both PCA and RFE have already been found to perform well, Figure 4.14 compares the results of using PCA in conjunction with RFE along with the results of each step applied independently. This shows that the application of RFE does not make much of a difference whether used for component selection after PCA or for channel selection on the original data. When RFE is used for channel selection, the results are almost the same as the baseline, except for a slight increase in Subject C that is not significant. The results are similar for all combinations of
BSS methods and feature selection algorithms, and therefore, they are not shown here. To further show that feature selection does not significantly change the performance, Figure 4.15 shows the application of all feature selection algorithms that result in a similar performance to the baseline. With only 8 available channels, it might first seem that no channels are being eliminated since they are all known to be relevant. However, Table 4.5 shows that the feature selection algorithms are indeed eliminating channels, but they do not result in any change in performance. This set of experiments on the 8-channel data shows opposite effects as those run on the full electrode set in regards to using BSS or feature selection. Whereas feature selection is the major contributor to the performance gain when using all electrodes, it has no significant effect on the 8-channel data, and BSS is shown to be the cause of the performance gain. To better understand the differences between subjects and between BSS algorithms Figures 4.16, 4.17, and 4.18 show a comparison of the averaged top ranked component (over 100 repetitions) for each BSS method for Subjects A, B, and C, respectively. For each repetition, the single best component was selected with forward selection. In general, across all three subjects, the three algorithms produce similar components that contain a strong contribution from the top of the head (electrodes Cz and Pz). The only method that is distinctly different is PCA applied to Subject A because instead, it shows a strong contribution from Fz. However, even with this difference, PCA still performed similarly to the other methods in Subject A.
Figure 4.14: Comparison of PCA using RFE for feature selection along with the results of PCA and RFE each independently applied to the original data. Results are from the 8-channel data.

Figure 4.15: Comparison of feature selection algorithms applied for channel selection on the 8-channel data.

Table 4.5: Average number of optimal channels chosen by each feature selection algorithm for each subject when applied to the 8-channel data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Subject A</th>
<th>Subject B</th>
<th>Subject C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward selection</td>
<td>4.81</td>
<td>3.72</td>
<td>2.09</td>
</tr>
<tr>
<td>ANOVA ranking</td>
<td>7.54</td>
<td>6.18</td>
<td>3.45</td>
</tr>
<tr>
<td>Relief</td>
<td>7.27</td>
<td>6.27</td>
<td>2.18</td>
</tr>
<tr>
<td>RFE</td>
<td>4.81</td>
<td>4.36</td>
<td>3.18</td>
</tr>
</tbody>
</table>
Figure 4.16: The average top ranked component from each of the BSS methods for Subject A.

Figure 4.17: The average top ranked component from each of the BSS methods for Subject B.

Figure 4.18: The average top ranked component from each of the BSS methods for Subject C.
Table 4.6: Classification accuracy for each possible combination of BSS and feature selection algorithms. The mean and standard deviation across all three subjects are shown when using 8 channels and when using all channels. The accuracies for each individual subject are provided in the Appendix.

<table>
<thead>
<tr>
<th>BSS</th>
<th>Feat sel</th>
<th>Using 8 Channels</th>
<th></th>
<th></th>
<th></th>
<th>Using All Channels</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 avg</td>
<td>8 avg</td>
<td>15 avg</td>
<td></td>
<td>1 avg</td>
<td>8 avg</td>
<td>15 avg</td>
<td></td>
</tr>
<tr>
<td>Orig</td>
<td>none</td>
<td>.66 ± .016</td>
<td>.87 ± .026</td>
<td>.92 ± .026</td>
<td></td>
<td>.65 ± .017</td>
<td>.85 ± .031</td>
<td>.90 ± .027</td>
<td></td>
</tr>
<tr>
<td>ICA</td>
<td>none</td>
<td>.68 ± .020</td>
<td>.91 ± .023</td>
<td>.95 ± .024</td>
<td></td>
<td>.64 ± .016</td>
<td>.85 ± .032</td>
<td>.91 ± .040</td>
<td></td>
</tr>
<tr>
<td>MNF</td>
<td>none</td>
<td>.68 ± .020</td>
<td>.91 ± .027</td>
<td>.95 ± .030</td>
<td></td>
<td>.64 ± .017</td>
<td>.84 ± .035</td>
<td>.90 ± .037</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>none</td>
<td>.69 ± .017</td>
<td>.91 ± .026</td>
<td>.95 ± .028</td>
<td></td>
<td>.65 ± .016</td>
<td>.84 ± .037</td>
<td>.89 ± .037</td>
<td></td>
</tr>
<tr>
<td>Orig</td>
<td>fwdSel</td>
<td>.66 ± .021</td>
<td>.88 ± .032</td>
<td>.93 ± .032</td>
<td></td>
<td>.66 ± .019</td>
<td>.87 ± .034</td>
<td>.93 ± .031</td>
<td></td>
</tr>
<tr>
<td>ICA</td>
<td>fwdSel</td>
<td>.68 ± .020</td>
<td>.91 ± .037</td>
<td>.95 ± .028</td>
<td></td>
<td>.64 ± .022</td>
<td>.83 ± .045</td>
<td>.89 ± .046</td>
<td></td>
</tr>
<tr>
<td>MNF</td>
<td>fwdSel</td>
<td>.68 ± .020</td>
<td>.89 ± .039</td>
<td>.94 ± .034</td>
<td></td>
<td>.65 ± .022</td>
<td>.85 ± .042</td>
<td>.91 ± .041</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>fwdSel</td>
<td>.68 ± .021</td>
<td>.90 ± .037</td>
<td>.94 ± .038</td>
<td></td>
<td>.66 ± .022</td>
<td>.88 ± .038</td>
<td>.92 ± .034</td>
<td></td>
</tr>
<tr>
<td>Orig</td>
<td>ANOVA</td>
<td>.66 ± .020</td>
<td>.87 ± .025</td>
<td>.92 ± .032</td>
<td></td>
<td>.63 ± .022</td>
<td>.81 ± .052</td>
<td>.86 ± .062</td>
<td></td>
</tr>
<tr>
<td>ICA</td>
<td>ANOVA</td>
<td>.68 ± .024</td>
<td>.91 ± .024</td>
<td>.95 ± .022</td>
<td></td>
<td>.63 ± .028</td>
<td>.80 ± .049</td>
<td>.86 ± .050</td>
<td></td>
</tr>
<tr>
<td>MNF</td>
<td>ANOVA</td>
<td>.68 ± .020</td>
<td>.91 ± .027</td>
<td>.95 ± .025</td>
<td></td>
<td>.63 ± .028</td>
<td>.81 ± .048</td>
<td>.87 ± .051</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>ANOVA</td>
<td>.68 ± .021</td>
<td>.90 ± .021</td>
<td>.95 ± .024</td>
<td></td>
<td>.65 ± .019</td>
<td>.84 ± .038</td>
<td>.89 ± .048</td>
<td></td>
</tr>
<tr>
<td>Orig</td>
<td>Relief</td>
<td>.66 ± .018</td>
<td>.88 ± .035</td>
<td>.92 ± .032</td>
<td></td>
<td>.64 ± .028</td>
<td>.83 ± .044</td>
<td>.89 ± .046</td>
<td></td>
</tr>
<tr>
<td>ICA</td>
<td>Relief</td>
<td>.68 ± .020</td>
<td>.91 ± .021</td>
<td>.95 ± .021</td>
<td></td>
<td>.61 ± .024</td>
<td>.78 ± .051</td>
<td>.83 ± .055</td>
<td></td>
</tr>
<tr>
<td>MNF</td>
<td>Relief</td>
<td>.68 ± .018</td>
<td>.90 ± .027</td>
<td>.95 ± .031</td>
<td></td>
<td>.63 ± .025</td>
<td>.80 ± .045</td>
<td>.86 ± .053</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>Relief</td>
<td>.68 ± .019</td>
<td>.91 ± .030</td>
<td>.94 ± .026</td>
<td></td>
<td>.66 ± .017</td>
<td>.86 ± .029</td>
<td>.91 ± .034</td>
<td></td>
</tr>
<tr>
<td>Orig</td>
<td>RFE</td>
<td>.66 ± .020</td>
<td>.88 ± .030</td>
<td>.92 ± .039</td>
<td></td>
<td>.66 ± .015</td>
<td>.89 ± .028</td>
<td>.92 ± .029</td>
<td></td>
</tr>
<tr>
<td>ICA</td>
<td>RFE</td>
<td>.68 ± .019</td>
<td>.90 ± .030</td>
<td>.94 ± .026</td>
<td></td>
<td>.65 ± .020</td>
<td>.84 ± .032</td>
<td>.90 ± .031</td>
<td></td>
</tr>
<tr>
<td>MNF</td>
<td>RFE</td>
<td>.68 ± .020</td>
<td>.91 ± .023</td>
<td>.95 ± .029</td>
<td></td>
<td>.66 ± .019</td>
<td>.87 ± .033</td>
<td>.92 ± .039</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>RFE</td>
<td>.68 ± .024</td>
<td>.91 ± .033</td>
<td>.95 ± .027</td>
<td></td>
<td>.67 ± .019</td>
<td>.88 ± .032</td>
<td>.93 ± .030</td>
<td></td>
</tr>
</tbody>
</table>
4.2 Analysis of Time-delay Embedding

In this section, the experiments will analyze the effects of the amount of temporal information included (the number of lags \( d \)) and the nature of this information (the number of time samples \( \tau \) between the lagged dimensions). Again, there are many interaction effects from the choice of the BSS method and the choice of the feature selection algorithm, so the experiments were run on all combinations with the exception of RFE. When applied to the high dimensional data after including lags, RFE proved to be too computationally intensive, and there were not enough resources available to run the full set of experiments with RFE. In the previous section, the accuracy was assessed as the number of averaged trials used on the test set varied from 1 to 15. In this section, although the results were computed and analyzed in the same way, the figures only show the results using 10 averaged trials since it was found that the performance trends are not dependent on the number of averaged trials used on the test set.

The first set of experiments tests the effects of varying the number of lags \( d \) from 0 to 15 with \( \tau = 1 \). Remember that the feature selection step is necessary when using time-delay embedded data because if no components are eliminated, all components would be projected back and summed together to reconstitute the original data. Therefore, the effects of BSS applied to time-delay embedded data cannot be assessed independent of the feature selection step. Figures 4.19, 4.20, and 4.21 show the accuracies when component selection is performed by forward selection, ANOVA ranking, and Relief, respectively. The baseline accuracy is a flat line because no lags are ever used in the original data. When \( d = 0 \), the approach is the same as spatial BSS as described in the previous section. In all cases, as more lags are added, the performance of the algorithm drops or stays level.

In general, when using forward selection or Relief, the two feature selection algorithms have similar performance and maintain accuracies around the baseline. Also, all three BSS methods show similar performance. However, the results for ANOVA ranking in Figure 4.20 show an interaction effect that clearly separates the three BSS methods. It shows the best performance with MNF since the accuracy stays slightly above the baseline. However, with PCA, the performance is extremely poor, dropping down to an accuracy of 0.60 in Subject A. When comparing the components selected by each feature selection algorithm, it is clear that forward selection and Relief both choose components towards the beginning of the list of PCA components, but ANOVA almost exclusively selects components from the end. Since the components from PCA are ordered based on how much variance they capture, this means that ANOVA ranking is only selecting components that capture a very small amount of variance in the original data.
Figure 4.19: Comparison of BSS methods applied to time-delay embedded data as the number of lags are varied using forward selection for component selection.

Figure 4.20: Comparison of BSS methods applied to time-delay embedded data as the number of lags are varied using ANOVA ranking for component selection.

Figure 4.21: Comparison of BSS methods applied to time-delay embedded data as the number of lags are varied using Relief for component selection.
The above experiments show that more lags decrease the performance, but it does not take into account the time difference between lags. When \( \tau = 1 \), each lagged dimension is only one time sample apart, and depending on the sampling frequency, the values might not be very different. With the sampling frequencies and decimation factors used on each dataset here, the time difference between lagged dimensions is about 8 ms. When \( \tau = 1 \), two lagged dimensions are only one time sample apart and can be highly correlated. An increase in \( \tau \) corresponds to lagged dimensions that are more independent. The effects of increasing the time between lags is shown in Figures 4.22, 4.23, and 4.24 as \( \tau \) is varied from 1 to 20 while using forward selection, ANOVA ranking, and Relief, respectively, for component selection. The number of lags \( d \) was set to 6 since it was seen that a large number of lags is not beneficial. In general, the results decrease as \( \tau \) increases. It is interesting to see that when using ANOVA, the three BSS methods are about the same once \( \tau \) is greater than 7.

Figure 4.22: Comparison of BSS methods applied to time-delay embedded data as the number of time samples between lagged dimensions are varied using forward selection for component selection.

Since RFE was not used in any of the above experiments, Figure 4.25 shows a comparison of all feature selection algorithms after MNF is applied to time-delay embedded data with 15 lags. This
Figure 4.24: Comparison of BSS methods applied to time-delay embedded data as the number of time samples between lagged dimensions are varied using Relief for component selection.

shows that the performance of RFE is very similar to the other algorithms, suggesting that if RFE was computationally feasible, it would not show any advantages over the other algorithms.

Figure 4.25: Comparison of feature selection algorithms when using 15 lags with MNF.
Chapter 5

Conclusions

5.1 Summary of Results

The first observation that can be made from these experiments is that it is hard to determine how well these results generalize to other subjects when using only three subjects. Many times, the approaches show different effects depending on the subject. For example, the application of BSS when using all electrodes significantly improves the performance in one subject while decreasing the performance in the other two subjects. Also, there is no feature selection algorithm or BSS method that significantly improves the performance over the baseline for Subject C when using all electrodes, as opposed to the other two subjects. Some performance differences in Subject C can also be attributed to the difference in paradigms used when recording the P300 responses. For example, the paradigm for Subject C evokes a visual response on both target and non-target trials since a letter is flashed for all trials. However, with the P300 speller paradigm used for Subjects A and B, the user focuses their attention on the target letter, and when it flashes, it evokes a visual response in only the target trials. However, with that in mind, there are still many conclusions that can be drawn from these results.

When using all available electrodes, the feature selection algorithms are the main reason for performance gains. At best, the BSS methods (with or without feature selection) achieved similar performance to applying only feature selection, and in most cases, the performance declined. Feature selection algorithms used for channel selection are particularly effective, and this can be explained by the fact that there are many more irrelevant channels when using all electrodes. When considering classification in general, the elimination of irrelevant features will many times cause an increase in performance, which is the case in two of the subjects.

Forward selection and RFE clearly show better performance than either ANOVA ranking or
Relief. This is most likely due to the fact that forward selection and RFE are tied to the SVM algorithm. Whereas Relief and ANOVA are more computationally efficient by estimating the performance of individual features, the feedback from the SVM allows the other two algorithms to achieve better results. Both forward selection and RFE can account for interaction effects between different channels through the use of the SVM. Although RFE is more computationally intensive than forward selection, it only required about twice the amount of time when applied to 64 channels, and therefore, both algorithms are feasible to use.

The effects of feature selection and BSS are reversed on the 8-channel data compared to using all channels. When feature selection is used on the original 8-channel data for channel selection, it does not show any improvements. This is expected because the subset of 8 channels is selected in order to contain the most relevant information. Although feature selection does eliminate some of the channels, it results in similar accuracies to the baseline. The same is true when applied for the task of component selection after BSS. This indicates that, at least for 8-channel data, the BSS methods are not necessarily transforming the data into a set of relevant P300 source components and a set of irrelevant components that should be eliminated. Since the improvements are seen after applying BSS and keeping all source components, the performance gain must be the result of the linear transform of the original data onto a new set of basis vectors. Therefore, the BSS transform increases the amount of relevant information in the source components by applying spatial filters that reduce the mutual information found in adjacent channels.

Across all subjects, the BSS methods perform better on the 8-channel data than on all channels. With fewer channels the P300 source information is more concentrated. However, when using all channels, more information is available that allows the BSS methods to isolate other sources throughout the brain, but the additional information might make the task too complex causing the negative effect seen here. However, it is still surprising that ICA does not benefit from the additional information since it uses higher-order statistics to extract independent sources. In fact, ICA performed considerably worse than both PCA and MNF, which are both based on second-order statistics. One way to look at the relative complexity of these three methods is to look at the time required for training. PCA is the simplest and takes the shortest amount of time, whereas MNF requires an order of magnitude more of training time, and ICA takes another order of magnitude beyond that to extract the source components. One possible explanation for the poor performance of ICA is that it is overfitting the data. Although ICA has proven to be a powerful tool for ERP analysis by Makeig, et al., [28, 29, 30], the application for P300 classification is distinctly different.
When used for ERP analysis, ICA is applied to a very large set of P300 trials where many are averaged together to create a clean, consistent signal in the training data, which allows ICA to find reliable source components. However, when used for P300 classification, it was shown that the best results are obtained when fewer trials are averaged together. In these experiments, five trials were averaged together, which results in a very noisy signal that ICA may be overfitting.

The addition of temporal information in order to allow BSS to extract spatio-temporal components seems to make the problem too complex as well. As more lagged dimensions are included, the performance generally degrades. The problem is especially complicated by the fact that the source components must be projected back to the original data space. Since the final set of selected components are summed together back in the original data space, the individual features associated with each component (used by the feature selection algorithms) are not independent features for the SVM. Instead, the SVM features are comprised of the summation of individual features. This suggests that the application of feature selection algorithms to these individual features might not be the most effective.

The original motivation for this work was to increase the communication rate of the P300 speller application by increasing the classification accuracy when using fewer averaged trials. The best results were obtained from applying BSS on the 8-channel data as shown in Figure 4.12. If a minimum accuracy is desired, of 0.85 for example, then it is possible to look at where the curves intersect this point to find the number of averaged trials required to obtain an accuracy of 0.85. With BSS, Subject A needs only 7 averaged trials to achieve this rather than 10 averaged trials. Both Subjects B and C show a reduction from 6 averaged trials down to 4. This relates to a 43% increase in communication rate in Subject A and a 50% increase in Subjects B and C. This is a significant performance increase, which shows that more advanced software algorithms can help push the P300 speller to become a more practical BCI system.

Overall, these results indicate a set of completely automated EEG preprocessing steps that can best increase the performance, specifically for P300 classification. They show that channel selection is useful when recording from a large number of channels, and BSS is useful when applied to smaller set of electrodes containing information specific to the P300 source signal. This suggests that when recording from a high density electrode system, the first step should be channel selection using forward selection or RFE. It was shown that the best sets of electrodes are different for each subject, which implies that the channel selection step will adapt appropriately to each individual’s unique P300 response. When left with only a small number of electrodes, BSS should be applied to obtain a
linear transform of the data that results in a set of source components used directly for classification. ICA does not provide any performance advantages over the other methods, and the simplest option of PCA shows the most promise for P300 classification.

Another interesting result that came from this work but is not directly related to the hypotheses that were explored is that the P300 source signal changed in nature throughout the course of the recording session for Subject C. Figures 5.1 and 5.2 show two different ICA components that are each associated with the positive peak of the P300 signal, depending on whether the trial was from the beginning of the session or the end of the session. 100 trials were averaged together, and the trials were sorted by time in order to capture the overall trend throughout the session. These components show that the spatial distribution of the P300 response changed over time. There are many factors that could account for this change (like fatigue), but the main point is that a user’s P300 signal will most likely be different depending on their mental state and their environmental conditions. This presents more evidence for the use of an ensemble of classifiers like Rakotomamonjy and Guigue [16] used that allows the individual classifiers to account for any sort of controlled variability found between trials.

5.2 Future Work

As already mentioned, the same experiments should be run with other subjects to understand how well it generalizes across subjects since the goal is to find a set of preprocessing steps that can applied to any new subject for a performance increase. Along similar lines, this work should be repeated with other classifiers such as linear discriminant analysis (LDA) or neural networks in order to determine if the results generalize well to other classifiers.

There are also other BSS methods that can be explored in this context. Since BSS methods based on second-order statistics showed better results, another approach can be second-order blind identification (SOBI) [51]. Also, common spatial patterns (CSP) [52] is another algorithm based on second-order statistics developed to distinguish between two classes of EEG signals by finding the spatial filters that maximize the variance of one class while minimizing the variance of the other class. It would be interesting to explore the added benefit of using a supervised approach.

Although time-delay embedding ends up complicating the problem, a more thorough analysis could potentially find some benefit. For example, one of the problems seems to be that the components were projected back and summed together. The selection of the most relevant components appears to be the most difficult step, so other approaches for component selection should be explored.
Figure 5.1: ICA component from Subject C using training data consisting of 100 averaged trials. This component is associated with a larger positive P300 peak from the earlier trials in the session.
Figure 5.2: ICA component from Subject C using training data consisting of 100 averaged trials. This component is associated with a larger positive P300 peak only from the later trials in the session.
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Appendix A

Supplemental Figures
Table A.1: Classification accuracy for each possible combination of BSS and feature selection algorithm from Subject A. The mean and standard deviation are shown when using 8 channels and when using all channels.

<table>
<thead>
<tr>
<th>BSS</th>
<th>Feat sel</th>
<th>Using 8 Channels</th>
<th>Using All Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 avg 8 avg 15 avg</td>
<td>1 avg 8 avg 15 avg</td>
</tr>
<tr>
<td>Orig none</td>
<td>.64 ± .011 .84 ± .019 .90 ± .017</td>
<td>.62 ± .014 .80 ± .033 .86 ± .024</td>
<td></td>
</tr>
<tr>
<td>ICA none</td>
<td>.65 ± .012 .87 ± .022 .92 ± .020</td>
<td>.61 ± .008 .78 ± .018 .85 ± .026</td>
<td></td>
</tr>
<tr>
<td>MNF none</td>
<td>.65 ± .014 .88 ± .020 .92 ± .015</td>
<td>.60 ± .009 .77 ± .026 .83 ± .033</td>
<td></td>
</tr>
<tr>
<td>PCA none</td>
<td>.65 ± .013 .87 ± .024 .92 ± .021</td>
<td>.61 ± .010 .78 ± .021 .84 ± .029</td>
<td></td>
</tr>
<tr>
<td>Orig fwdSel</td>
<td>.64 ± .021 .84 ± .037 .90 ± .032</td>
<td>.63 ± .017 .83 ± .029 .88 ± .026</td>
<td></td>
</tr>
<tr>
<td>ICA fwdSel</td>
<td>.65 ± .015 .87 ± .022 .92 ± .023</td>
<td>.61 ± .009 .78 ± .027 .85 ± .036</td>
<td></td>
</tr>
<tr>
<td>MNF fwdSel</td>
<td>.64 ± .021 .85 ± .030 .90 ± .035</td>
<td>.62 ± .013 .80 ± .029 .87 ± .030</td>
<td></td>
</tr>
<tr>
<td>PCA fwdSel</td>
<td>.64 ± .017 .86 ± .030 .91 ± .026</td>
<td>.63 ± .016 .84 ± .028 .90 ± .036</td>
<td></td>
</tr>
<tr>
<td>Orig ANOVA</td>
<td>.63 ± .012 .83 ± .019 .89 ± .019</td>
<td>.60 ± .014 .75 ± .043 .80 ± .047</td>
<td></td>
</tr>
<tr>
<td>ICA ANOVA</td>
<td>.65 ± .015 .87 ± .029 .92 ± .018</td>
<td>.58 ± .014 .72 ± .034 .78 ± .039</td>
<td></td>
</tr>
<tr>
<td>MNF ANOVA</td>
<td>.65 ± .013 .87 ± .026 .91 ± .025</td>
<td>.60 ± .025 .75 ± .058 .81 ± .059</td>
<td></td>
</tr>
<tr>
<td>PCA ANOVA</td>
<td>.64 ± .016 .86 ± .012 .92 ± .023</td>
<td>.61 ± .017 .78 ± .041 .84 ± .041</td>
<td></td>
</tr>
<tr>
<td>Orig Relief</td>
<td>.63 ± .014 .83 ± .023 .88 ± .025</td>
<td>.61 ± .020 .78 ± .045 .84 ± .057</td>
<td></td>
</tr>
<tr>
<td>ICA Relief</td>
<td>.65 ± .014 .87 ± .024 .92 ± .019</td>
<td>.57 ± .011 .69 ± .051 .77 ± .048</td>
<td></td>
</tr>
<tr>
<td>MNF Relief</td>
<td>.65 ± .012 .86 ± .021 .91 ± .015</td>
<td>.60 ± .020 .76 ± .041 .82 ± .039</td>
<td></td>
</tr>
<tr>
<td>PCA Relief</td>
<td>.65 ± .018 .87 ± .024 .92 ± .026</td>
<td>.61 ± .010 .80 ± .018 .85 ± .027</td>
<td></td>
</tr>
<tr>
<td>Orig RFE</td>
<td>.63 ± .016 .84 ± .025 .89 ± .034</td>
<td>.63 ± .007 .85 ± .021 .89 ± .018</td>
<td></td>
</tr>
<tr>
<td>ICA RFE</td>
<td>.65 ± .015 .86 ± .028 .91 ± .024</td>
<td>.61 ± .014 .77 ± .014 .84 ± .023</td>
<td></td>
</tr>
<tr>
<td>MNF RFE</td>
<td>.65 ± .013 .87 ± .018 .92 ± .017</td>
<td>.63 ± .013 .83 ± .032 .88 ± .024</td>
<td></td>
</tr>
<tr>
<td>PCA RFE</td>
<td>.65 ± .012 .86 ± .025 .91 ± .030</td>
<td>.64 ± .016 .84 ± .027 .90 ± .029</td>
<td></td>
</tr>
</tbody>
</table>
Table A.2: Classification accuracy for each possible combination of BSS and feature selection algorithm from Subject B. The mean and standard deviation are shown when using 8 channels and when using all channels.

<table>
<thead>
<tr>
<th>BSS</th>
<th>Feat sel</th>
<th>Using 8 Channels</th>
<th>Using All Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 avg</td>
<td>8 avg</td>
</tr>
<tr>
<td>Orig</td>
<td>none</td>
<td>0.67 ± 0.010</td>
<td>0.89 ± 0.016</td>
</tr>
<tr>
<td>ICA</td>
<td>none</td>
<td>0.69 ± 0.011</td>
<td>0.93 ± 0.013</td>
</tr>
<tr>
<td>MNF</td>
<td>none</td>
<td>0.69 ± 0.012</td>
<td>0.93 ± 0.013</td>
</tr>
<tr>
<td>PCA</td>
<td>none</td>
<td>0.70 ± 0.008</td>
<td>0.93 ± 0.013</td>
</tr>
<tr>
<td>Orig</td>
<td>fwdSel</td>
<td>0.67 ± 0.011</td>
<td>0.91 ± 0.019</td>
</tr>
<tr>
<td>ICA</td>
<td>fwdSel</td>
<td>0.69 ± 0.014</td>
<td>0.93 ± 0.016</td>
</tr>
<tr>
<td>MNF</td>
<td>fwdSel</td>
<td>0.69 ± 0.009</td>
<td>0.93 ± 0.011</td>
</tr>
<tr>
<td>PCA</td>
<td>fwdSel</td>
<td>0.70 ± 0.013</td>
<td>0.93 ± 0.013</td>
</tr>
<tr>
<td>Orig</td>
<td>ANOVA</td>
<td>0.67 ± 0.012</td>
<td>0.90 ± 0.022</td>
</tr>
<tr>
<td>ICA</td>
<td>ANOVA</td>
<td>0.69 ± 0.011</td>
<td>0.93 ± 0.008</td>
</tr>
<tr>
<td>MNF</td>
<td>ANOVA</td>
<td>0.69 ± 0.015</td>
<td>0.93 ± 0.013</td>
</tr>
<tr>
<td>PCA</td>
<td>ANOVA</td>
<td>0.69 ± 0.011</td>
<td>0.93 ± 0.013</td>
</tr>
<tr>
<td>Orig</td>
<td>Relief</td>
<td>0.67 ± 0.010</td>
<td>0.90 ± 0.022</td>
</tr>
<tr>
<td>ICA</td>
<td>Relief</td>
<td>0.69 ± 0.012</td>
<td>0.93 ± 0.010</td>
</tr>
<tr>
<td>MNF</td>
<td>Relief</td>
<td>0.69 ± 0.012</td>
<td>0.93 ± 0.011</td>
</tr>
<tr>
<td>PCA</td>
<td>Relief</td>
<td>0.69 ± 0.012</td>
<td>0.93 ± 0.011</td>
</tr>
<tr>
<td>Orig</td>
<td>RFE</td>
<td>0.66 ± 0.013</td>
<td>0.90 ± 0.025</td>
</tr>
<tr>
<td>ICA</td>
<td>RFE</td>
<td>0.69 ± 0.012</td>
<td>0.93 ± 0.010</td>
</tr>
<tr>
<td>MNF</td>
<td>RFE</td>
<td>0.69 ± 0.011</td>
<td>0.93 ± 0.013</td>
</tr>
<tr>
<td>PCA</td>
<td>RFE</td>
<td>0.69 ± 0.009</td>
<td>0.93 ± 0.015</td>
</tr>
</tbody>
</table>
Table A.3: Classification accuracy for each possible combination of BSS and feature selection algorithm from Subject C. The mean and standard deviation are shown when using 8 channels and when using all channels.

<table>
<thead>
<tr>
<th>BSS</th>
<th>Feat sel</th>
<th>Using 8 Channels</th>
<th>Using All Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 avg</td>
<td>8 avg</td>
</tr>
<tr>
<td>Orig</td>
<td>none</td>
<td>.67 ± 0.025</td>
<td>.88 ± 0.037</td>
</tr>
<tr>
<td>ICA</td>
<td>none</td>
<td>.71 ± 0.031</td>
<td>.93 ± 0.031</td>
</tr>
<tr>
<td>MNF</td>
<td>none</td>
<td>.70 ± 0.030</td>
<td>.92 ± 0.041</td>
</tr>
<tr>
<td>PCA</td>
<td>none</td>
<td>.71 ± 0.025</td>
<td>.93 ± 0.035</td>
</tr>
<tr>
<td>Orig</td>
<td>fwdSel</td>
<td>.68 ± 0.027</td>
<td>.88 ± 0.038</td>
</tr>
<tr>
<td>ICA</td>
<td>fwdSel</td>
<td>.69 ± 0.029</td>
<td>.91 ± 0.058</td>
</tr>
<tr>
<td>MNF</td>
<td>fwdSel</td>
<td>.70 ± 0.026</td>
<td>.91 ± 0.059</td>
</tr>
<tr>
<td>PCA</td>
<td>fwdSel</td>
<td>.70 ± 0.029</td>
<td>.92 ± 0.055</td>
</tr>
<tr>
<td>Orig</td>
<td>ANOVA</td>
<td>.68 ± 0.029</td>
<td>.88 ± 0.032</td>
</tr>
<tr>
<td>ICA</td>
<td>ANOVA</td>
<td>.69 ± 0.038</td>
<td>.93 ± 0.029</td>
</tr>
<tr>
<td>MNF</td>
<td>ANOVA</td>
<td>.71 ± 0.028</td>
<td>.92 ± 0.036</td>
</tr>
<tr>
<td>PCA</td>
<td>ANOVA</td>
<td>.70 ± 0.031</td>
<td>.91 ± 0.033</td>
</tr>
<tr>
<td>Orig</td>
<td>Relief</td>
<td>.68 ± 0.025</td>
<td>.90 ± 0.053</td>
</tr>
<tr>
<td>ICA</td>
<td>Relief</td>
<td>.71 ± 0.029</td>
<td>.92 ± 0.024</td>
</tr>
<tr>
<td>MNF</td>
<td>Relief</td>
<td>.70 ± 0.026</td>
<td>.92 ± 0.040</td>
</tr>
<tr>
<td>PCA</td>
<td>Relief</td>
<td>.70 ± 0.025</td>
<td>.92 ± 0.046</td>
</tr>
<tr>
<td>Orig</td>
<td>RFE</td>
<td>.68 ± 0.026</td>
<td>.90 ± 0.037</td>
</tr>
<tr>
<td>ICA</td>
<td>RFE</td>
<td>.70 ± 0.026</td>
<td>.92 ± 0.043</td>
</tr>
<tr>
<td>MNF</td>
<td>RFE</td>
<td>.70 ± 0.030</td>
<td>.92 ± 0.033</td>
</tr>
<tr>
<td>PCA</td>
<td>RFE</td>
<td>.71 ± 0.039</td>
<td>.93 ± 0.050</td>
</tr>
</tbody>
</table>