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Chapter 1

Introduction

The main focus of this thesis is on properties of Artin-Schreier curves. Let $k$ be an algebraically closed field of characteristic $p$ where $p > 0$ is prime. Then, an Artin-Schreier curve is a smooth projective $k$-curve $X$ given by an affine equation $y^p - y = f(x)$ for some $f(x) \in k(x)$. In order for this curve to be connected, we require that $f(x) \neq z^p - z$ for any $z \in k(x)$. Artin-Schreier curves are cyclic degree $p$ covers of the projective $k$-line.

Artin-Schreier curves often yield examples of interesting phenomena. For this reason, Artin-Schreier curves have been studied a lot in recent years. For instance, the Newton polygons of Artin-Schreier curves have been studied in [1, 2, 3, 13, 16]. In [6, 21, 22], the focus is on Artin-Schreier curves with many rational points defined over finite fields. This is also the case in [20] where the focus is on coding theory using Artin-Schreier curves. The zeta functions of Artin-Schreier curves over finite fields are considered in [10, 11]. While this list is far from complete, it is clear the Artin-Schreier curves are an active area of research.

To each curve $X$, there is an associated abelian variety called the Jacobian, $\text{Jac}(X)$. To study the Jacobian of $X$, we look at the multiplication-by-$p$ morphism. The kernel of this map is denoted by $\text{Jac}(X)[p]$ and is called the $p$-torsion of the Jacobian of $X$. Because the multiplication-by-$p$ morphism is inseparable, $\text{Jac}(X)[p]$
has the structure of a group scheme. Two invariants of the $p$-torsion of the Jacobian of a curve $X$ are the $p$-rank and the $a$-number. To define these invariants, let $\mu_p$ and $\alpha_p$ denote the group schemes which are the kernel of Frobenius on $\mathbb{G}_m$ and $\mathbb{G}_a$, respectively. As schemes, $\mu_p = \text{Spec} (k[x]/(x^p - 1))$ and $\alpha_p = \text{Spec} (k[x]/(x^p))$. The $p$-rank of $X$ is $s_X = \dim \text{F}_p \text{Hom}(\mu_p, \text{Jac}(X)[p])$. The number $s_X$ is the integer which satisfies $\# \text{Jac}(X)[p](k) = p^{s_X}$. The $a$-number of $X$ is $a_X = \dim \text{k} \text{Hom}(\alpha_p, \text{Jac}(X)[p])$. If $g$ is the genus of $X$, the $p$-rank and $a$-number satisfy the inequalities $0 \leq s_X \leq g$ and $1 \leq s_X + a_X \leq g$.

The $a$-number of a curve $X$ can be computed via the Cartier operator on the sheaf of holomorphic 1-forms of $X$. The modified Cartier operator is a $1/p$-linear map $C : H^0(X, \Omega^1_X) \rightarrow H^0(X, \Omega^1_X)$ taking exact differentials to zero and satisfying $C(f^{p-1}df) = df$. If $\beta$ is a basis for $H^0(X, \Omega^1_X)$, let $\tilde{M}$ be the matrix which gives the action of the modified Cartier operator on $\beta$. The matrix $M$ formed by taking each entry of $\tilde{M}$ to the $p$th power is called the Cartier-Manin matrix and it gives the action of the Cartier operator. The $a$-number of $X$ is then $a_X = g - \text{rank}(M)$, where $g$ is the genus of $X$.

For the main result of the paper, we consider an Artin-Schreier curve $X : y^p - y = f(x)$ where $f(x) \in k(x)$. Let $r+1$ be the number of poles of $f(x)$. For $1 \leq j \leq r+1$, let $d_j$ be the order of the $j$th pole of $f(x)$. We assume that each $d_j$ divides the quantity $p-1$. In this case, the Riemann-Hurwitz formula [18] gives that the genus of $X$ is $g = \left( \sum_{i=1}^{r+1} (d_j + 1) - 2 \right) \cdot (p-1)/2$ and the Deuring-Shafarevich formula [9] gives that the $p$-rank of $X$ is $s_X = r(p-1)$. With this setup, we prove the following theorem in chapter 3.

**Theorem 1.** Let $X$ be an Artin-Schreier curve with affine equation $y^p - y = f(x)$, with $f(x) \in k(x)$. Suppose $f(x)$ has $r+1$ poles, with orders $\{d_1, \ldots, d_{r+1}\}$. If each $d_j$ divides $p-1$, the $a$-number of $X$ is

$$a_X = \sum_{j=1}^{r+1} a_j,$$

where
\[ a_j = \begin{cases} 
\frac{(p-1)d_j}{4} & \text{if } d_j \text{ even} \\
\frac{(p-1)(d_j-1)(d_j+1)}{4d_j} & \text{if } d_j \text{ odd.}
\end{cases} \]

In particular, the \(a\)-number of \(X\) only depends on the orders of the poles of \(f(x)\) and otherwise does not depend on the equation for \(X\). This is the first example known of a family of curves for which the \(a\)-number is constant and greater than three. Theorem 1 shows that the \(a\)-number of each curve in this family is roughly half of the genus. Using [15, Theorem 1.1 (2)], the dimension of this family can be computed to be \(\sum_{i=1}^{r+1} (d_j + 1) - 3 = 2g/(p - 1) - 1\).

This result can be situated in the context of other results about Artin-Schreier curves and the \(p\)-rank and \(a\)-numbers of curves [4, 5, 7, 14]. Specifically, it generalizes [14, Corollary 3.3 (1)]. A few of these results are described in section 2.7.

In Section 4.6.1, a deformation result is given for Artin-Schreier curves. Specifically, we give a scenario under which it is possible for an Artin-Schreier cover with one branch point to deform to an Artin-Schreier cover with three branch points. This increases the \(p\)-rank by \(2(p - 1)\). This result builds on previous deformation results [12, 15].

**Theorem 2.** Let \(X\) be an Artin-Schreier curve of genus \(g = (p - 1)(d - 1)/2\) and \(p\)-rank 0. It is given by an affine equation \(y^p - y = f(x)\) for some degree \(d\) polynomial \(f(x) \in k[x]\) with \(d \not\equiv 0 \mod p\). Assume \(d \geq 2p + 1\) and \(f(x) \in x^d k[x^{-p}] \). Then, there exists a flat deformation of \(X\) over \(\text{Spec}(k[[t]])\) whose generic fibre is an Artin-Schreier curve with \(p\)-rank 2\((p - 1)\).

This result gives some information about the geometry of the moduli space of Artin-Schreier curves. This deformation is realized by an equation of the form

\[ y^p - y = \frac{f(x)}{(1 - xt)^b(1 + xt)^c}, \]

where \(b\) and \(c\) satisfy certain numerical conditions.
The paper begins with background information on Artin-Schreier curves. It is here that we discuss the genus, the $p$-rank, and the $a$-number of an Artin-Schreier curve. In Chapter 3, we state and prove Theorem 1. Chapter 4 will focus on the moduli space of Artin-Schreier curves. In Section 4.6, we state and prove Theorem 2.

The main result of this paper, which appears in Chapter 3, was discovered through a computer program written in the computer algebra system Maple. This code appears in Appendix C. Also in the Appendix are sections about the Riemann-Hurwitz formula (Appendix A) and supersingular elliptic curves (Appendix B).
Chapter 2

Artin-Schreier curves

Let $k$ be an algebraically closed field of characteristic $p > 0$. An Artin-Schreier curve is a smooth projective connected $k$-curve $Y$ with affine equation $y^p - y = f(x)$ where $f(x) \in k(x)$. We first notice that if $(x, y) \in \mathbb{A}_k^2$ is in the variety $Y_0 = V(y^p - y - f(x))$ then so is the point $(x, y + 1)$.

\[(y + 1)^p - (y + 1) = (y^p + 1) - (y + 1)\]
\[= y^p - y\]
\[= f(x).\]

Let $B \subset \mathbb{P}^1(k)$ be the set of poles of $f(x)$. The cover $Y_0 \to \mathbb{P}^1_k - B$ corresponds to the field extension

\[k(x) \to \frac{k(x)[y]}{(y^p - y - f(x))}.\]

From the work above, we can see that one element of the Galois group is given by $\sigma : x \mapsto x, y \mapsto y + 1$. Since the field extension has degree $p$ and $\sigma$ has order $p$, we see the Galois group is cyclic of order $p$. Thus an Artin-Schreier curve is a cover $\phi$ of the projective line with Galois group $\mathbb{Z}/p$. 
2.1 Standard form

First, we look at the special case when the Artin-Schreier curve is defined by a polynomial.

**Proposition 2.1.1.** Given an Artin-Schreier curve of the form $y^p - y - f(x)$ where $f(x) \in k[x]$ has degree $n$, there is an isomorphism with an Artin-Schreier curve $y^p - y - g(x)$, where $g(x)$ is a polynomial with the following form:

1. $g(x)$ is a monic polynomial of degree $d \leq n$ where $p \nmid d$, and $d = n$ if $p \nmid n$,
2. the coefficient of $x^{d-1}$ is zero,
3. the coefficient of $x^m$ is zero for $m \equiv 0 \mod p$.

**Proof.** This is done through changes of variables as follows. Suppose we are given an Artin-Schreier curve $y^p - y = f(x)$ where $f(x) = a_n x^n + \ldots + a_0$, $a_n \neq 0$. Assume that $n$ is not divisible by $p$. If $n$ is divisible by $p$ we can use a change of variables similar to the one we will use to show property three. We can achieve the first property above by letting $x = x_1 \cdot (a_n)^{-1/n}$ and substituting this into the equation for our curve. Our original curve is then isomorphic to the curve given by $y^p - y = f_1(x_1)$ where

$$f_1(x_1) = f(x) = f(x_1 \cdot (a_n)^{-1/n})$$
$$= a_n (x_1 \cdot (a_n)^{-1/n})^n + a_{n-1} (x_1 \cdot (a_n)^{-1/n})^{n-1} + \ldots + a_0$$
$$= x_1^n + b_{n-1} x_1^{n-1} + \ldots + b_0$$

and $b_i = a_i \cdot ((a_n)^{-1/n})^i$ for $i \in \{0, \ldots, n-1\}$. Notice that $f_1$ is a monic polynomial.

To achieve the second property above, we let $x_1 = x_2 - \frac{1}{n} b_{n-1}$. Substituting this
into $f_1(x_1)$, we get

\[
f_2(x_2) = f_1(x_2 - \frac{1}{n}b_{n-1})
= (x_2 - \frac{1}{n}b_{n-1})^n + b_{n-1}(x_2 - \frac{1}{n}b_{n-1})^{n-1} + \ldots + b_0
= x_2^n - b_{n-1}x_2^{n-1} + \ldots + b_{n-1}x_2^{n-1} + \ldots + b_0
= x_2^n + c_{n-2}x_2^{n-2} + \ldots + c_0.
\]

In the second to last step, we showed that the two terms with an exponent of $n - 1$ cancel. We leave out the calculation of the coefficients $c_i$ in the last step. We now have that our original curve is isomorphic to $y^p - y = f_2(x_2)$ where $f_2$ is a degree $n$ monic polynomial with no term of degree $n - 1$.

For the third property, we can use a change of variables to get rid of the terms of $f_2$ which have an exponent divisible by $p$. Suppose $m = c \cdot p$, $c \neq 0$ and that we have a term $c_m x_2^m$ in $f_2$. Since $k$ is algebraically closed, $\frac{1}{p} \in k$. Let $y = y_1 + (c_m)^{1/p} \cdot (x_2)^c$. Substituting this into the left side of the equation $y^p - y = f_2(x_2)$ we get

\[
y^p - y = \left( y_1 + (c_m)^{1/p} \cdot (x_2)^c \right)^p - \left( y_1 + (c_m)^{1/p} \cdot (x_2)^c \right)
= y_1^p + c_m x_2^m y_1 - (c_m)^{1/p} \cdot \left( (x_2)^c \right)
= y_1^p - y_1 + c_m x_2^m - (c_m)^{1/p} \cdot \left( (x_2)^c \right).
\]

From this, we can see that the $c_m x_2^m$ term is on both sides of the equation and will cancel out. We also see that we get a new term $-(c_m)^{1/p} \cdot (x_2)^c$. Since $c$ is smaller than $m$, we see that we can use this change of variables to get rid of all terms which have an exponent $m = c \cdot p$ by starting with the biggest such $m$ and working down.

We have now shown that our original curve $y^p - y = f(x)$ is isomorphic to the curve defined by $y_1^p - y_1 = h(x_2)$ where $h(x_2)$ has properties one, two, and leaving out the case when $m = 0$, property three above. So we only need to consider the case $m = 0$. For this, let $y_1 = y_2 + r$. Substituting this into the left side of $y_1^p - y_1 = h_2(x_2)$
gives
\[ y_1^p - y_1 = (y_2 + r)^p - (y_2 + r) \]
\[ = y_2^p - y_2 + r^p - r. \]

Since \( k \) is algebraically closed, we can choose \( r \in k \) so that \( r^p - r \) is equal to the constant term of \( h_2 \). Then we get exactly the properties listed above. \( \square \)

If an Artin-Schreier curve is given by \( y^p - y - f(x) \) where \( f \in k(x) \), we can still put it in a standard form. We can use similar changes of variables as above and a partial fraction decomposition to find an isomorphism between this curve and the curve
\[ y^p - y = g_\infty(x) + \sum_{i=1}^r \frac{g_i(x - \alpha_i)}{(x - \alpha_i)^{d_i}}. \]

In this standard form, \( g_\infty \) has no terms with an exponent divisible by \( p \). Also, each
\[ \frac{g_i(x - \alpha_i)}{(x - \alpha_i)^{d_i}} = c_0 + c_1(x - \alpha_i) + \ldots + c_{d_i - 1}(x - \alpha_i)^{d_i - 1} \]
\[ = \sum_{j=0}^{d_i - 1} c_j(x - \alpha_i)^{j - d_i} \]
can be written so that the exponents \( j - d_i \) are not divisible by \( p \).

### 2.2 Genus of an Artin-Schreier curve

The genus of a curve \( X \) is the dimension of the vector space of holomorphic 1-forms on \( X \) over \( k \). Let the regular differential 1-forms of \( X : y^p - y = f(x) \) be denoted \( H^0(X, \Omega^1_X) \). Then the genus of \( X \) is
\[ g = \dim_k \left( H^0(X, \Omega^1_X) \right). \]

We assume that the Artin-Schreier curve is given by \( y^p - y = f(x) \) where \( f(x) \in k(x) \) is a rational function.
Proposition 2.2.1. Suppose \( y^p - y = f(x) \), where \( f(x) \in k(x) \), defines an Artin-Schreier extension \( \phi : Y \to \mathbb{P}^1(k) \). If \( f(x) \) has a pole of order \( d \), \( p \nmid d \), at a point \( P \), then the ramification index of \( \phi \) at the point \( P' \) above \( P \) is \( e(P'|P) = p \) and the degree of the different at \( P' \) is \( d(P'|P) = (p - 1)(d + 1) \).

Proof. This is a special case of Proposition III.7.8 in [18]. See Appendix A for more information about the ramification index and the different. \( \square \)

Definition 2.2.2. Suppose \( y^p - y = f(x) \) defines an Artin-Schreier extension in standard form. For each pole \( P_1, \ldots, P_{r+1} \) of \( f(x) \), define \( d_j \) to be the order of the pole at \( P_j \). The number \( d_j \) is the ramification invariant at the point \( P_j \). It can be assumed that \( p \nmid d_j \) for all \( j \). For the remainder of the paper, we let \( e_j = d_j + 1 \).

Lemma 2.2.3. Let \( y^p - y = f(x) \) define an Artin-Schreier extension in standard form. Suppose \( f(x) \) has \( r + 1 \) poles at the points \( P_1, \ldots, P_{r+1} \). The genus of the curve \( Y : y^p - y - f(x) \) can be expressed in terms of the ramification invariants as follows:

\[
g_Y = \left( \sum_{j=1}^{r+1} e_j - 2 \right) \cdot \frac{p - 1}{2}.
\]

The formula for the genus follows from the Riemann-Hurwitz formula. To simplify the genus formula, let

\[
D + 2 = \sum_{j=1}^{r+1} e_j,
\]

then \( g_Y = \frac{D(p-1)}{2} \). The number \( D + 2 \) will be used frequently in the Chapter 4.

In the special case where \( X \) is an Artin-Schreier curve \( X : y^p - y = f(x) \) with \( f(x) \in k[x] \), the genus of the curve can be computed using the formula

\[
g = \frac{(p - 1)(d - 1)}{2},
\]

where \( d \) is the degree of \( f(x) \). The following theorem gives a proof about the basis of \( H^0(X, \Omega^1_X) \) in this special case.
Proposition 2.2.4. Let \( X : y^p - y = f(x) \) be an Artin-Schreier curve in standard form with \( f(x) \in k[x] \) of degree \( d \). A basis for \( H^0(X, \Omega^1_X) \) is given by \( \{y^r x^b dx\} \) where

\[
0 \leq r \leq p - 2 \tag{2.2.1}
\]
\[
0 \leq b \leq d - 2 \tag{2.2.2}
\]
\[
rd + bp \leq pd - d - p - 1. \tag{2.2.3}
\]

Proof. If \( x \) is equal to zero, there are \( p \) solutions of the equation \( y^p - y = f(0) \). Let \( R_1, \ldots, R_p \) be the points of \( X \) lying above \( x = 0 \). Then the divisor of the function \( x \) is

\[
(x) = R_1 + \cdots + R_p - pP_\infty.
\]

Let \( Q_i \) be the point of \( X \) where \( y = 0 \) and \( x_i \) is the \( i \)th root of \( f(x) \), counted with multiplicity. The function \( y \) has a root at each \( Q_i \). The order of the zero of \( y \) at \( Q_i \) is the order of the root \( x_i \) in \( f(x) \). The only pole of \( y \) is at \( P_\infty \). Therefore,

\[
(y) = Q_1 + \cdots + Q_d - dP_\infty.
\]

The divisor of \( dx \) is

\[
(dx) = (2g - 2)P_\infty = \left(2 \frac{(p - 1)(d - 1)}{2} - 2\right) P_\infty = (pd - d - p - 1)P_\infty.
\]

Using the above calculations, we see that the divisor of \( x^by^r dx \) is

\[
(x^by^r dx) = R_1 + \cdots + R_p + Q_1 + \cdots + Q_d - (rd + bp - (pd - d - p - 1))P_\infty.
\]

So \( x^by^r dx \) is a holomorphic differential if and only if \( rd + bp \leq pd - d - p - 1 \). For each pair \((b, r)\) satisfying (2.2.1) and (2.2.2), the number \( rd + bp - (pd - d - p - 1) \) will be different because \( p \) and \( d \) are relatively prime. Therefore, each \( x^by^r dx \) has a different coefficient on \( P_\infty \) and we see that this set is linearly independent.

The last thing we need to do is count the number of pairs \((b, r)\) satisfying the conditions stated in the theorem. Ignoring condition (2.2.3), there are \((p - 1)(d - 1)\) pairs. To see that the genus of \( X \) is \((d - 1)(p - 1)/2\), we need to show that only half
of these points satisfy (2.2.3). We do this by a symmetry argument on pairs \((b, r)\) and \((d - 2 - b, p - 2 - r)\). As a visual aid, we provide the following picture for \(p = 5\) and \(d = 6\).

\[
\begin{align*}
\text{Let } (b, r) \text{ be a pair satisfying } rd + bp &\leq pd - d - p - 1. \text{ Then } \\
(p - 2 - r)d + (d - 2 - b)p &= 2pd - 2p - 2d - bp - rd. \quad (2.2.4)
\end{align*}
\]

Using the assumption we made about \((b, r)\), equation (2.2.4) is

\[
\geq pd - p - d + 1 \\
> pd - p - d - 1.
\]

So if \((b, r)\) satisfies (2.2.3), the pair \((d - 2 - b, p - 2 - r)\) does not.

Now assume \((b, r)\) is a pair with \(rd + bp > pd - d - p - 1\). Then

\[
(p - 2 - r)d + (d - 2 - b)p = 2pd - 2p - 2d - bp - rd. \quad (2.2.5)
\]

Using the assumption we made about \((b, r)\), equation (2.2.5) is

\[
< pd - p - d + 1.
\]

We need to show that \((p - 2 - r)d + (d - 2 - b)p \leq pd - p - d - 1\) but so far we have

\((p - 2 - r)d + (d - 2 - b)p \leq pd - p - d - 1\). We notice that if \((p - 2 - r)d + (d - 2 - b)p = pd - p - d\) then \(rd + bp = pd - d - p\). This would mean \((r + 1)d + (b + 1)p = pd\), which is impossible given conditions (2.2.1) and (2.2.2).
Therefore, the linearly independent set of elements of $H^0(X, \Omega^1_X)$ defined by the conditions in the theorem has $(p - 1)(d - 1)/2$ elements. Knowing that the genus of this curve is $(p - 1)(d - 1)/2$, we have found a basis for $H^0(X, \Omega^1_X)$.

Proposition 2.2.4 is a special case of the basis given in [19, Lemma 1]. For a more detailed description of the genus, see A.4.

2.3 The $p$-rank of a curve

Suppose we are given a smooth projective curve $X$ of genus $g$ defined over an algebraically closed field with characteristic $p > 0$. Then $X$ has an associated abelian variety $\text{Jac}(X)$ of dimension $g$ called the Jacobian of $X$, which is an abelian group. To study the Jacobian of $X$, we look at the multiplication-by-$p$ morphism. The kernel of this map is denoted by $\text{Jac}(X)[p]$ and is called the $p$-torsion of the Jacobian of $X$. Because the multiplication-by-$p$ morphism is inseparable, $\text{Jac}(X)[p]$ has the structure of a group scheme. The group scheme, $\mathbb{G}_m = \text{Spec}(k[x, x^{-1}])$, is called the multiplicative group. Let $\mu_p$ be the kernel of Frobenius on $\mathbb{G}_m$. As a scheme, $\mu_p = \text{Spec}(k[x]/(x^p - 1))$. The $p$-rank of $X$ is $s_X = \dim_{\mathbb{F}_p} \text{Hom}(\mu_p, \text{Jac}(X)[p])$.

The $p$-torsion points of the Jacobian are the points $Q \in \text{Jac}(X)(k)$ where $pQ = 0$. The set of $p$-torsion points will be denoted by $\text{Jac}(X)[p] (k)$. The number of $p$-torsion points will be a power of $p$. The number $s_X$ defined above satisfies

$$\# \text{Jac}(X)[p] (k) = p^{s_X}.$$ 

The $p$-rank of a curve satisfies the inequality $0 \leq s_X \leq g$.

**Proposition 2.3.1.** Let $X : y^p - y - f(x)$ be an Artin-Schreier curve in standard form and let $B$ be the set of $r + 1$ poles of $f(x)$. The $p$-rank of $X$ is

$$s_X = r(p - 1).$$
The proof of the above proposition is a special case of the Deuring-Shafarevich formula [9].

When the genus of $X$ is one, $X$ is an elliptic curve. In this case, $X$ having $p$-rank 1 is equivalent to $X$ being an ordinary elliptic curve. If the $p$-rank of $X$ is 0, this is equivalent to $X$ being a supersingular elliptic curve. We consider this special case further in Appendix B.

### 2.4 The $a$-number of an Artin-Schreier curve

The group scheme, $\mathbb{G}_a = \text{Spec}(k[x])$, is called the additive group. Let $\alpha_p$ be the kernel of Frobenius on $\mathbb{G}_a$. As a scheme, $\alpha_p = \text{Spec}(k[x]/(x^p))$. The $a$-number of $X$ is $a_X = \dim_k \text{Hom}(\alpha_p, \text{Jac}(X)[p])$.

The $a$-number of a curve is bounded by zero and the genus of the curve. If the $p$-rank is not equal to the genus, then the $a$-number is strictly greater than zero. If the $a$-number is equal to $g$, then the Jacobian of the curve is isomorphic to a product of supersingular elliptic curves.

### 2.5 The Cartier operator and the $a$-number

The Cartier operator, $\mathcal{C}$, gives a semi-linear map $\mathcal{C} : H^0(X, \Omega^1_X) \to H^0(X, \Omega^1_X)$ with the following properties (see [5]):

- $\mathcal{C}(\omega_1 + \omega_2) = \mathcal{C}(\omega_1) + \mathcal{C}(\omega_2)$
- $\mathcal{C}(f^p \omega) = f \mathcal{C}(\omega)$
- $\mathcal{C}(f^{n-1} df) = \begin{cases} 
  df & \text{if } n = p, \\
  0 & \text{if } 0 < n < p.
\end{cases}$
Suppose $\beta = \{\omega_1, \ldots, \omega_g\}$ is a basis of $H^0(X, \Omega_X^1)$. For each $\omega_j$, write

$$C(\omega_j) = \sum_i m_{i,j} \omega_i.$$ 

The matrix $M$ with entries $(m_{i,j})^p$ is the $g \times g$ Cartier-Manin matrix of the curve $X$ with respect to $\beta$. The $a$-number of the curve $X$ is

$$a_X = g - \text{rank}(M).$$

### 2.6 Example of a family of Artin-Schreier curves where the $a$-number is constant

Let $p = 5$. In this section, we show that any Artin-Schreier curve $y^5 - y = f(x)$, where $f(x) \in k[x]$ has degree 4, has $a$-number 4. If the Artin-Schreier curve is in standard form, it is given by an affine equation $X : y^5 - y = x^4 + a_2x^2 + a_1x$. A basis of $H^0(X, \Omega_X^1)$ is given by the set $\{dx, xdx, x^2dx, ydx, yxdx, y^2dx\}$. In this case, the genus of $X$ is $g = 6$. Applying the Cartier operator to each element of our basis, we get:

$$C(dx) = 0.$$ 

$$C(xdx) = 0.$$ 

$$C(x^2dx) = 0.$$ 

$$C(ydx) = C((y^5 - x^4 - a_2x^2 - a_1x)dx)$$

$$= C(-x^4dx)$$

$$= 4dx.$$ 

$$C(yxdx) = C((y^5 - x^4 - a_2x^2 - a_1x)xdx)$$

$$= 0.$$ 

$$C(y^2dx) = C((y^5 - x^4 - a_2x^2 - a_1x)^2dx)$$
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\[ = C(-2x^4y^5) + C(a_2^2x^4dx) \]
\[ = 3ydx + (a_2^2)^{1/5}dx \]

This gives the Cartier-Manin matrix:

\[
\begin{pmatrix}
  0 & 0 & 0 & 4 & 0 \\
  0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 3 \\
  0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

This matrix has rank 2. So, any Artin-Schreier curve given by a degree four polynomial \( f(x) \) has \( a \)-number \( a_X = g - \text{rank}(M) = 6 - 2 = 4 \).

### 2.7 Some results related to the \( a \)-number

In [4], it is shown that if the genus of a curve is \( g > \frac{p(p-1)}{2} \) then \( a_X \neq g \).

**Theorem 2.7.1.** (Ekedahl) Let \( g \) denote the genus of a curve \( X \) defined over \( k \). The Jacobian of \( X \) is not isomorphic to a product of supersingular elliptic curves, i.e., \( a_X \neq g \) if

1. \( g > \frac{p(p-1)}{2} \)

2. \( g > \frac{p-1}{2} \) if \( X \) is hyperelliptic and \((p, g) \neq (2, 1)\).

We will explore this result for Artin-Schreier curves given by affine equation \( y^p - y = f(x) \) with \( f(x) \in k[x] \) in two ways. First, we give a proof of part 1 of Theorem 2.7.1 for \( p \geq 3 \). Second, we give an example to show that this result is optimal.

**Proof.** Suppose \( X \) is an Artin-Schreier curve with affine equation \( y^p - y = f(x) \) with \( f(x) \in k[x] \). Recall that the genus of this curve is given by \( g = (\deg f(x)-1)(p-1)/2 \).
Since we are assuming that $g > p(p - 1)/2$, we must have that $\deg f(x) \geq p + 2$. With this fact, we can show that the 1-form $x^{p-1}dx$ is in $H^0(X, \Omega^1_X)$. This requires showing that the equation
\[
rd + bp \leq pd - d - p - 1
\]
is satisfied when $r = 0$ and $b = p - 1$. Using that $\deg f(x) \geq p + 2$, the right hand side of this inequality is greater than or equal to $p^2 - 3$. The left hand side is equal to $p^2 - p$. Since $p \geq 3$, we have that $rd + bp \leq pd - d - p - 1$. So, $x^{p-1}dx$ is in $H^0(X, \Omega^1_X)$.

The Cartier operator applied to $x^{p-1}dx$ yields $C(x^{p-1}dx) = dx$. This means that the rank of the Cartier-Manin matrix must be at least one because it has an entry corresponding to this calculation. Therefore, the $a$-number of $X$ cannot equal $g$.

To see that that the result of [4] is optimal, consider the curve $X : y^p - y = x^{p+1}$. We will show the well known result that $a_X = g$ for this curve by showing that the image of $C$ on all 1-forms is 0.

**Theorem 2.7.2.** The $a$-number of the Artin-Schreier curve $X : y^p - y = x^{p+1}$ is
\[
a_C = g = \frac{p(p - 1)}{2}.
\]

**Proof.** The basis for $H^0(X, \Omega^1_X)$ we will use is given by $\{y^r x^b dx\}$ with the three conditions given in Proposition 2.2.4. Using $d = p + 1$, and equations (2.2.1),(2.2.2) and (2.2.3) gives
\[
0 \leq b \leq p - 2
\]
\[
0 \leq r \leq p - 1
\]
\[
b \leq p - 1 - r - \frac{r + 2}{p}.
\]
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Notice that $C(x^b dx) = 0$ for all $b$ because $0 \leq b \leq p - 2$. Now consider $C(x^b y^r dx)$:

$$C(x^b y^r dx)$$

$$= C \left( x^b (y^p - x^{p+1})^r dx \right)$$

$$= C(x^b(y^{rp} - r x^{(p+1)(r-1)}y^{(r-1)p} + r x^{2(p+1)}y^{(r-2)p} + \ldots$$

$$+ (-1)^{r-1} x^{(r-1)(p+1)}y^p + (-1)^{r-1} x^{r(p+1)} dx)$$

$$= C((x^b y^{rp} - r x^{(p+1)}x^b y^{(r-1)p} + r x^{2(p+1)}x^b y^{(r-2)p} + \ldots$$

$$+ (-1)^{r-1} x^{(r-1)(p+1)}x^b y^p + (-1)^{r-1} x^{r(p+1)}x^b dx)$$

Let’s look at the exponents on $x$ in the above calculation:

$$x^b$$

$$x^{p+1}x^b = x^{p+1+b}$$

$$x^{2p+2}x^b = x^{2p+2+b}$$

$$x^{3p+3}x^b = x^{3p+3+b}$$

$$\vdots$$

$$x^{rp+r}x^b = x^{rp+r+b}$$

We will show that none of the exponents above are congruent to $-1 \mod p$ and thus $C(x^b y^r dx) = 0$. Suppose $ap + a + b = (a + 1)p - 1$ where $0 \leq a \leq r$. This gives $b = p - a - 1$. From above, we know that $b \leq p - 1 - r - \frac{r+2}{p}$, giving a contradiction. Thus, $C(x^b y^r dx) = 0$ for all possible $b$ and $r$. 

The result of [4] was given for all nonsingular curves. In [5], the focus is on cyclic covers of the projective line. In particular, this paper gives lower bounds on the $a$-number of cyclic covers $X : y^\ell = f(x)$ with $f(x) \in k[x]$. We give the main result of [5] below.

**Theorem 2.7.3.** (Elkin) Let $k$ be an algebraically closed field of characteristic $p > 0$ and $\ell \neq p$ be prime. Let $X : y^\ell = f(x)$ be a curve defined by $f(x) \in k[x]$, where $f(x)$ has no repeated roots, of genus $g$. 
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1. If $\ell = 2$, $a_X \leq (1 - 2/p)g + (p - 1)/p$.

2. If $2 < \ell < p$, $a_X \leq (1 - 2/p)g + 2(\ell - 1)(p - 1)/p$.

3. If $\ell > p$, $a_X < (1 - 2(1 - u)/p)g + (\ell - 1)(2p - 2 + u)/p$
   where $u = (\ell + p - 1)/2\ell p$.

The main result of this paper is closely related to the results of [14]. In [14], a formula is given for the $a$-number of Artin-Schreier curves of the form $X : y^p - y = x^d$ for all $d > 0$.

**Theorem 2.7.4.** (Pries) Let $a_X$ be the $a$-number of the curve $y^p - y = x^d$.

1. If $p \equiv 1 \mod d$, then
   
   $$a_X = \begin{cases} 
   \frac{(p-1)d}{4} & \text{if } d \text{ even} \\
   \frac{(p-1)(d-1)(d+1)}{4d} & \text{if } d \text{ odd}.
   \end{cases}$$

2. If $p \not\equiv 1 \mod d$, define $h_b \in [0, p - 1]$ to be the integer satisfying
   
   $h_b \equiv (-1 - b)d^{-1} \mod p$. Then
   
   $$a_X = \sum_{b=0}^{d-2} \min(h_b, p - \lceil (p + 1 + bp)/d \rceil).$$

We extend the result of part (1) to all curves $X : y^p - y = f(x)$, with $f(x) \in k(x)$ whose poles have order dividing $p - 1$, in chapter 3.
Chapter 3

Main result

The result in this chapter was discovered by using a computer to compute the $a$-number of Artin-Schreier curves $y^p - y = f(x)$ with $f(x) \in \mathbb{F}_p[x]$. We used the computer algebra system Maple to compute the $a$-number for a given prime $p$ and polynomial $f(x)$. Letting Maple produce random polynomials, $f(x)$, led to the discovery of the main result of the paper. This code is included in Appendix C.

Let $k$ be an algebraically closed field of characteristic $p$. In this section, we consider an Artin-Schreier curve of the form $X : y^p - y = f(x)$ with $f(x) \in k(x)$ satisfying that $f(x) \neq z^p - z$ for any $z \in k(x)$. After a fractional linear transformation, we can suppose that $f(x)$ has a pole at infinity. Taking the partial fraction decomposition of $f(x)$, we can write

$$f(x) = f_0(x) + \sum_{j=1}^{\mu} f_j \left( \frac{1}{x - e_j} \right)$$

where, for each $0 \leq j \leq \mu$, $f_j \in k[x]$ is a polynomial. Defining

$$x_j = \begin{cases} x & \text{if } j = 0, \\ (x - e_j)^{-1} & \text{if } j \in \{1, \ldots, \mu\} \end{cases}$$

we can write

$$f(x) = \sum_{j=0}^{\mu} f_j (x_j) .$$
Let \( d_j \) and \( \delta_j \) be the degree and leading coefficient of the polynomial \( f_j \), respectively. We consider the situation where the order of each pole of \( f(x) \) divides the quantity \((p - 1)\), i.e., each \( d_j \) divides \((p - 1)\). As each \( d_j \) divides \((p - 1)\), we will define the integers \( \gamma_j = \frac{p-1}{d_j} \).

**Theorem 3.1.** With the setup as above, the \( a \)-number of the Artin-Schreier curve \( X : y^p - y = f(x) \) is

\[
a_X = \sum_{j=0}^{\mu} a_j, \text{ where } a_j = \begin{cases} \frac{(p-1)d_j}{4} & \text{if } d_j \text{ even} \\ \frac{(p-1)(d_j-1)(d_j+1)}{4d_j} & \text{if } d_j \text{ odd}. \end{cases}
\]

**Proof.** We will use the basis for \( H^0(X, \Omega^1_X) \) given by [19, Lemma 1]. This basis is given by the set \( W = \bigcup_{j=0}^{\mu} W_j \) where

\[
W_0 = \left\{ x^b y^r dx \mid r, b \geq 0 \text{ and } rd_0 + bp \leq (p - 1)(d_0 - 1) - 2 \right\}, \text{ and }
\]

\[
W_j = \left\{ x^b y^r dx \mid r \geq 0, b \geq 1, \text{ and } rd_j + bp \leq (p - 1)(d_j + 1) \right\} \text{ if } j \neq 0.
\]

We note that \(|W_0| = (d_0 - 1)(p - 1)/2\), and \(|W_j| = (d_j + 1)(p - 1)/2\).

The set of 1-forms \( x^b y^r dx \in W_0 \) can be associated with the integer ordered pairs \((b, r)\) that lie in the region bounded by the lines \( r = 0, b = 0 \), and \( r = (p - 2 - \gamma_0) - \gamma_0 b \).
Similarly, the 1-forms $x_j^b y^r dx \in W_j$ can be associated with the integer pairs $(b, r)$ lying in the region bounded by $r = 0$, $b = 1$, and $r = (p - 2 + \gamma_j) - \gamma_j b$.

We define an ordering $\prec$ on the basis $W$. Define $x_i^{b_1} y^{r_1} dx \prec x_j^{b_2} y^{r_2} dx$ if

1. $r_1 < r_2$, or if
2. $r_1 = r_2$ and $i < j$, or if
3. $r_1 = r_2$, $i = j$ and $b_1 < b_2$.

This gives $W$ the following ordering.

$$W = \left\{ dx, x dx, x^2 dx, \ldots, x_1 dx, x_1^2 dx, \ldots, x_\mu dx, x_\mu^2 dx, \ldots, y dx, xy dx, x^2 y dx, \ldots, x_1 y dx, x_1^2 y dx, \ldots, x_\mu y dx, x_\mu^2 y dx, \ldots \right\}$$

We now consider the action of the Cartier operator on the elements of the set $W_j$ for a fixed $j$. In general,

$$C\left(x_j^b y^r dx\right) = C\left(x_j^b (y^p - f(x))^r dx\right)$$
Using the extended binomial theorem,

\[(y^p - f(x))^r = \sum_{\alpha=\alpha_0,\ldots,\alpha_\mu} c_\alpha y^{\alpha_0} f_0^{\alpha_1} f_1^{\alpha_1} \cdots f_\mu^{\alpha_\mu} (x_\mu)\]

where \(\alpha = (\alpha_0, \ldots, \alpha_\mu)\) and \(c_\alpha = (-1)^{\alpha_0 + \cdots + \alpha_\mu} \left(\begin{array}{c} r \\ \alpha_0, \ldots, \alpha_\mu \end{array}\right)\). So,

\[C(x^b y^r dx) = \sum_{\alpha=\alpha_0,\ldots,\alpha_\mu} c_\alpha y^{\alpha_0} C(x^b f_0^{\alpha_1} f_1^{\alpha_1} \cdots f_\mu^{\alpha_\mu} (x_\mu) dx)\]

Lemma 1. If \(r \geq (b + 1)\gamma_0\), then the 1-form \(x^b y^{r-(b+1)\gamma_0} dx\) appears in the expansion of \(C(x^b y^r dx)\).

Proof. Consider the terms of

\[C(x^b y^r dx) = \sum_{\alpha=\alpha_0,\ldots,\alpha_\mu} c_\alpha y^{\alpha_0} C(x^b f_0^{\alpha_1} f_1^{\alpha_1} \cdots f_\mu^{\alpha_\mu} (x_\mu) dx)\]

where \(\alpha_0 = r - (b + 1)\gamma_0\). The biggest choice for \(\alpha_0\) is then \((b + 1)\gamma_0\). For this choice of \(\alpha\), i.e., \(\alpha = (r - (b + 1)\gamma_0, (b + 1)\gamma_0, 0, \ldots, 0)\), the term of the above sum becomes

\[c_\alpha y^{r-(b+1)\gamma_0} C(x^b f_0^{(b+1)\gamma_0} (x) dx) = c_\alpha y^{r-(b+1)\gamma_0} \left(\delta_{0,d_j}^{(b+1)\gamma_0/p} x^b + \ldots\right) dx\]

as \(\deg \left(x^b f_0^{(b+1)\gamma_0} (x)\right) = b + (b + 1)\gamma_0 d_0 = (b + 1)p - 1\).

To show that the coefficient of \(y^{r-(b+1)\gamma_0} x^b\) on the right hand side of the above equation is nonzero, we notice that for all \(x^b y^r dx \in W_0\), we have \(r \leq p - 2 - \gamma_0\). This fact gives that \(c_\alpha \neq 0\). Also, as \(\delta_{0,d_j}\) is the leading coefficient of \(f_0\), we have that \(\delta_{0,d_j} \neq 0\).

To show that this term is canceled by no others, we note that no other choice for \(\alpha_0\) would yield the correct power on \(y\). We also note that any smaller choice for \(\alpha_0\) would not give a high enough power to yield \(x^b\). Thus, the 1-form \(x^b y^{r-(b+1)\gamma_0} dx\) appears in the expansion of \(C(x^b y^r dx)\). \(\square\)
We partition $W_0$ into two subsets, those elements which satisfy the hypothesis of Lemma 1 and those that do not. We call these subsets $H_0$ and $A_0$, respectively. That is,

$$H_0 = \{ x^b y^r dx \in W_0 | r \geq (b + 1) \gamma_0 \} ,$$

and

$$A_0 = W_0 - H_0.$$

**Lemma 2.** For $1 \leq j \leq \mu$, if $r \geq (b - 1) \gamma_j$, then the 1-form $x_j^b y^{r - (b - 1) \gamma_j} dx$ appears in the expansion of $C(x_j^b y^r dx)$.

**Proof.** If $r \geq (b - 1) \gamma_j$, we see that the term of $C(x_j^b y^r dx)$ where $\alpha_{-1} = r - (b - 1) \gamma_j$, $\alpha_j = (b - 1) \gamma_j$, and $\alpha_i = 0$ for all $i \not\in \{-1, i\}$ is

$$c_\alpha y^{r - (b - 1) \gamma_j} C\left(x_j^b f_j (x_j)^{(b - 1) \gamma_j}\right) = c_\alpha \delta_j^{(b-1)\gamma_j/p} x_j^b y^{r - (b - 1) \gamma_j} dx + \ldots \quad (3.1)$$

because the term in the denominator of $x_j^b f_j (x_j)^{(b - 1) \gamma_j}$ with the largest exponent is $$(x - e_j)^{(b - 1) \gamma_j d_j + b} = (x - e_j)^{(b - 1) p + 1}.$$ 

To show that the coefficient of the term shown on the right hand side of (3.1) is nonzero, we note that for all $x_j^b y^r \in W_j$, we have $r \leq p - 2$. This gives that $c_\alpha \neq 0$. Also, $\delta_j, d_j \neq 0$ as it is the leading coefficient of $f_j$. 
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The term on the right hand side of (3.1) cannot be canceled by another term in the expansion of \( C(x_j^b y^r dx) \). To see this, we notice that in order for \( x_j^b y^r - (b-1) \gamma_j dx \) to appear, we must have \( \alpha_{-1} = r - (b-1) \gamma_j \). But if \( a_j \) is chosen any smaller than \((b-1) \gamma_j\), as it was chosen above, the 1-form \( x_j^b y^r - (b-1) \gamma_j dx \) will not appear in the expansion of \( C(x_j^b y^r dx) \).

\[
\square
\]

Based on the hypothesis of Lemma 2, we partition the set \( W_j \) into two subsets, \( H_j \) and \( A_j \). Let

\[
H_j = \left\{ x_j^b y^r dx \in W_j \mid r \geq (b-1) \gamma_j \right\},
\]

and

\[
A_j = W_j - H_j.
\]

For convenience, we define the sets

\[
H = \bigcup_{j=0}^{\mu} H_j
\]

and

\[
A = \bigcup_{j=0}^{\mu} A_j.
\]
Based on the statements of Lemma 1 and Lemma 2, we make the following definition for the 1-forms in $H_j$. We will say that the key term of $\mathcal{C}(\omega)$ is

$$
\begin{cases}
  x^by^{-(b+1)\gamma_0}dx & \text{if } \omega = x^by^r dx \in H_0, \\
  x_j^by^{-(b-1)\gamma_j}dx & \text{if } \omega = x^by^r dx \in H_j \text{ for some } j \neq 0.
\end{cases}
$$

We note that Lemmas 1 and 2 guarantee a key term to appear in the expansion of $\omega$ for all $\omega \in H$. The next Lemma will show that this key term does not appear for any basis element smaller than $\omega$. Lemmas 1-3 show that the columns of the Cartier-Manin matrix which correspond to $H$ are linearly independent.

**Lemma 3.**

1. The 1-form $x^by^{r-(b+1)\gamma_0}dx$ does not appear in the expansion of $\mathcal{C}(\omega)$ for any $\omega \prec x^by^r dx$.

2. The 1-form $x_j^by^{r-(b-1)\gamma_j}dx$ does not appear in the expansion of $\mathcal{C}(\omega)$ for any $\omega \prec x^by^r dx$.

**Proof.**

To show that (1) is true, we will show that $x^by^{r-(b+1)\gamma_0}dx$ can only appear in the expansion of $\mathcal{C}(\omega)$ if $\omega \geq x^by^r dx$. Recall the calculation

$$
\mathcal{C}(x_k^By^R dx) = \sum_{(\alpha_{-1}, \ldots, \alpha_{\mu})} \sum_{\alpha_i = R} c_{\alpha} y^{\alpha_1-1} \mathcal{C}(x_k^B f_0^{\alpha_0}(x) f_1^{\alpha_1}(x_1) \cdots f_\mu^{\alpha_\mu}(x_\mu)).
$$

In order for $x^by^{r-(b+1)\gamma_0}dx$ to appear in the expansion of $\mathcal{C}(x_k^By^R dx)$, we need $\alpha_{-1} = r - (b+1)\gamma_0$. This gives the restriction that $\alpha_0 \leq R - (r - (b+1)\gamma_0)$. At this point, we must consider two cases: when $k = 0$ and when $k \neq 0$.

If $k = 0$, we need $\alpha_0d_0 + B \geq (b+1)p - 1$ in order for $x^by^{r-(b+1)\gamma_0}dx$ to appear in the expansion of $\mathcal{C}(x^By^R dx)$. Combining these inequalities, we find that

$$
R - r \geq \frac{b - B}{d_0}.
$$

Using that $0 \leq b, B \leq d_0 - 2$, we have that the 1-form $x^by^{r-(b+1)\gamma_0}dx$ can appear in the expansion of $\mathcal{C}(x^By^R dx)$ only if $R > r$ or if $R = r$ and $B \geq b$.  
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If \( k \neq 0 \), we require \( \alpha_0 d_0 - B \geq (b + 1)p - 1 \) in order for \( x^b y^{-r(b+1)\gamma_0} dx \) to appear in the expansion of \( C \left( x^B y^R dx \right) \). Performing a similar calculation to the one in the previous case, we find that

\[
R - r \geq \frac{b + B}{d_0}.
\]

As \( B > 0 \), we conclude that \( x^b y^{-r(b+1)\gamma_0} dx \) can only appear in the expansion of \( C \left( x^B y^R dx \right) \) if \( R > r \). In both cases, we have shown that \( x^B y^R dx \) must be greater than or equal to \( x^b y^r dx \). This finishes the proof of part (1).

To prove part (2), we must show that \( x^b y^{-r(b-1)\gamma_j} dx \) can only appear in the expansion of \( C(\omega) \) if \( \omega \geq x^b y^r dx \).

We will once again need to look at the calculation

\[
C \left( x^B y^R dx \right) = \sum_{\alpha = 1}^{\alpha_{\mu}} c_{\alpha} y^{\alpha-1} C \left( x^B f_{\alpha_1}^{\alpha}(x) f_{\alpha_2}^{\alpha_1}(x_1) \cdots f_{\mu}^{\alpha_{\mu}}(x_\mu) \right).
\]

We see that we need \( \alpha_{\mu} = \alpha - 1 = r - (b - 1)\gamma_j \) in order for \( x^b y^{-r(b-1)\gamma_j} dx \) to appear in the output of \( C \left( x^B y^R dx \right) \). This gives the restriction that \( \alpha_j \leq R - (r - (b - 1)\gamma_j) \).

If \( k \neq j \), we see that \( x^b y^{-r(b-1)\gamma_j} dx \) will only show up in the expansion of \( C \left( x^B y^R dx \right) \) if \( \alpha_j d_j \geq (b - 1)p + 1 \). Using the inequalities above we see that

\[
R - r \geq \frac{b}{d_j}.
\]

As \( b > 0 \), we conclude that \( x^b y^{-r(b-1)\gamma_j} dx \) can only appear in the expansion of \( C \left( x^B y^R dx \right) \) if \( R > r \).

If \( k = j \), we need \( \alpha_j d_j + B \geq (b - 1)p + 1 \) for \( x^b y^{-r(b-1)\gamma_j} dx \) to appear in the expansion of \( C \left( x^B y^R dx \right) \). Using the inequalities above, we find that

\[
R - r \geq \frac{b - B}{d_j}.
\]

Using that \( b \) and \( B \) are both bounded by \( d_j \), we see that this equation is only satisfied if \( R > r \) or if \( R = r \) and \( B \geq b \). This completes the proof of statement (2). \( \Box \)
Recall the definition of the key terms for $\omega \in H_j$. The key term of $C \left( x^b y^r dx \right)$ is

$$x^b y^{r-(b+1)\gamma_0} dx,$$  \hspace{1cm} (3.3)

and the key term of $C \left( x_j^b y^r dx \right)$ is

$$x_j^b y^{r-(b-1)\gamma_j} dx$$  \hspace{1cm} (3.4)

First, consider the term in (3.3) for a fixed $r$ as $b$ increases from zero. These terms lie on a line of slope $-\gamma_0$ as shown on the following graph.

The term shown in (3.4) can be thought of in a similar way. Here, the terms shown in (3.4) appear on a line of slope $-\gamma_i$ as shown below.
With these two pictures in mind, we make the following definitions. First, let

\[
Z_{0,r} = \left\{ x^B y^R dx \in W_0 \bigg| R = r - \gamma_0 - \gamma_0 B \right\} \text{ if } i = 0, \text{ and }
\]

\[
Z_{j,r} = \left\{ x^B y^R dx \in W_j \bigg| R = r + \gamma_j - \gamma_j B \right\} \text{ if } j \in \{1, \ldots, \mu\}.
\]

Second, let

\[
Y_{j,r} = \begin{cases} 
\bigcup_{i=0}^r Z_{0,i} & \text{if } j = 0, \\
\bigcup_{i=0}^r Z_{j,i} & \text{if } j \in \{1, \ldots, \mu\}.
\end{cases}
\]

We now turn our attention to showing that the columns of the Cartier-Manin matrix that correspond to the basis elements in \( A \) are linearly dependent on the columns corresponding to the set \( H \). The following two lemmas will show that the output of the Cartier operator is contained in the span of the sets \( Y_{i,r} \). As the sets \( Y_{i,r} \) are built from key terms, which come from the image of the Cartier operator on \( H \), we will have that each term in the output of the Cartier operator on an element of \( A \) also appears as a key term for some element of \( H \). 

**Lemma 4.** If \( \omega \in W_j \) appears in the expansion of \( C \left( x_j^by^r \right) dx \) then \( \omega \in Y_{j,r} \).

**Proof.** The proof will be in two parts. First, we will show this statement when \( j = 0 \). In order to show this, we will show that if the inequality \( R \geq r - \gamma_0 - \gamma_0 B + 1 \) holds
then \( x^B y^R dx \) will not appear as a term of \( C (x^b y^r dx) \). Recall that

\[
C (x^b y^r dx) = \sum_{\alpha_0} \sum_{\alpha_1} \cdots \sum_{\alpha_\mu} c_\alpha y^{\alpha_0} C (x^b f_0^{\alpha_0} (x)f_1^{\alpha_1} (x_1) \cdots f_\mu^{\alpha_\mu} (x_\mu)).
\]

For \( x^B y^R dx \) to appear in the expansion, we must have \( \alpha_0 = R \). This gives that \( \alpha_0 \leq r - R \). Now using that \( R \geq r - \gamma_0 - \gamma_0 B + 1 \), we have \( \alpha_0 \leq \gamma_0 B + \gamma_0 - 1 \). We now notice that the degree of \( x^b f_0^{\alpha_0} \) is

\[
\deg (x^b f_0^{\alpha_0}) = b + \alpha_0 d_0 \leq b + (\gamma_0 B + \gamma_0 - 1) d_0 = b + (p - 1) B + (p - 1) - d_0 = (B + 1)p - 1 - B + b - d_0.
\]

By looking at the picture of \( W_0 \), we see that \( b \leq d_0 - 2 \). So, \( \deg (x^b f_0^{\alpha_0}) < (B+1)p - 1 \). Thus, \( x^B y^R dx \) does not appear as a term in the expansion of \( C (x^b y^r dx) \) with \( R > r - \gamma_0 - \gamma_0 B \).

We now prove the claim in the case when \( j \neq 0 \). Here, the claim can be restated in the following way. There is no term \( x^B_j y^R dx \) appearing in the expansion of \( C (x^b_j y^r dx) \) with \( R > r + \gamma_j - \gamma_j B \). We will use the inequality \( R \geq r + \gamma_j - \gamma_j B + 1 \).

Recall that

\[
C (x^b_j y^r dx) = \sum_{\alpha_0} \sum_{\alpha_1} \cdots \sum_{\alpha_\mu} c_\alpha y^{\alpha_0} C (x^b_j f_0^{\alpha_0} (x)f_1^{\alpha_1} (x_1) \cdots f_\mu^{\alpha_\mu} (x_\mu)).
\]

For \( x^B_j y^R dx \) to appear as a term in the expansion, we must have \( \alpha_{-1} = R \). This gives that \( \alpha_j \leq r - R \). Now using that \( R \geq r + \gamma_j - \gamma_j B + 1 \), we have \( \alpha_j \leq \gamma_j B - \gamma_j - 1 \). We now notice that the degree of \( x^b_j f_\alpha^{\alpha_j} \) is

\[
\deg (x^b_j f_\alpha^{\alpha_j}) = \alpha_j d_j + b \leq (\gamma_j B - \gamma_j - 1) d_j + b = (p - 1) B - (p - 1) - d_j + b = (B - 1)p + 1 - B - d_j + b.
\]
Looking at the picture of $W_j$ we see that $b \leq d_j$. As $B$ has to be greater than or equal to one, we see that $\deg(x_i^b f_j^{\alpha_1}) < (B-1)p + 1$. Thus, $x_j^B y^R dx$ does not appear as a term in the expansion of $C(x_i^b y^r dx)$ if $R > r + \gamma_j - \gamma_j B$.

Lemma 5. If $\omega \in W_j$ appears in the expansion of $C(x_i^b y^r dx)$, where $i \neq j$, then $\omega \in Y_{j,r-1}$.

Proof. This claim will be proven in two parts. First, when $j \neq 0$ and $i \neq j$, we can restate the claim in the following way. The term $x_j^B y^R dx$ does not appear as a term in the expansion of $C(x_i^b y^r dx)$ where $R \geq r + \gamma_j - \gamma_j B$.

Assume that $R \geq r + \gamma_j - \gamma_j B$. Then
\[
C(x_i^b y^r dx) = \sum_{(\alpha_{-1}, \ldots, \alpha_r)} c_\alpha y^{\alpha_{-1}} C(x_i^b f_0^{\alpha_0}(x) f_1^{\alpha_1}(x_1) \cdots f_{\mu_r}^{\alpha_{\mu}}(x_{\mu})) .
\]

For $x_j^B y^R dx$ to appear as a term in the expansion, we must have $\alpha_{-1} = R$. This gives that $\alpha_j \leq r - R$. Now using that $R \geq r + \gamma_j - \gamma_j B$, we have $\alpha_j \leq \gamma_j B - \gamma_j$.

We notice that in the argument of $c_\alpha y^R C(x_i^b f_0^{\alpha_0}(x) f_1^{\alpha_1}(x_1) \cdots f_{\mu_r}^{\alpha_{\mu}}(x_{\mu}))$, the degree of $x_j$ is less than or equal to $\alpha_j d_j$, which is less than $(B - 1)p + 1$. Thus, $x_j^B y^R dx$ does not appear as a term in the expansion of $C(x_i^b y^r dx)$ if $R \geq r + \gamma_j - \gamma_j B$.

The next case to consider is when $j = 0$ and $i \neq 0$. Here, the claim states that there is no term $x^B y^R dx$ appearing in the expansion of $C(x_i^b y^r dx)$ with $R \geq r - \gamma_0 - \gamma_0 B$.

Assume that $R \geq r - \gamma_0 - \gamma_0 B$. In the calculation of
\[
C(x_i^b y^r dx) = \sum_{(\alpha_{-1}, \ldots, \alpha_r)} c_\alpha y^{\alpha_{-1}} C(x_i^b f_0^{\alpha_0}(x) f_1^{\alpha_1}(x_1) \cdots f_{\mu_r}^{\alpha_{\mu}}(x_{\mu})) ,
\]
we would need $\alpha_{-1} = R$ in order for $x^B y^R dx$ to appear in the output. This, together with the inequality $R \geq r - \gamma_0 - \gamma_0 B$, gives that $\alpha_0 \leq \gamma_0 B + \gamma_0$. We now see that in the argument of $c_\alpha y^R C(x_i^b f_0^{\alpha_0}(x) f_1^{\alpha_1}(x_1) \cdots f_{\mu_r}^{\alpha_{\mu}}(x_{\mu}))$, the degree of $x$ is less than or equal to $\alpha_0 d_0$, which is less than $(B + 1)p + 1$. Thus, $x^B y^R dx$ does not appear as a term in the expansion of $C(x_i^b y^r dx)$ if $R \geq r - \gamma_0 - \gamma_0 B$. 30
Lemmas 3, 4, and 5 show that the Cartier operator applied to \( x^by^rdx \) or \( x_j^by^rdx \) can be written in the following way. If \( x^by^rdx \in W_0 \) then

\[
C(x^by^rdx) = \nu_{0,b,-\gamma_0}x^by^rdx + \nu_{0,b-1,-\gamma_0}x^{b-1}y^rdx + \cdots + \nu_{0,0,-\gamma_0}y^rdx
+ \sum_{k=0}^{\mu} \left( \sum_{R<r+\gamma_k-\gamma_kB} \nu_{k,B,R}x_k^by^rdx \right)
\]

(3.5)

where each \( \nu_{k,b,r} \in k \) and \( \nu_{0,b,r,-\gamma_0} \neq 0 \). If \( x_j^by^rdx \in W_j \) then

\[
C(x_j^by^rdx) = \nu_{j,b+r+\gamma_j-b\gamma_j}x_j^by^{r+\gamma_j-b\gamma_j}dx + \nu_{j,b-1,r+2\gamma_j-b\gamma_j}x_j^{b-1}y^{r+2\gamma_j-b\gamma_j}dx + \cdots + \nu_{j,1,r}x_jy^r dx
+ \sum_{k=0}^{\mu} \left( \sum_{R<r+\gamma_k-\gamma_kB} \nu_{k,B,R}x_k^by^rdx \right)
\]

(3.6)

where each \( \nu_{k,b,r} \in k \) and \( \nu_{j,b,r+\gamma_j-b\gamma_j} \neq 0 \).

The elements \( x_j^by^rdx \) of \( A_j \) satisfy \( 0 \leq r < (p - 2)/2 \) for any \( j \in \{0, \ldots, \mu\} \). We have already shown that if \( \sigma = x^by^rdx \in A \), the output of \( C(\sigma) \) will be contained in \( Y_{j,r} \). The next lemma shows that each term of \( Y_{j,r} \) is a key term of \( C(\omega) \) for some \( \omega \in H_j \).

**Lemma 6.** Suppose \( 0 \leq r < (p - 2)/2 \) and \( 0 \leq j \leq \mu \). Every element of \( Y_{j,r} \) is a key term of \( C(\omega) \) for some \( \omega \in H_j \).

**Proof.** Let \( x_j^by^rdx \in Y_{j,r} \). Define \( \omega \) to be

\[
\omega = \begin{cases} 
  x^by^{r+\gamma_0+\gamma_0B} dx & \text{if } j = 0, \\
  x_j^by^{r-\gamma_j+\gamma_jB} dx & \text{if } j \in \{1, \ldots, \mu\}.
\end{cases}
\]

Once we have shown that \( \omega \in H_j \), then the key term of \( C(\omega) \) is \( x_j^by^rdx \).

First, consider the case when \( j = 0 \). We have \( \omega = x^by^{r+\gamma_0+\gamma_0B} dx \). If \( x^by^rdx \in Y_{0,r} \) then \( R \leq r - \gamma_0 - \gamma_0B \). Notice that this means the power on \( y \) in \( \omega \) is

\[
R + \gamma_0 + \gamma_0B \leq (r - \gamma_0 - \gamma_0B) + \gamma_0 + \gamma_0B \leq r.
\]
In general, for \( x^\beta y^\rho dx \) to be in \( H_0 \), we need \( \rho \geq \gamma_0 + \gamma_0 \beta \). For \( \omega \), this means that we need \( R + \gamma_0 + \gamma_0 B \geq \gamma_0 + \gamma_0 B \) which is trivially satisfied. This, together with the power on \( y \) in \( \omega \) being less than \( r \), gives that \( \omega \in H_0 \).

Second, we consider the case when \( j \neq 0 \). We have \( \omega = x_j^B y^{R - \gamma_j + \gamma_j B} dx \). If \( x_j^B y^{R} dx \in Y_{j,r} \) then \( R \leq r + \gamma_j - \gamma_j B \). Notice that this means the power on \( y \) in \( \omega \) is

\[
R - \gamma_j + \gamma_j B \leq (r + \gamma_j - \gamma_j B) - \gamma_j + \gamma_j B \leq r.
\]

In general, for \( x^\beta y^\rho dx \) to be in \( H_j \), we need \( \rho \geq -\gamma_j + \gamma_j \beta \). For \( \omega \), this means that we need \( R - \gamma_j + \gamma_j B \geq -\gamma_j + \gamma_j B \) which is trivially satisfied. This, together with the power on \( y \) in \( \omega \) being less than \( r \), gives that \( \omega \in H_j \).

\[ \square \]

The next lemma will show that the columns of the Cartier-Manin matrix which correspond to the elements of the sets \( A_\ell \) do not contribute to the rank of the Cartier-Manin matrix.

**Lemma 7.** Suppose \( \eta \in A_k \) for some \( k \). Then \( C(\eta) \) is contained in \( \text{span} \{ C(\omega) \mid \omega \in H \} \).

**Proof.** Since \( \eta \in A_k \), then \( \eta = x_k^h y^r dx \) for some \( 0 \leq r < (p - 2)/2 \). Using Lemmas 4 and 5, we have that \( C(\eta) \) is in \( \text{span}(Y_{k,r}) \). By Lemma 6, \( C(\eta) \in \text{span} \{ C(\omega) \mid \omega \in H \} \). Choose the largest \( \omega \) and denote it by \( \omega' \). Choosing an appropriate coefficient, \( \nu \), there is a new expression \( C(\eta) - \nu C(\omega') \) in which the key term of \( C(\omega') \) does not appear. By Lemmas 3 through 5, we know that all other terms of \( C(\omega') \) are key terms of \( C(\omega) \) for elements \( \omega \in W \) which are smaller than \( \omega' \). So, every term of \( C(\eta) - \nu C(\omega') \) is a key term of \( C(\omega) \) for an element of \( \omega \in W \) which is smaller than \( \omega' \). Repeating this process, we can express \( C(\eta) \) as a linear combination \( \sum_{\omega \in H} \nu_{\omega} C(\omega) \).

\[ \square \]

We now know that the rank of the Cartier-Manin matrix is equal to the sum of the sizes of the sets \( H_\ell, \ell = 0, \ldots, \mu \). As \( a = g - \text{rank}(M) \) and \( g = |W| \), we have that \( a = \sum |W_\ell| - \sum |H_\ell| = \sum_{\ell=0}^{\mu} (W_\ell - H_\ell) \). One could also compute the \( a \)-number by finding \( \sum_{\ell=0}^{\mu} |A_\ell| \).
Lemma 8. The number \( a_j = |W_j| - |H_j| \) is

\[
\begin{cases}
\frac{(p-1)d_j}{4} & \text{if } d_j \text{ even}, \\
\frac{(p-1)(d_j^2-1)}{4d_j} & \text{if } d_j \text{ odd}.
\end{cases}
\]

for each \( j \in \{0, 1, 2, \ldots, \mu\} \).

Proof. First, consider the case when \( j = 0 \). The size of \( W_0 \) is given by

\[
|W_0| = \frac{(p-1)(d_0 - 1)}{2}.
\]

To find the size of \( H_0 \), we will count the integer points \((b, r)\) corresponding to \( x^b y^r dx \in H_0 \). The lines \( r = p-2-\gamma_0-\gamma_0 b \) and \( r = \gamma_0 b + \gamma_0 \) intersect at \( b = \frac{d_0}{2} - 1 - \frac{1}{2\gamma_0} \).

The largest value of \( b \) appearing in the set \( H_0 \) is

\[
b' = \lfloor b \rfloor = \begin{cases}
\frac{d_0-4}{2} & \text{if } d_0 \text{ is even}, \\
\frac{d_0-3}{2} & \text{if } d_0 \text{ is odd}.
\end{cases}
\]

Using the picture of \( W_0 \) shown earlier as a guide, we have

\[
a_0 = |W_0| - |H_0| = \frac{(p-1)(d_0 - 1)}{2} - \sum_{b=0}^{b'} \left[(p-2-\gamma_0-\gamma_0 b) - (\gamma_0 b + \gamma_0) + 1\right]
\]

\[
= \frac{(p-1)(d_0 - 1)}{2} - \sum_{b=0}^{b'} (p-1 - 2\gamma_0 - 2\gamma_0 b)
\]

\[
= \frac{(p-1)(d_0 - 1)}{2} - (p-1 - 2\gamma_0) (b' + 1) + 2\gamma_0 (b') (b' + 1)
\]

\[
= \begin{cases}
\frac{(p-1)d_0}{4} & \text{if } d_0 \text{ even}, \\
\frac{(p-1)(d_0^2-1)}{4d_0} & \text{if } d_0 \text{ odd}.
\end{cases}
\]

Now suppose \( j \neq 0 \). The size of \( W_j \) is given by

\[
|W_j| = \frac{(p-1)(d_j + 1)}{2}.
\]
The size of $H_j$ will be found by counting the integer points $(b, r)$ corresponding to $x^by^r dx \in H_j$. The lines $r = p - 2 + \gamma_j - \gamma_j b$ and $r = \gamma_j b - \gamma_j$ intersect at $b = \frac{d_j}{2} + 1 - \frac{1}{2\gamma_j}$.

The largest value of $b$ appearing in $H_j$ is

$$b' = \lfloor b \rfloor = \begin{cases} \frac{d_j}{2} & \text{if } d_j \text{ is even}, \\ \frac{d_j + 1}{2} & \text{if } d_j \text{ is odd}. \end{cases}$$

Using the picture of $W_j$ shown earlier as a guide, we have

$$a_j = |W_j| - |H_j|$$

$$= \frac{(p - 1)(d_j + 1)}{2} - \sum_{b=1}^{b'} [(p - 2 + \gamma_j - \gamma_j b) - (\gamma_j b - \gamma_j) + 1]$$

$$= \frac{(p - 1)(d_j + 1)}{2} - \sum_{b=1}^{b'} (p - 1 + 2\gamma_j - 2\gamma_j b)$$

$$= \frac{(p - 1)(d_j + 1)}{2} - (p - 1 + 2\gamma_j) b' + \frac{2\gamma_j (b') (b' + 1)}{2}$$

$$= \begin{cases} \frac{(p-1)d_j}{4} & \text{if } d_j \text{ even}, \\ \frac{(p-1)(d_j^2 - 1)}{4d_j} & \text{if } d_0 \text{ odd}. \end{cases}$$

Lemmas 8 gives the result we were looking for.
Chapter 4

Moduli space for Artin-Schreier curves

In this chapter, we present a new result about the existence of deformations of Artin-Schreier covers with varying $p$-rank. This work builds on [12, 15].

4.1 Partitions

In Theorem 4.3.1, we see a connection between the $p$-rank of Artin-Schreier curves and a partition of the number $D + 2$. First, we describe the specific partitions of $D + 2$ we wish to consider. These are the partitions of $D + 2$ into $r + 1$ numbers $\vec{E} = \{e_1, \ldots, e_{r+1}\}$ such that each $e_j \not\equiv 1 \mod p$. We denote the set of all such partitions by $\Omega_D$. The subset of $\Omega_D$ which contains all partitions of length $r + 1$ is denoted by $\Omega_{D,r}$. We can make a directed graph by ordering these partitions in the following way. If $\vec{E}_1$ and $\vec{E}_2$ are two partitions, we say $\vec{E}_1 < \vec{E}_2$ if $\vec{E}_2$ is a refinement of $\vec{E}_1$. We draw an edge from $\vec{E}_1$ to $\vec{E}_2$ if $\vec{E}_1 < \vec{E}_2$ and if there is no partition strictly between them.

As an example, let’s look at the directed graph for $D = 6$ when $p = 3$: 
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The sets of interest are

\[ \Omega_6 = \{\{8\}, \{6, 2\}, \{5, 3\}, \{3, 3, 2\}, \{2, 2, 2\}\} \]

\[ \Omega_{6,0} = \{\{8\}\} \]

\[ \Omega_{6,1} = \{\{6, 2\}, \{5, 3\}\} \]

\[ \Omega_{6,2} = \{\{3, 3\}\} \]

\[ \Omega_{6,3} = \{\{2, 2, 2\}\}. \]

Note that \( \Omega_{6,r} \) is empty if \( r \geq 4 \).

### 4.2 Partitions and curves

Given a partition \( \vec{E} = \{e_1, \ldots, e_{r+1}\} \in \Omega_{D,r} \), there exists an Artin-Schreier curve \( y^p - y = f(x) \) where \( f(x) \) has \( r + 1 \) poles with ramification invariants \( d_j = e_j - 1 \).

We look at the above example to illustrate this. The partition \( \{8\} \) occurs for Artin-Schreier curves when \( f(x) \) has one pole with ramification invariant 7. The partition \( \{6, 2\} \) occurs for Artin-Schreier curves when \( f(x) \) has two poles with ramification invariants 5 and 1. The existence of such curves is given by the following lemma.

**Lemma 4.2.1.** There exists an Artin-Schreier curve of \( p \)-rank \( r(p - 1) \) and genus \( g \) if and only if \( D = \frac{2g}{p-1} \in \mathbb{Z}_{\geq 0} \) and \( \Omega_{D,r} \neq \emptyset \).

**Proof.** See [15, Lemma 2.7]. \( \square \)

To illustrate further, we give an equation for an Artin-Schreier curve which corresponds to each partition in the example of the previous section.
### 4.3 Moduli space for Artin-Schreier curves

A moduli space for Artin-Schreier curves is an algebraic space $V$ such that there is a bijection between maps $S \to V$ and Artin-Schreier curves defined over $S$. In this section, we define the two moduli spaces we will be interested in. The first is the moduli space of Artin-Schreier curves with genus $g$ which will be denoted by $\text{AS}_g$. The second is the moduli space of Artin-Schreier curves with genus $g$ and $p$-rank $s$ which will be denoted by $\text{AS}_{g,s}$.

The $p$-rank satisfies the inequality $0 \leq s \leq g$ so we have

$$\text{AS}_g = \prod_{s=0}^{g} \text{AS}_{g,s}.$$ 

The irreducible components of $\text{AS}_{g,s}$ correspond to the elements of $\Omega_{D, \frac{s}{p-1}}$ as long as $\frac{s}{p-1} \in \mathbb{Z}_{\geq 0}$. The dimensions of the irreducible components of $\text{AS}_{g,s}$ are given by the following theorem [15, Theorem 1.1].

**Theorem 4.3.1.** Let $g = D(p - 1)/2$ with $D \geq 1$ and $s = r(p - 1)$ with $r \geq 0$.

1. The set of irreducible components of $\text{AS}_{g,s}$ is in bijection with the set of partitions $\{e_1, \ldots, e_{r+1}\}$ of $D + 2$ into $r + 1$ positive integers such that each $e_j \not\equiv 1 \mod p$.

2. The irreducible component of $\text{AS}_{g,s}$ for the partition $\{e_1, \ldots, e_{r+1}\}$ has dimension $D - 1 - \sum_{j=1}^{r+1} \lfloor (e_j - 1)/p \rfloor$.  

<table>
<thead>
<tr>
<th>Partition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>${8}$</td>
<td>$y^3 - y = x^7$</td>
</tr>
<tr>
<td>${6, 2}$</td>
<td>$y^3 - y = x^5 + \frac{1}{x}$</td>
</tr>
<tr>
<td>${5, 3}$</td>
<td>$y^3 - y = x^4 + \frac{1}{x^2}$</td>
</tr>
<tr>
<td>${3, 3, 2}$</td>
<td>$y^3 - y = x^2 + \frac{1}{x^2} + \frac{1}{x-1}$</td>
</tr>
<tr>
<td>${2, 2, 2, 2}$</td>
<td>$y^3 - y = x + \frac{1}{x} + \frac{1}{x-1} + \frac{1}{x+1}$</td>
</tr>
</tbody>
</table>
We consider the example above to illustrate. Since \( p = 3 \), the genus \( g = D(p - 1)/2 = D = 6 \). We have

\[
AS_6 = \prod_{s=0}^{6} AS_{6,s}.
\]

The \( p \)-rank in this case is \( s = r(p - 1) = 2r \). Since we only had four non-empty sets \( \Omega_{6,r} \) above, we only have four moduli spaces of interest: \( AS_{6,0}, AS_{6,2}, AS_{6,4}, \) and \( AS_{6,6} \). As a specific example, \( AS_{6,2} \) has two irreducible components which correspond to the two partitions in \( \Omega_{6,1} \). We denote these by \( AS_{6,(6,2)} \) and \( AS_{6,(5,3)} \).

In order to figure out if \( AS_g \) is connected, it is necessary to consider deformations of Artin-Schreier curves in which the \( p \)-rank varies.

### 4.4 Deformations

We have already seen that an Artin-Schreier curve \( y^p - y = f(x) \) is a \( \mathbb{Z}/p \) cover of the projective line. In this section we are interested in finding a family of covers \( y^p - y = f(x,t) \) such that when \( t = 0 \) we have our original cover and when \( t \neq 0 \) we get a different cover with some desired properties. This is called a deformation. More specifically, we are interested in flat deformations. Having a flat deformation implies the genus of the curve given by \( y^p - y = f(x,t) \) is constant for all values of \( t \). Using the formula for the genus of an Artin-Schreier curve,

\[
g = \left( \left( \sum_{j=1}^{r} e_j \right) - 2 \right) \cdot \frac{p - 1}{2},
\]

we see that the genus will be constant as long as

\[
\sum_{j=1}^{r} e_j = \sum_{j=1}^{r} (d_j + 1)
\]

remains constant. So, the number of poles can change as long as the orders of the poles sum in the right way.
4.5 Known deformations

Let $S = \text{Spec}(k[[t]])$. The following result is presented in [15].

**Proposition 4.5.1.** Suppose that $Y_\circ$ is an Artin-Schreier $k$-curve of genus $g$ and $p$-rank $r(p - 1)$. Suppose there is a ramified point of $Y_\circ$ under the $\mathbb{Z}/p$-action whose lower jump $d$ satisfies $d \geq p + 1$. Then there exists an Artin-Schreier curve $Y_S$ over $S$ whose special fibre is isomorphic to $Y_\circ$ and whose generic fibre has genus $g$ and $p$-rank $(r + 1)(p - 1)$.

This is a generalization of the deformation result which appears in [12]. Stated in the language of the previous sections, this proposition shows that an Artin-Schreier curve with partition $\vec{E}_1$ deforms to a family of Artin-Schreier curves with partition generically $\vec{E}_2$ if the edge has the form $\{e\} \to \{e_1, e_2\}$ where either $e_1$ or $e_2 \equiv 0 \mod p$.

Proposition 4.5.1 shows that it is possible for the $p$-rank of the fibres to vary by $p - 1$. In the next section, we present a situation in which the $p$-rank will vary by $2(p - 1)$.

4.6 A new deformation

To build on the deformation result that appeared in the previous section, we consider whether an Artin-Schreier curve with a single pole can deform to a curve with three poles. This would increase the $p$-rank from 0 to $2(p - 1)$.

**Theorem 4.6.1.** Let $X$ be an Artin-Schreier curve of genus $g = (p - 1)(d - 1)/2$ and $p$-rank 0. It is given by an affine equation $y^p - y = f(x)$ for some degree $d$ polynomial $f(x) \in k[x]$ with $d \not\equiv 0 \mod p$. Assume $d \geq 2p + 1$ and $f(x) \in x^d k[x^{-p}]$. Then, there exists a flat deformation of $X$ over $\text{Spec}(k[[t]])$ whose generic fibre is an Artin-Schreier curve with $p$-rank $2(p - 1)$. 
Proof. Let $b$ and $c$ be such that
\[
\begin{align*}
  b &\equiv 0 \mod p, \\
  c &\equiv 2d \mod p, \\
  1 &\leq c, \text{ and} \\
  1 &\leq d - b - c.
\end{align*}
\]

Note that this is possible for $d \geq 2p + 1$; let $b = p$ and let $0 < c < p$ with $c \equiv 2d \mod p$.

Let $0 < \xi < p$ be such that $\xi \equiv d \mod p$. As $f(x) \in x^d k[x^{-p}]$, we can write
\[
f(x) = \sum_{q=0}^{\lfloor d/p \rfloor} r_q x^{qp + \xi}
\]
for some coefficients $r_q \in k$. Now consider the Artin-Schreier curve $y^p - y = f(x, t)$ where
\[
f(x, t) = \frac{f(x)}{(1 - xt)^b(1 + xt)^c}.
\]

Observe that $f(x, t)$ has poles at $x = 1/t$, $x = -1/t$, and $x = \infty$. Also notice that $y^p - y = f(x, 0)$ is our original curve $X$.

First, we will compute the ramification invariant at the pole $x = 1/t$. To do this, we will compute the Laurent expansion of $f(x, t)$ centered at $x = 1/t$. Notice that $f(x, t)$ can be rewritten as $f(x, t) = ((-t)^{-b} f(x)/(1 + xt)^c) (x - 1/t)^{-b}$. With this in mind, the first three coefficients of the Laurent expansion $f(x, t) = \sum_{n=-b}^{\infty} h_n(t)(x - 1/t)^n$ are
\[
\begin{align*}
  h_{-b}(t) &= -\frac{1}{2c+b} \sum_{q=0}^{\lfloor d/p \rfloor} \frac{r_q}{t^{qp + \xi}}, \\
  h_{-b+1}(t) &= \frac{1}{2c+1+b} \sum_{q=0}^{\lfloor d/p \rfloor} \frac{r_q (c - 2\xi)}{t^{qp + \xi - 1}}, \text{ and} \\
  h_{-b+2}(t) &= \frac{1}{2c+3+b} \sum_{q=0}^{\lfloor d/p \rfloor} \frac{r_q (4c\xi - c(c + 1) - 4\xi(\xi - 1))}{t^{qp + \xi - 2}}.
\end{align*}
\]

Since $2\xi \equiv c \mod p$, we see that $h_{-b+1}(t) = 0$. We also notice that because $b \equiv 0 \mod p$, we can use a change of variables to replace $h_{-b}(t)$ with its $p$th root (Section 2.1). Our third observation is that the coefficient $h_{-b+2}(t)$ is not equal to zero because
Putting these three things together, the Artin-Schreier curve $y^p - y = f(x, t)$ can be written in the form $y^p - y = \tilde{f}(x, t)$ where $\tilde{f}(x, t) = \sum_{n=-b+2}^{\infty} h_n(t)(x - 1/t)^n + h_{-b}(t)^{1/p}(x - 1/t)^{-b/p}$. This shows that the ramification invariant of the curve above $x = 1/t$ is $b - 2$.

Computing the Laurent expansion of $f(x, t)$ centered at $x = -1/t$ shows that the ramification invariant above $x = -1/t$ is $c$. The last pole of $f(x, t)$ is at infinity and has ramification invariant $d - b - c$. Recall the formula for the genus of an Artin-Schreier curve from section 2.2, $g = (\sum_{j=1}^{r+1}(d_j + 1) - 2)(p - 1)/2$. Using this formula, the genus of the generic fibre is

$$g = ((b - 2 + 1) + (c + 1) + (d - b - c + 1) - 2)(p - 1)/2 = (d - 1)(p - 1)/2.$$ 

Because the genus of the generic fibre is the same as the genus of the special fibre, the deformation is flat.
Appendix A

The different

Given an extension of an algebraic function field, we would like to study the relationship between the genera of the two function fields. This relationship is given by the Hurwitz genus formula. Specifically, we will try to understand the term of the Hurwitz genus formula which measures the ramification. This term is called the different. We will start by introducing some basic knowledge about algebraic function fields, valuation rings, and discrete valuations. Then we will give the necessary background for understanding the Hurwitz formula. Finally, we show some steps in the calculation of the different for a specific example. Most of the following can be found in chapters one and three of [18].

A.1 Algebraic function fields

We begin with some definitions about function fields, valuations, and valuation rings. An example using these definitions is given in the next section.

Definition A.1.1. Let $K$ be a field. If $F$ is a finite extension of $K(x)$ for some $x \in F$, then $F/K$ is called an algebraic function field.

Definition A.1.2. The field of constants of $F/K$ is the set

$$\tilde{K} = \{ z \in F \mid z \text{ is algebraic over } K \}.$$
K is called **algebraically closed** in \( F \) if \( \bar{K} = K \).

**Definition A.1.3.** A ring \( L \) is called a **valuation ring** of the function field \( F/K \) if \( K \subset L \subset F \) and if \( z \in F \), either \( z \in L \) or \( z^{-1} \in L \).

**Definition A.1.4.** A function \( \nu : F \to \mathbb{Z} \cup \{\infty\} \) is called a **discrete valuation** of the function field \( F/K \) if it has the following properties:

1. \( \nu(x) = \infty \iff x = 0 \).

2. \( \nu(xy) = \nu(x) + \nu(y) \) for any \( x, y \in F \).

3. \( \nu(x + y) \geq \min\{\nu(x), \nu(y)\} \) for any \( x, y \in F \).

4. There exists an element \( z \in F \) with \( \nu(z) = 1 \).

5. \( \nu(a) = 0 \) for any \( 0 \neq a \in K \).

Here we note that the properties of a discrete valuation guarantee that it is surjective onto \( \mathbb{Z} \cup \{\infty\} \).

**Definition A.1.5.** Suppose \( L \) is a valuation ring of \( F/K \). Then \( L \) is a local ring. The maximal ideal \( P \) of \( L \) is called a **place** of \( F/K \). An element \( \lambda \in P \) is called a **prime element** for \( P \) if \( P = \lambda L \). We also define

\[
\mathbb{P}_F = \{P \mid P \text{ is a place of } F/K\}.
\]

A valuation ring \( L \) of \( F/K \) is determined by its maximal ideal \( P \) :

\[
L = L_P = \{z \in F \mid z^{-1} \notin P\}.
\]

**Definition A.1.6.** Let \( P \) be a place of \( F/K \). We can associate \( P \) with a discrete valuation \( \nu_P : F \to \mathbb{Z} \cup \{\infty\} \) in the following way. If \( t \) is a prime element of \( P \) then each \( x \in F \) can be written in the form \( x = t^n u \) for some \( n \in \mathbb{N} \) and some \( u \in L^* \). Define \( \nu_P(x) = n \) and \( \nu_P(0) = \infty \).
**Theorem A.1.7.** The discrete valuation \( \nu_P \) of the place \( P \) can be used to define

\[
L_P = \{ z \in F \mid \nu_P(z) \geq 0 \},
\]
\[
L^*_P = \{ z \in F \mid \nu_P(z) = 0 \}, \text{ and}
\]
\[
P = \{ z \in F \mid \nu_P(z) > 0 \}.
\]

A discrete valuation \( \nu \) of \( F/K \) can be used to define a place and a valuation ring as follows:

\[
P = \{ z \in F \mid \nu(z) > 0 \},
\]
\[
L_P = \{ z \in F \mid \nu(z) \geq 0 \}.
\]

If \( x \in F \), then \( \nu_P(x) = 1 \) if and only if \( x \) is a prime element for \( P \).

### A.2 Places and valuation rings of \( K(x) \)

Let \( K \) be a field and \( F = K(x) \) be the field of rational functions in \( x \). If \( p(x) \) is an irreducible polynomial in \( K[x] \), the corresponding valuation \( \nu = \nu_{p(x)} \) measures the “divisibility by \( p(x) \).” In the following we let \( f(x), g(x) \in K[x] \) and when we write \( f(x)/g(x) \) we understand that \( g(x) \neq 0 \) and \( \gcd(f(x), g(x)) = 1 \). We have

\[
L_{p(x)} = \{ q(x) \in F \mid \nu(q(x)) \geq 0 \}
\]
\[
= \left\{ \frac{f(x)}{g(x)} \in F \mid \nu(f(x)) - \nu(g(x)) \geq 0 \right\}
\]
\[
= \left\{ \frac{f(x)}{g(x)} \in F \mid p(x) \nmid g(x) \right\}.
\]

\[
P_{p(x)} = \{ q(x) \in F \mid \nu(q(x)) > 0 \}
\]
\[
= \left\{ \frac{f(x)}{g(x)} \in F \mid p(x) \mid f(x), p(x) \nmid g(x) \right\}.
\]

We can also define the valuation ring \( L_\infty \) and its maximal ideal \( P_\infty \) as follows:

\[
L_\infty = \left\{ \frac{f(x)}{g(x)} \in F \mid \deg(f(x)) \leq \deg(g(x)) \right\},
\]
\[
P_\infty = \left\{ \frac{f(x)}{g(x)} \in F \mid \deg(f(x)) < \deg(g(x)) \right\}.
\]
Notice that $\lambda = p(x)$ is a prime element for $P_{p(x)}$ and $\lambda = \frac{1}{x}$ is a prime element for $P_{\infty}$.

### A.3 The different

Let $F/K$ be an algebraic function field and $F'/F$ a finite separable extension. In this section, we define the different of an algebraic extension $F'/F$. This will be related to the ramification in the field extension. The different is an important part of the Hurwitz genus formula which follows in the next section.

**Definition A.3.1.** $F'/K'$ is an algebraic extension of $F/K$ if $F' \supseteq F$ is an algebraic field extension and $K' \supseteq K$.

We will assume $F'/K'$ is an algebraic extension of $F/K$ from now on.

A place $P' \in \mathbb{P}_{F'}$ of $F'/K'$ lies over $P \in \mathbb{P}_F$ if $P' \supseteq P$. We denote this by $P'/P$.

**Definition A.3.2.** Suppose $P' \in \mathbb{P}_{F'}$ lies over $P \in \mathbb{P}_F$. The integer $e$ for which $\nu_{P'}(x) = e \cdot \nu_P(x)$ for all $x \in F$ is called the ramification index and denoted by $e(P'|P)$.

If $e(P'|P) > 1$ then $P'|P$ is called ramified and $P$ is called a branch point. If $e(P'|P) = 1$ then $P'|P$ is called unramified.

We now define the complementary module which will allow us to define the different exponent for each $P'/P$.

**Definition A.3.3.** Let $P \in \mathbb{P}_F$ and let $L'_P$ be the integral closure of $L_P$ in $F'$. The complementary module over $L_P$ is

$$C_P = \{z \in F' \mid \text{Tr}_{F'/F}(z \cdot L'_P) \subseteq L_P\}.$$ 

**Proposition A.3.4.** The complementary module has the following properties:
1. \( L'_P \subseteq C_P \) and \( C_P \) is an \( L'_P \)-module.

2. There exists \( t \in F' \) such that \( C_P = t \cdot L'_P \).

Notice that the element \( t \) in part two of proposition A.3.4 may not be unique. However, the following definition is well defined for any choice of \( t \) which satisfies part two of the proposition.

**Definition A.3.5.** Let \( P \in \mathbb{P}_F \) and let \( L'_P \) be the integral closure of \( L_P \) in \( F \). Let \( C_P = t \cdot L'_P \) be the complementary module over \( L_P \). The different exponent of \( P'/P \) is

\[
d(P'|P) = -\nu_{P'}(t).
\]

**Theorem A.3.6.** Suppose \( P' \in \mathbb{P}_{F'} \) lies over \( P \in \mathbb{P}_F \). Then

1. \( d(P'|P) \geq e(P'|P) \)

2. \( d(P'|P) = e(P'|P) - 1 \) if and only if \( \text{char}(K) \nmid e(P'|P) \).

We give an example of Theorem A.3.6 part 2 in section 2.5. A proof of this theorem appears in [18].

**Definition A.3.7.** The different of \( F'/F \) is the divisor

\[
\text{Diff}(F'/F) = \sum_{P \in \mathbb{P}_F} \sum_{P'|P} d(P'|P) \cdot P'.
\]

We can see from this definition that the different is a divisor which contains information about ramification in the function field extension. In the Hurwitz formula, we will need the degree of this divisor. First, we need to define the degree of a place.

**Definition A.3.8.** Let \( P \in \mathbb{P}_F \). The residue class field of \( P \) is

\[
F_P = L_P/P.
\]

The degree of \( P \) is

\[
\deg P = [F_P : K].
\]
For an irreducible polynomial \( p(x) \), the degree of \( P_{p(x)} \) is \( \deg(p(x)) \).

A.4 The Hurwitz genus formula

We will use the Hurwitz formula below to compute the genus of a curve. This formula does not give much insight to the definition of the genus so we give the definition here.

**Definition A.4.1.** Given a smooth connected projective curve \( C \), the **genus** of \( C \) is the dimension of the vector space of holomorphic 1-forms on \( C \) over \( K \). More formally, the genus of \( C \) is

\[
g = \dim \left( H^0(\Omega_1) \right).
\]

Given an algebraic function field \( F/K \), there exists a unique smooth projective curve \( C \) defined over \( K \) such that \( F \) is the field of rational functions on \( C \). The genus of the function field \( F/K \) is the genus of the curve \( C \).

We will use the following theorem to compute the genus of Artin-Schreier curves later in the paper. For a more thorough treatment of this theorem, see [18].

**Theorem A.4.2 (Hurwitz Genus Formula).** Let \( F/K \) and \( F'/K' \) be algebraic function fields with \( F'/F \) a finite separable extension and \( K' \) the field of constants of \( F' \). Let \( g \) and \( g' \) denote the genus of \( F/K \) and \( F'/K' \) respectively. Then

\[
2g' - 2 = \frac{[F':F]}{[K':K]}(2g - 2) + \deg(Diff(F'|F)).
\]

A.5 Computing the different

We now show how to compute the different in a specific example. This is an example of part two of Theorem A.3.6.
Theorem A.5.1. Let $K$ be a field of characteristic not 2. Let $F = K(x)$ and $F' = \frac{K(x)[y]}{y^2 - h(x)}$ where $h(x)$ has deg $h(x) = r$ distinct roots in $K$. Then the genus of $F'/K$ is

$$g' = \begin{cases} \frac{r-2}{2} & \text{if } r \text{ is even,} \\ \frac{r-1}{2} & \text{if } r \text{ is odd.} \end{cases}$$

Proof. Fix the place $P = (x)$. The corresponding valuation ring is the localization $L_P = D^{-1}K[x]$ where $D = K[x] - (x)$. We have the following setup:

$$F' = \frac{K(x)[y]}{(y - h(x))} \supseteq L_P'$$

$$F = K(x) \supseteq L_P = D^{-1}K[x]$$

$$K$$

We now find $L_P'$, the integral closure of $L_P$ in $F'$, so we can later compute the complementary module over $L_P$. Since $F'/F$ is a degree two extension, we have

$$z \in L_P' \iff \text{Tr}_{F'/F}(z) \in L_P \text{ and } N_{F'/F}(z) \in L_P.$$ 

A basis for $F'/F$ is $\{1, y\}$ so any $z \in F'$ can be written $z = a + by$ where $a = \frac{f_1}{g_1}, b = \frac{f_2}{g_2} \in K(x)$ with each $f_i, g_i \in K[x]$. The minimal polynomial of $z = a + by \in F'$, is

$$\min_z(\chi) = (\chi - (a + by))(\chi - (a - by)) = \chi^2 - 2a\chi + (a^2 - b^2h)$$

where we have used that $y^2 = h(x)$. We find $\text{Tr}_{F'/F}(z) = 2a$ and $N_{F'/F}(z) = a^2 - b^2h$. We now have

$$z \in L_P' \iff \begin{cases} 2a = \frac{f_1}{g_1} & \in L_P = D^{-1}K[x] \\ a^2 - b^2h = \left(\frac{f_1}{g_1}\right)^2 - \left(\frac{f_2}{g_2}\right)^2 h & \in L_P = D^{-1}K[x] \end{cases}$$

$$\iff z = \frac{f_1}{g_1} + \frac{f_2}{g_2} y, \text{ where } x \nmid g_1(x), x \nmid g_2(x)$$

$$\iff z = \frac{f_1}{g_1} + \frac{f_2}{g_2} y, \text{ where } g_1(0) \neq 0, g_2(0) \neq 0.$$
Now that we have $L_p$, we can compute the complementary module over $L_P$. Using that $\{1, y\}$ is a basis for $L_p$ as a vector space over $L_P$, we can write

\[
C_P = \{ z \in F' \mid \text{Tr}_{F'/F}(z \cdot L_p') \subseteq L_P \}
\]

\[
= \{ z \in F' \mid \text{Tr}_{F'/F}(z \cdot \gamma) \in L_P \text{ for } \gamma \in \{1, y\} \}.
\]

If $z = a + by$ where $a$ and $b$ are defined as above, we have

\[
z \in C_P \iff \begin{cases}
\text{Tr}_{F'/F}(z \cdot 1) \in L_P \\
\text{Tr}_{F'/F}(z \cdot y) \in L_P \\
2a \in L_P \\
2bh \in L_P \\
\frac{2f_1}{g_1} \in L_P \\
\frac{2f_2}{g_2}h \in L_P.
\end{cases}
\]

We can see from this calculation that $C_P$ depends on the polynomial $h(x)$. To proceed, we need to consider the two possible cases: $x \mid h(x)$ and $x \nmid h(x)$.

If $h(x)$ is not divisible by $x$, then the complementary module is

\[
C_P = \{ z = a + by \mid g_1(0) \neq 0, \ g_2(0) \neq 0 \}
\]

\[
= L_p'.
\]

We need to write $C_P = t \cdot L_p'$ for some $t \in F'$. In this case, $t = 1$ and we have $C_P = 1 \cdot L_p'$. If $P'$ is place lying over $P$, then $\nu_{P'}(t) = \nu_{P'}(1) = 0$.

Now we look at the case where $x$ divides $h(x)$. In this case, the complementary module is given by

\[
C_P = \{ z = a + by \mid g_1(0) \neq 0, \ x^2 \nmid g_2(x) \}.
\]

The difference in this case is that $g_2(x)$ is allowed to have zero as a root. We find $C_P = \frac{y}{x} \cdot L_p'$ which gives $t = y/x$ in the expression $C_P = t \cdot L_p'$. In order to compute
the different exponent, we need to find the place \( P' \) which lies over \( P \). We find that \( P' = y \cdot L_p' \), so \( y \) is a prime element for \( P' \). The different exponent is

\[
d(P'|P) = -\nu_{P'} \left( \frac{y}{x} \right)
\]

\[
= -(\nu_{P'}(y) - \nu_{P'}(x))
\]

\[
= -\left( 1 - \nu_{P'} \left( y^2 \cdot \frac{x}{h(x)} \right) \right)
\]

\[
= -(1 - 2)
\]

\[
= 1.
\]

So \( P'|P \) is ramified in the case when \( x \) divides \( h(x) \).

From this calculation, we see that we will get \( d(P'|P) = 1 \) for each \( P \in K \) corresponding to a factor of \( h(x) \). In this extension, the degree of the places corresponding to the roots of \( h(x) \) have degree 1. This can be seen from the \( n = e f r \) theorem. From the Hurwitz formula we can see that the cover will be branched at infinity if the degree of \( h(x) \) is odd, and not branched over infinity if \( h(x) \) has even degree. Therefore, the degree of the different for this example is

\[
\deg \text{Diff} \left( \frac{K(x)[y]}{(y^2 - h(x))} \right) = K(x) = \begin{cases} r & \text{if } r \text{ is even}, \\ r + 1 & \text{if } r \text{ is odd}. \end{cases}
\]

Using this result in the Hurwitz genus formula yields the theorem. \( \square \)
Appendix B

Supersingular elliptic curves

Let $k$ be an algebraically closed field of characteristic $p$. An elliptic curve $E$ defined over $k$ can be put into its Weierstrass form

$$y^2 + a_1 xy + a_3 y = x^3 + a_2 x^2 + a_4 x + a_6$$

where $a_i \in k$. From these coefficients, we can define

$$b_2 = a_1^2 + 4a_2$$
$$b_4 = 2a_4 + a_1 a_3$$
$$b_6 = a_3^2 + 4a_6$$
$$b_8 = a_1^2 a_6 + 4a_2 a_6 - a_1 a_3 a_4 + a_2 a_3^2 - a_4^2$$
$$c_4 = b_2^2 - 24b_4$$
$$c_6 = -b_2^3 + 36b_2 b_4 - 216b_6$$
$$\Delta = -b_2^2 b_8 - 8b_4^3 - 27b_6^2 + 9b_2 b_4 b_6$$
$$j = c_4^3 / \Delta$$

where $\Delta$ is the discriminant and $j$ is the j-invariant of the elliptic curve $E$. Our first fact about the j-invariant is that two elliptic curves are isomorphic over $\bar{k}$ if and only if they have the same j-invariant.
Definition B.0.1. An elliptic curve $E$ is called **supersingular** if it has no $p$-torsion points, that is, if $E[p](k) = \{O\}$. If $E[p](k) \neq \{O\}$, $E$ is called **ordinary**.

Example B.0.2. The only supersingular elliptic curve over a field of characteristic $p = 2$ is the curve with $j$-invariant 0. We need to show that an elliptic curve with no 2-torsion points has $j$-invariant 0. Let $P = (x, y) \in E$, then the multiplication by 2 map has x-coordinate

$$x^4 - b_4 x^2 - b_6,$$

In characteristic 2, this can be simplified to

$$x^4 - b_4 x^2 - b_6.$$ 

In order for there to be no 2-torsion points, $b_4 x^2 + b_6 \neq 0$ which implies

$$0 \neq b_2 x^2 + b_6$$

$$0 \neq (a_1^2)x^2 + (a_3^2)$$

$$0 \neq (a_1 x + a_3)^2$$

$$a_1 = 0 \text{ and } a_3 \neq 0.$$

With $a_1 = 0$ and $a_3 \neq 0$, the discriminant is

$$\Delta = b_2^2 b_6 + b_6^2 + b_2 b_4 b_6$$

$$= (a_1^2)^2(a_1^2 a_6 + a_1 a_3 a_4) + (a_3^2)^2 + (a_1^2)(a_1 a_3)(a_3^2)$$

$$= a_3^4$$

$$\neq 0.$$

Using that $a_1 = 0$ and $\Delta \neq 0$, we see the $j$-invariant is

$$j = \frac{c_4^3}{\Delta} = \frac{b_2^2}{\Delta} = \frac{(a_3^2)^2}{\Delta} = 0.$$

Proposition B.0.3. If $E$ is defined over a field $k$ with $\text{char}(k) \neq 2$, then

(a) $E$ is isomorphic to some $E_\lambda : y^2 = x(x - 1)(x - \lambda)$ where $\lambda \in \bar{k}$ and $\lambda \neq 0, 1$.

(b) The $j$-invariant of $E_\lambda$ is $j(E_\lambda) = \frac{2^8(\lambda^2 - \lambda + 1)^3}{\lambda^4(\lambda - 1)^4}$.

(c) The map from $\bar{k}\{0, 1\} \to \bar{k}$ defined by $\lambda \mapsto j(E_\lambda)$ is two-to-one over $j = 0$, three-to-one over $j = 1728$, and six-to-one over all other $j$. 
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Theorem B.0.4. Let \( E \) be an elliptic curve defined over a finite field \( k \) with characteristic \( p > 2 \).

(a) Suppose \( E : y^2 = f(x) \) where \( f(x) \) is a degree three polynomial with distinct roots in \( \bar{k} \). Then \( E \) is supersingular if and only if the \( x^{p-1} \) coefficient of \( f(x)^{(p-1)/2} \) is zero.

(b) Define the polynomial \( H_p(t) = \sum_{i=0}^{m} \binom{m}{i}^2 t^i \) where \( m = (p-1)/2 \). Then \( H_p(\lambda) = 0 \) if and only if \( E_\lambda : y^2 = x(x+1)(x-\lambda) \) is supersingular.

(c) The number of supersingular elliptic curves, up to isomorphism, in characteristic \( p \) is \( \lceil p/12 \rceil + \varepsilon_p \) where

\[
\varepsilon_3 = 1 \\
\varepsilon_p = 0 \text{ if } p \equiv 1 \mod 12 \\
\varepsilon_p = 1 \text{ if } p \equiv 5, 7 \mod 12 \\
\varepsilon_p = 2 \text{ if } p \equiv 11 \mod 12.
\]

This theorem is stated in [17]. The following examples illustrate part (c) of Theorem B.0.4.

Example B.0.5. Let \( p = 3 \), then \( m = \frac{p-1}{2} = 1 \). From part (b) of the theorem, \( H_p(t) = \sum_{i=0}^{1} \binom{1}{i}^2 t^i = 1 + t \). The only root of this polynomial is \( t = -1 \) which gives the elliptic curve \( E_{-1} : y^2 = x(x+1)(x-1) \).

Example B.0.6. Let \( p \geq 5 \) and let \( E : y^2 = x^3+1 \) be the elliptic curve with j-invariant zero. For which primes is this elliptic curve supersingular? Part (a) of the theorem above tells us that we need to look at the coefficient of \( x^{p-1} \) in \( (x^3 + 1)^{(p-1)/2} \). The \( x^{p-1} \) term of this polynomial only appears if \( 3 \mid (p-1) \). In this case, the coefficient is \( \binom{(p-1)/2}{(p-1)/3} \). Thus, \( E \) is ordinary if \( p \equiv 1 \mod 3 \), and supersingular if \( p \equiv 2 \mod 3 \).

Example B.0.7. If \( p \geq 3 \), the elliptic curve \( E : y^2 = x^3 + x \) with j-invariant 1728 is ordinary if \( p \equiv 1 \mod 4 \) and supersingular if \( p \equiv 3 \mod 4 \).
Appendix C

Maple code for computing the \( \alpha \)-number

```maple
randomize():

with(linalg):
with(ArrayTools):

#pick a prime and degree for the pole at infinity
p:=7:
d[0]:=3:

#number of extra poles and degrees of the poles
numpoles:=1:
d[1]:=3:
#d[2]:=2:
#d[3]:=3:
#locations of the poles (does not support x=0 as a pole location)
e[1]:=1:
#e[2]:=2:
```
#e[3]:=3:

#Gammas
for i from 0 to numpoles do
    gam[i] := (p-1)/d[i]:
end do:

#compute the genus
genussum:=0:
for i from 0 to numpoles do
    genussum:=genussum + (d[i]+1):
end do:
genus:=(genussum-2)*(p-1)/2:

#compute expected a-number
expectedanum:=0:
for i from 0 to numpoles do
    if type(d[i],even) then
        anumpart[i] := (p-1)*d[i]/4:
    else
        anumpart[i] := (p-1)*(d[i]^2-1)/(4*d[i]):
    end if:
    expectedanum:=expectedanum + anumpart[i]:
end do:

#compute the basis of 1-forms for both the input and output
n:=0:
m:=0:
maxbound:=0:
A:=Array(1..genus,1..3):
A2:=Array(1..genus,1..3):

for i from 0 to numpoles do
    if i=0 then
        bound[i]:=(p-1)*(d[i]-1)-2:
    else
        bound[i]:=(p-1)*(d[i]+1):
    end if:
    maxbound:=max(maxbound,bound[i]):
end do:

#Basis built left to right
for r from 0 to maxbound do
    for b from 0 to bound[0] do
        if (r*d[0]+b*p <= bound[0]) then
            n:=n+1;
            A[n,1]:=b;
            A[n,2]:=r;
            A[n,3]:=0:
        end if:
    end do:
    for i from 1 to numpoles do
        for b from 0 to bound[i] do
            if b>0 and (r*d[i]+b*p <= bound[i]) then
                n:=n+1;
                A[n,1]:=-b;
                A[n,2]:=r;
                A[n,3]:=e[i]:
            end if:
        end do:
    end do:
end do:
end do:
end do:

# Use same output basis
A2:=A;

# Build function to test
r1:=rand(0..(p-1));
r2:=rand(1..(p-1));

func:=x^(d[0]):

for i from (d[0]-1) to 0 by -1 do
    if i mod p <>0 then
        a:=r1():
        func:=func + a*x^i:
    end if:
    if i=0 then
        a:=r1():
        func:=func + a:
    end if:
end do:

for j from 1 to numpoles do
    for i from -1 to -(d[j]-1) by -1 do
        if i mod p <>0 then
            a:=r1():
            func:=func + a*(x+e[j])^i:
        end if:
    end do:
end do:
m:=1:

for j from 1 to numpoles do
    a:=r2():
    func:=func + a/(x+e[j])^d[j]:
end do:

#Build Cartier Matrix
C:=Array(1..genus,1..genus):

for k from 1 to genus do
    g:=A[k];
    if g[2]<>0 then
        if g[3]=0 then
            h:=x^g[1]*(y^p - func)^g[2];
            h:=sort(expand(convert(h,parfrac,x)),x) mod p;
            H:=nops(h):
        end if:
        for i from 1 to numpoles do
            if g[3]=e[i] then
                h:=(y^p - func)^g[2]*(x+e[i])^g[1];
                h:=sort(expand(convert(h,parfrac,x)),x) mod p;
                H:=nops(h):
            end if:
        end do:
    else
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if g[3]=0 then
    h:=x^g[1];
    H:=1:
end if:
for i from 1 to numpoles do
    if g[3]=e[i] then
        h:=(x+e[i])^g[1];
        H:=1:
    end if:
end do:
end if:
j:=Array(1..H,1..4):
h2:=0:
if H=1 then
    if degree(h,x) mod p=(p-1) then
        temp:=h:
        h2:=h2+x^(floor(degree(temp,x)/p))*y^(degree(temp,y)/p)*temp/(x^degree(temp,x)*y^degree(temp,y)):
        j(1,1):=floor(degree(temp,x)/p):
        j(1,2):=degree(temp,y)/p:
        j(1,3):=0:
        j(1,4):=simplify(temp/(x^degree(temp,x)*y^degree(temp,y))) mod p:
    end if:
for n from 1 to numpoles do
    if degree(h,x+e[n]) mod p=(p-1) then
        temp:=h:
        h2:=h2+temp*(x+e[n])^(degree(temp,x+e[n]))/y^degree(temp,y)*y^(degree(temp,x+e[n])) mod p:
    end if:
end for:
end if:
\begin{verbatim}
gree(temp, y)/p)/(x+e[n])^{\text{ceil}}((-\text{degree}(\text{temp}, x+e[n]))/p):
    j(1,1):=-\text{ceil}((-\text{degree}(\text{temp}, x+e[n]))/p):
    j(1,2):=\text{degree}(\text{temp}, y)/p:
    j(1,3):=e[n]:
    j(1,4):=\text{simplify}(\text{temp}*(x+e[n])^{(-\text{degree}(\text{temp}, x+e[n]))/y^{\text{degree}(\text{temp}, y)}) \text{ mod } p:
end if:
end do:
else
    for i from 1 to H do
        if \text{degree}(\text{op}(i,h), x) \text{ mod } p=(p-1) then
            temp:=\text{op}(i, h):
            h2:=h2+x^{(\text{floor}(\text{degree}(\text{temp}, x)/p))}*y^{(\text{degree}(\text{temp}, y)/p)}*temp/(x^{\text{degree}(\text{temp}, x)}*y^{\text{degree}(\text{temp}, y)}):
            j(i,1):=\text{floor}(\text{degree}(\text{temp}, x)/p):
            j(i,2):=\text{degree}(\text{temp}, y)/p:
            j(i,3):=0:
            j(i,4):=\text{simplify}(\text{temp}/(x^{\text{degree}(\text{temp}, x)}*y^{\text{degree}(\text{temp}, y)})):
        end if:
        for n from 1 to \text{numpoles} do
            if \text{degree}(\text{op}(i,h), x+e[n]) \text{ mod } p=(p-1) then
                temp:=\text{op}(i, h):
                h2:=h2+\text{temp}*(x+e[n])^{(-\text{degree}(\text{temp}, x+e[n]))/y^{\text{degree}(\text{temp}, y)}):
                j(i,1):=-\text{ceil}((-\text{degree}(\text{temp}, x+e[n]))/p):
                j(i,2):=\text{degree}(\text{temp}, y)/p:
                j(i,3):=e[n]:
                j(i,4):=\text{simplify}(\text{temp}*(x+e[n])^{(-\text{degree}(\text{temp}, x+e[n]))/y^{\text{degree}(\text{temp}, y)}):
        end if:
    end do:
end else
end
\end{verbatim}
end if:
end do:
end do:
end do:
end if:

for i from 1 to H do

nope:=0:
if j[i,4] <> 0 then

for q from 1 to genus do
if IsEqual(j(i,1..3),A2(q,1..3)) then
C[q,k]:=C[q,k]+j[i,4];
nope:=1:
break;
end if:
end do:
if nope=0 then
print(i):
break:
end if:
end if:
end if:
end do:
end do:
end do:

#Compute the rank of the Cartier matrix.
C:=Matrix(C):
#Compute the a-number
anum:=genus-rank(C):

print(p):
print(func):
print(anum, expectedanum)
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